Skill Decomposition and Composition: A Human-Like Evaluation
Framework for Assessing LL.Ms’ Reasoning Abilities

Anonymous ACL submission

Abstract

Large language models (LLMs) have demon-
strated remarkable reasoning capabilities
across tasks such as commonsense reasoning,
mathematical problem-solving, and logical de-
duction. However, existing evaluation meth-
ods, which rely on average accuracy or struc-
tured reasoning tasks, provide limited insights
into the underlying reasoning mechanisms of
LLMs. Correct answers do not necessarily
indicate robust reasoning and coarse-grained
metrics fail to guide meaningful improvements
in reasoning performance. To address this,
we propose a human-like reasoning evalua-
tion framework inspired by skill decomposition
and skill composition—key cognitive processes
in human problem-solving. Specifically, we
first annotate the required skills using LLMs
and then employ these skills to evaluate the
fine-grained reasoning capabilities of LLMs.
Our framework refines evaluation metrics by
transitioning from accuracy-based measures to
skill-level assessments, providing deeper in-
sights into LLMSs’ reasoning processes from
a human-like perspective. Experiments on di-
verse benchmarks reveal critical insights into
LLMs’ reasoning strengths and limitations,
highlighting the importance of granular evalua-
tion. Code is available at https://anonymous.
4open.science/r/SkillDeCo-76ED/.

1 Introduction

Large language models (LLMs) (Achiam et al.,
2023; Team et al., 2024; Touvron et al., 2023;
DeepSeek-Al, 2025) have demonstrated outstand-
ing capabilities in reasoning across commonsense
task, mathematical problem, and logical reason-
ing (Yu et al., 2024; Lai et al., 2024; Huang and
Chang, 2022). Recent advancements in reasoning
have focused on innovative prompting strategies.
Specifically, studies such as Chain-of-Thought
(CoT) (Wei et al., 2022) and Tree-of-Thought (ToT)
(Yao et al., 2023) have pioneered methods to im-
prove LLMs’ reasoning by structuring intermediate

reasoning steps. OpenAlI’s ol (OpenAl, 2024b)
series models further advance reasoning by intro-
ducing inference-time scaling, extending the length
of CoT reasoning processes to achieve more pow-
erful and nuanced reasoning behaviors. Addition-
ally, DeepSeek-R1 (DeepSeek-Al, 2025) employ-
ing GRPO (Shao et al., 2024a) as the reinforcement
learning framework achieves competitive perfor-
mance across math and code reasoning tasks. The
human-like intelligence demonstrated by LLMs in
reasoning tasks has sparked significant interest in
comprehensively evaluating their reasoning ability.
Existing studies evaluate the reasoning ability of
LLMs by testing the correctness of their responses
to test samples or the outputs of structured rea-
soning tasks (Talmor et al., 2019; Liu et al., 2023;
Cobbe et al., 2021; Chollet, 2019). However, these
evaluations are based on the coarse-grained metric
of average accuracy of LLM responses, and cor-
rect doesn’t mean the LLM can reason. Therefore,
they fail to meet the need for a deep understanding
of the underlying reasoning mechanisms of LLM
reasoning.

To gain deeper insights into the human-like intel-
ligence exhibited by LLMs in problem-solving, it
is crucial to explore whether their reasoning mech-
anisms resemble the psychological processes of
human problem-solving. Psychological research
has shown that skill decomposition and skill com-
position are fundamental reasoning abilities for hu-
mans to tackle complex problems (Miiller and Ster-
nad, 2004; Frederiksen and White, 1989; Smalley
et al., 2001). As illustrated in Figure 1(a), when an-
swering questions, the human brain subconsciously
decomposes the problem and maps it to several ac-
quired skills, such as “time conversion" and “hourly
rates". Based on these decomposed skills, humans
implicitly combine past experiences to solve com-
plex problems, as shown in Figure 1(b). This in-
spires us to explore whether LLMs possess similar
abilities in skill decomposition and composition to
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(a) Skill Decomposition: Understand the question and
identify the required skills

Question:
Sarah earns $15 per 15 minutes

as a dog walker. Yesterday, she
walked dogs for 59 minutes. >

How much did she earn?

Skills:

Answer: 11.25

Time Conversion
Hourly Rates

(b) Skill Composition: Apply skills to answer the question

Answer by applying skills:

: Use Time Conversion skill:
45 mins = 0.75 hours

— | Use Hourly Rates skill:

15%0.75=11.25 ,ﬁ

The answer 11.25 is correct

Figure 1: An example of the human reasoning process, comprising (a) Skill Decomposition and (b) Skill Composi-
tion. The whole process begins with skill decomposition, where humans address a problem by first comprehending
the question and identifying the required skills (e.g., knowledge concepts such as Time Conversion and Hourly
Rates) for its solution. Then, these skills are composed to arrive at the correct answer, as depicted in (b).

address complex tasks.

Based on these considerations, we propose a
human-like reasoning evaluation framework aimed
at assessing LLLMs’ skill decomposition capabili-
ties and their reasoning abilities through skill com-
position. This is an open-ended problem, and its
key challenge lies in the black-box nature of LLM
reasoning, making it difficult to observe their in-
ternal processes. To address this, we first design a
human-like thinking pipeline that guides LLMs to
explicitly perform skill decomposition and compo-
sition. During the skill decomposition phase, we
use structured prompts to guide LLMs to analyze
problems and identify required skills based on their
pre-trained knowledge. Subsequently, in the skill
composition phase, LLLMs invoke and process their
pre-trained knowledge to solve problems.

Along this pipeline, we evaluate the human-like
reasoning abilities of LLMs by testing their perfor-
mance in task skill decomposition and skill compo-
sition to answer questions using standard datasets.
Evaluating skill decomposition remains challeng-
ing due to the varying ways LLMs understand and
process tasks, leading to differences in the granular-
ity of their skill decompositions. For example, as
shown in Figure 1, a problem may be decomposed
into “time conversion” and “hourly rates”, which
can be further broken down into finer-grained skills
such as multiplication”, fractions”, and “logic”.
As a result, evaluating skill decomposition using
a fixed standard is difficult. To address this issue,
we introduce the concept of “skill annotation”. The
core idea is to identify the required skills for each
evaluation instance and map both the skills and the
ground truth into a unified semantic space with ab-
stract granularity, ensuring comparability. Specifi-
cally, before evaluation, we use an additional LLM
to decompose each evaluation instance and collect
all possible skills, which are then clustered into

higher-level semantic skills, forming an advanced
skill pool. During the evaluation, both the skills de-
composed by the LLMs and the ground truth are se-
mantically aligned through the skill pool, enabling
a more accurate assessment of skill decomposition.

We apply the proposed evaluation framework
to conduct extensive experiments across different
LLMs, assessing their skill decomposition, rea-
soning after skill composition, and the impact of
human-like reasoning processes on overall perfor-
mance. Through in-depth analysis of the exper-
imental results, we uncover novel insights from
the human-like reasoning evaluation. For instance,
some models exhibit similar performance on tradi-
tional answer accuracy metrics, yet show a signifi-
cant disparity in skill decomposition performance.
This discrepancy suggests that traditional evalua-
tion metrics may overestimate a model’s reasoning
capabilities, as correct answers may be memorized
during training rather than derived through genuine
reasoning. We also demonstrate that by showing
some skills the reasoning ability can be improved.
Our main contributions are as follows:

 Skill Annotation for Reasoning Dataset: We re-
lease the extended datasets with the skill annota-
tion and the code to annotate new benchmarks.
This resource enables finer-grained analysis and
benchmarking of reasoning capabilities.

* New Evaluation for LLM Reasoning: We
present a new human-like framework and met-
rics for evaluating LLM reasoning ability from
skill decomposition, and skill composition per-
spectives at a fine-grained skill level.

» Experimental Key Findings: Through experi-
ments, we identify significant variations in skill-
level performance across reasoning tasks, of-
fering a detailed understanding of the strengths
and limitations of current LLMs.
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Figure 2: Our human-like reasoning evaluation framework. (a) The skills annotation framework for annotating
ground-truth skills for each sentence. The black line represents the initial identification, while the blue dashed line
indicates re-identification when the initial answer is incorrect. (b) The evaluation process for assessing the ability to

decompose and compose skills

2 Human-like Reasoning Evaluation

To gain deeper insights into the human-like intelli-
gence exhibited by LLMs in problem-solving, it is
crucial to investigate whether their reasoning mech-
anisms align with the cognitive processes humans
employ to solve problems. In this work, we draw
inspiration from the subconscious skill decompo-
sition and composition processes that humans use
when answering questions. Specifically, we evalu-
ate LLMs in three key aspects: (1) their ability to
decompose tasks into constituent skills, (2) their
ability to compose these skills to solve problems,
and (3) their overall predictive performance when
guided by human-like reasoning processes.

To conduct this evaluation, we propose a pipeline
that guides LLLMs to think in a human-like man-
ner (see Section 2.2). Within this pipeline, we
design three metrics to assess the aforementioned
capabilities. Furthermore, due to semantic biases,
directly evaluating the skills decomposed by LLMs
can be challenging (as mentioned in the introduc-
tion). To address this issue, we introduce an addi-
tional skill annotation step before evaluation (see
Section 2.1). By constructing a semantically ab-
stract skill pool, we map the skills outputted by
LLMs and the ground truth into a unified semantic
space with the same level of granularity, ensuring
comparability in measurement. Note that all the
prompts introduced in this section are provided in
Appendix A.

2.1 SKkill Annotation

The skill annotation step is introduced before the
evaluation to address the challenge of comparing
the semantic granularity between LLM outputs and
ground truth during skill decomposition evaluation.
Specifically, we use GPT-40 (OpenAl, 2024a) as

the annotator to pre-collect possible skills. These
skills are then clustered to form a semantically ab-
stract skill pool. By constructing this pool, we map
both the skills outputted by LLMs and the ground
truth into a unified semantic space with the same
level of granularity, ensuring comparability in mea-
surement.

2.1.1 Skill Extraction

Modern benchmarks for evaluating LLM reasoning
ability typically consist of question-answer pairs:
D = {(q1,a1),(q2,a1), ..., (qn,an)}. Given an
evaluation instance (¢;, a;), our goal is to construct
the skill set .S; required to solve the question ¢;
and produce the correct answer a;. In our frame-
work, each skill s, € 5; is represented as a tu-
ple s,, = (name, description, usage), where name
denotes the skill name, description provides a de-
tailed explanation of the skill, and usage offers a
representative example of its application.

To ensure the reliability of annotated skills, the
skill set \S; is obtained as below.

Initially, the LLM extractor is prompted to iden-
tify the skill set S; required to solve the question,
along with the reasoning process using these skills,
and the final answer a;:

(Si,a;) = LLMGPT-40(is Pide)

where pige represents the prompt to identify the
skill set. Only the skill set \S; that yields the correct
answer a;, is retained for the evaluation instance. In
cases where a/, is incorrect, the reasoning process
based on S; may be unreliable. To prevent the LLM
extractor from repeating similar mistakes and wast-
ing resources, we employ a self-summarization
mechanism (Matelsky et al., 2023) to guide the
LLM extractor in reflecting on its errors and sum-
marizing its experiences. These experiences are



then stored in the Extraction Memory module as
annotation knowledge, as illustrated by the blue
dashed line in Figure 2(a).

Building on the knowledge accumulated in the
Extraction Memory, the LLM synthesizes insights
from failed extractions to enhance its annotation
process. Specifically, the extractor is provided with
additional hints, such as the correct solution or
answer, to reanalyze the problem and generate a
more reliable skill set, S7:

(S, a;) = LLMGPT-40(Gis @iy M fqil, DRe ),

where pge is a reidentification prompt incorporat-
ing the original question, solution hints, and failed
extraction experiences. This iterative refinement
ensures that each evaluation instance is ultimately
annotated with a robust and accurate skill set, im-
proving both the interpretability and reliability of
the analysis.

2.1.2 Skill clustering

Following the skill annotation process, we obtain
a labeled set of skills for each evaluation instance.
However, the sheer volume of skills poses a chal-
lenge due to the presence of semantically equiv-
alent or highly similar skills (e.g., "Basic Arith-
metic" and "Basic Arithmetic Operation"). To ad-
dress this issue, we introduce a systematic skill
clustering approach designed to reduce redundancy
and create a semantically coherent skill taxonomy.
Once the skill taxonomy is established, each skill in
the skill set .S; is mapped to its corresponding clus-
tered skill category. The skill clustering process is
implemented through a two-step approach: Batch
Clustering and Post-Processing. This methodology
balances computational efficiency with semantic
accuracy, leveraging the strengths of LLMs to han-
dle both large-scale data and nuanced semantic
relationships.

Batch Clustering In the first step, the skill set is
partitioned into smaller, manageable batches to en-
able parallelized processing. Within each batch, an
LLM categorizes the skills based on their descrip-
tive text, generating the following outputs for each
cluster: { Category Names, Skill Lists, Brief Descrip-
tions, Representative Usages}. This step addresses
the computational limitations of LLMs when pro-
cessing long texts, ensuring efficient handling of
large skill sets.

Post-Processing The second step refines the ini-
tial clusters by assessing and merging semantically

similar categories. An LLM evaluates the category
descriptions and representative usages generated
during the Batch Clustering phase, identifying and
merging clusters that exhibit conceptual alignment.
This post-clustering adjustment ensures that the fi-
nal skill taxonomy is both logically consistent and
semantically meaningful.

This two-step clustering process not only ad-
dresses the challenge of skill redundancy but also
provides a robust framework for organizing and
interpreting large-scale skill datasets. The result-
ing taxonomy serves as a foundation for further
analysis, enabling a more human-like assessment
of LLMs’ reasoning abilities by aligning skill rep-
resentations with cognitively plausible structures.

2.2 Skill-based Evaluation

Building upon the reasoning benchmark estab-
lished through skill annotation, we then delve into
understanding language model reasoning by eval-
uating the skill decomposition and composition
abilities of LLMs.

Skill Decomposition Ability Skill decomposi-
tion refers to the ability to analyze a problem and
identify the specific skills, knowledge, or sub-tasks
required to solve it.

In our framework, we prompt the LLM to emu-
late human-like reasoning by identifying the skills
required to solve a given problem. For each prob-
lem, the LLM retrieves the relevant skills from a
predefined skill pool—a comprehensive set of skill
categories derived through a systematic skill clus-
tering process (See Section 2.1.2). Formally, this
retrieval process is represented as:

Sz‘de = LLMeval<qi7pide);

where Szde is the skill set required for question g;,
S represents the global skill pool obtained after
clustering, pige is the prompt to identify the re-
quired skills. and LI Mgy, is the LLM to be eval-
uated. The skill identification process effectively
simulates how humans approach reasoning tasks
by breaking them into constituent skills. Then, we
use " = LLMeyal(S%, pretrieve), to map the
identified skills to skill clusters, thereby avoiding
semantic discrepancies and enabling quantitative
assessment. Here, prerieve 1S the prompt used to
guide the LLM in retrieving the most relevant skills
from the skill pool. To evaluate the effectiveness of
the skill decomposition process, we introduce the
Skill Decomposition Accuracy (SDA) metric. The



SDA metric quantifies how well the LLM-retrieved
skill set S;"*” matches the ground-truth skill set
Sirve which is established through expert skill an-
notation. The metric is formally defined as:
2 i[9 0 5
2imalse
Skill Composition Ability Skill composition
refers to the capability to systematically integrate
identified skills or sub-tasks to derive a coherent
and correct solution. This ability is fundamental for
solving complex problems that require a structured
and sequential reasoning process.

In our framework, the skill composition ability
of the LLM is evaluated by presenting it with a
problem g; alongside its ground-truth skill set S{™°.
The LLM is prompted to utilize these skills step
by step to construct a solution aic"m. Formally, this
process is expressed as:

C 8
a;°" = LLMeval(in S’irue7pcompose)’

(2

SDA =

where peompose 18 a structured prompt designed to
guide the LLM in leveraging the provided skill set
for systematic problem-solving.

To evaluate the effectiveness of the LLM’s skill
Composition Ability, we introduce the skill compo-
sition accuracy (CoA) metric. The CoA quantifies
the alignment between the generated solution a$°™
and the ground-truth solution a;, and is formally
defined as: CoA = w

To conclude, the SDA metric offers an objec-
tive measure of the alignment between the LLM’s
skill decomposition and the annotated ground-truth
skill sets. Similarly, the CoA metric provides a
quantitative assessment of the LLM’s ability to ef-
fectively compose and apply the identified skills to
derive accurate solutions. It is important to note
that we also decompose and then compose the rea-
soning process to derive the final answer, enabling
an investigation of the entire human-like reason-
ing process. The final answer is used to calculate
the Decompose-and-Compose Accuracy (DCA),
which serves as a measure of reasoning ability. The
DCA metric reveals the impact of human-like rea-
soning processes on overall performance. Together,
these three metrics offer a rigorous framework for
evaluating the human-like reasoning capabilities of
LLMs.

3 Experiment

In this section, we aim to answer three research
questions (RQs):

* RQ1: How does human-like reasoning eval-
uation offer insights beyond traditional ACC
metrics?

* RQ2: How do LLMs perform across different
reasoning skills?

* RQ3: Can skill-specific information enhance
the reasoning performance of LLMs?

3.1 Experimental Setup

Utilized LLMs Taking into account both the rea-
soning capabilities and the cost-effectiveness of the
model, we select GPT-40-08-06 (OpenAl, 2024a)
to annotate skills as the ground-truth skills for exist-
ing benchmarks. Furthermore, we evaluate the skill
decomposition and composition abilities of five
mainstream LLMs, including three closed-source
models: GPT-4 (Achiam et al., 2023), GPT-3.5-
Turbo (OpenAl, 2023) and Gemini 1.5 pro (Team
et al., 2024); as well as two open-source models:
Llama3-8B (Touvron et al., 2023) and Qwen2-7B-
Instruct (Shao et al., 2024b).

Datasets Our skill annotation and human-like
reasoning evaluation is conducted on three datasets:
(1) alanguage understanding and reasoning dataset,
LogiQA 2.0 (Liu et al., 2023); (2) mathematical
reasoning datasets, MATH (Hendrycks et al., 2021)
and GSMS8K (Cobbe et al., 2021). The LogiQA
2.0 test set consists of 1,572 question-answer pairs
covering 5 types of complex logical reasoning. The
MATH test set contains 5,000 mathematical prob-
lems across 5 difficulty levels and 7 subjects. The
GSMBSK test set includes 1,319 mathematical prob-
lems, each accompanied by a step-by-step solution
and a ground-truth answer.

Evaluation Metrics We aim to derive insights
from a human-like evaluation framework by con-
trasting it with traditional evaluations based solely
on final answer accuracy (ACC). Specifically, for
skill decomposition, we report the average skill de-
composition accuracy (SDA) to quantify how well
the LLM-retrieved skill set matches the ground-
truth skill set, thereby demonstrating the effec-
tiveness of the skill decomposition ability. We
also report DCA to show the entire human-like
Decompose-and-Compose reasoning performance.
For composition, we report the skill composition
accuracy metric (CoA) to quantify the alignment be-
tween the generated solution based on the ground-
truth skills and the ground-truth solution.



Table 1: Evaluation results on different LLMs.

Models LogiQA 2.0 Math GSMSK

ACCT SDA T DCA T CoAT|ACCT SDAT DCA T CoA 1|ACCT SDAT DCAT CoAfT

GPT-4-1106 697 323 676 723|602 510 57.6 595|892 706 888 89.4
GPT-3.5-turbo 543 173 524 583 | 402 427 443 486 | 793 522 660 843
Gemini-1.5pro | 754 307 740 777|810 552 812 820 | 90.8 665 930 94.5
Llama-3.1-8B-Instruct| 53.8 32.9 524 60.1 | 479 459 396 470 | 845 394 579 822
Qwen2-7B-Instruct | 53.4 162 527 56.1 | 48.6 441 435 507 | 621 636 672 703

3.2 Main Results (RQ1)

After annotating skills for each reasoning evalua-
tion benchmark, we conduct a human-like reason-
ing evaluation method introduced in Section 2.2 on
LogiQA 2.0, MATH, and GSMS8K datasets. From
Table 1’s results, we have the following interesting
and valuable findings:

e Finding 1: The results for the two metrics as-
sessing skill decomposition ability, SDA and DCA,
show a strong correlation across different LLMs.
This indicates that if a model can accurately ex-
tract the correct set of skills required for a problem,
its answer accuracy also tends to be higher. How-
ever, when comparing traditional metrics like ACC
to SDA, discrepancies arise. For example, on the
LogiQA 2.0 dataset, the ACC values of Qwen2-
7B-Instruct and Llama-3.1-8B-Instruct are close,
while their SDA values differ by 16%. This dis-
parity suggests that the models may not effectively
analyze the skills required to solve the problem.
Actually, inferior SDA but high ACC might stem
from memorizing the correct answers during train-
ing rather than employing true reasoning improve-
ments. These observations underscore the impor-
tance of evaluating LLMs’ decomposition ability
and the novel perspective introduced by SDA in
reasoning evaluation. Traditional answer accuracy
metrics like ACC may overestimate a model’s rea-
soning capabilities, where some correct answer is
driven by memorization or dataset-specific biases.
The findings further highlight that enhancing skill
decomposition ability should be a potential focus
in model training and fine-tuning, as it directly im-
pacts both reasoning accuracy and generalization.

e Finding 2: The second experimental finding re-
veals that CoA, which measures the alignment be-
tween model-generated solutions informed by an-
notated skill labels and the ground-truth label accu-
racy, consistently outperforms both ACC and DCA.
This demonstrates the reliability of the ground-truth
skills generated by our automatic skill annotation
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Figure 3: Frequency distribution of the extracted skills.

method, as reflected in improved performance. Fur-
thermore, this observation highlights the crucial
role that skill labels play in enhancing LLM rea-
soning abilities. For instance, the Llama-3.1-8B-
Instruct model, which performs worse than GPT-
3.5-turbo in ACC, outperforms it in CoA. This sug-
gests that the inclusion of well-defined skill labels
can improve a model’s ability to generate accurate
solutions, even when it struggles with decomposing
complex tasks.

e Finding 3: Upon analyzing the logical reason-
ing performance on LogiQA 2.0, it is evident that
all models struggle with the decomposition task,
showing low SDA scores ranging from 17% to 33%.
In contrast, their performance in mathematical rea-
soning on the MATH dataset is higher, ranging
from 40% to 50%. However, the traditional ACC
scores are similar across both benchmarks. This
performance disparity can likely be attributed to
the more structured and rule-based nature of math-
ematical problems, which aligns better with the
models’ capabilities for decomposition and skill
alignment. In contrast, logical reasoning tasks de-
mand abstract thinking and complex inferences,
which are inherently harder to decompose due to
their implicit and multifaceted nature. These find-
ings underscore the need for further advancements
in LLMs’ reasoning capabilities, especially in ab-
stract and non-quantitative domains, to improve
their overall performance across a range of tasks.



3.3 Skill-level Reasoning Analysis (RQ2)
3.3.1 Skills Skewed Distribution

We have plotted the distribution of the extracted
skills in Figure 3, showing the sorted usage fre-
quency of skills in the LogiQA 2.0 and GSM8K
benchmarks. The total number of instances is simi-
lar but the total number of skills required is quite
different, indicating that LogiQA 2.0 demands a
greater variety of specific skills. Furthermore, the
skill distribution is highly skewed, especially in
datasets like GSM8K, where 10 skills account over
90% of the test cases. This concentration of skills
in certain areas leads to an uneven distribution of
skill usage across different problems. To explore
this further, we report the average SDA scores for
the top 10 and bottom 10 most frequently used
skills in GPT-4-11-06 is 72.3% and 6% respec-
tively. Notably, the model performs worse on the
bottom 10 skills, indicating that its ability to handle
less frequent but equally important skills is limited.
This suggests that GPT-4 may struggle with edge
cases or rare skills that are critical for certain prob-
lems. These findings emphasize the need for LLMs
to adopt a more balanced training approach, one
that ensures the proper handling of rare or under-
represented skills.

3.3.2 SKill-level Reasoning Performance

Skill annotation plays a crucial role in advancing
fine-grained reasoning assessment. In this study,
we show 5 skills including {Algebra, Fractions,
Comparison and Analysis, Cost Calculation, Finan-
cial Calculation} from the GSM8K dataset, and
report the decomposition performance using SDA
composition performance using CoA in Figure 4
across three closed-source models: GPT-3.5 Turbo
and Gemini-1.5 Pro.

For the five skills, we observe that different mod-
els excel at distinct tasks in both decomposition
and composition. Notably, Gemini-1.5-pro outper-
forms GPT-3.5-turbo across the board in compo-
sition tasks, demonstrating superior performance.
However, in decomposition, Gemini-1.5-pro lags
behind in Financial Calculation. This suggests
that Gemini places greater emphasis on enhancing
the model’s ability to identify the required skills
for specific scenario-based questions. In compo-
sition, GPT-3.5-turbo struggles with applying the
Cost Calculation skill to solve the question, indi-
cating that it should focus more on improving its
application of this skill.

—— GPT-3.5 Turbo Gemini-1.5 Pro

SDA Scores
Skill_1

CoA Scores
Skill_1
1.0

Skill name:

Skill 1: Algebra

Skill_2: Fractions

Skill 3: Comparison and Analysis

Skill 4: Cost Calculations
Skill_5: Financial Calculation

Figure 4: Performance Comparison of GPT-3.5-Turbo
and Gemini-1.5 Pro on Decomposition (SDA) and Com-
position (CoA) for different Skills on GSM8K.
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3.4 Skills Help LLM Reasoning (RQ3)

To investigate the impact of skill-specific infor-
mation on LLM reasoning, we compare direct
prompt In-context-class (our prompting method
adopted in the main results) and CoT-class on the
GSMBSK dataset. Within each class, we provide
skill information using four approaches: random
skills from GSM8K’s pool (-“random”), skills re-
trieved from the MATH skill pool (-“ReMATH”),
skills retrieved from the GSM8K skill pool (-
“ReGSMS8K™), and the instance’s ground-truth
skills (-“GRSkills™). The results, as shown in Fig-
ure 5, illustrate how different sources of skill infor-
mation influence reasoning performance.

First, we observe that across different skill hints,
“-GRSkills” consistently achieves the best perfor-
mance. Interestingly, in-context prompting with
ground-truth skills performs competitively with



CoT, indicating that providing reliable skill in-
formation can effectively guide LLMs to adopt
step-by-step reasoning and enhance their reason-
ing capabilities. Second, we note that “-ReMATH”
outperforms both the no-skill baseline and the -
random” setting, demonstrating that the MATH-
extracted skill pool can be leveraged to improve
performance on GSMS8K. This finding highlights
the transferability of skill-based knowledge across
different benchmarks, emphasizing the potential
of cross-task skill utilization for enhancing LLM
reasoning.

4 Related Works
4.1 LLMs Reasoning

Reasoning is a core facet of intelligence, criti-
cal for tasks such as decision-making and solv-
ing complex problems like mathematics (Yu et al.,
2024). Recent advancements have centered around
innovative prompting strategies to enhance LLM
reasoning capabilities. Methods such as Chain-
of-Thought (CoT) (Wei et al., 2022) and Tree-
of-Thought (ToT) (Yao et al., 2023) have ad-
vanced LLMs by structuring intermediate reason-
ing steps. OpenAl’s O1 series (OpenAl, 2024b)
further refines advance reasoning with inference-
time scaling, extending CoT reasoning to generate
more nuanced outcomes. Moreover, DeepSeek-
R1 (DeepSeek-Al, 2025), using the GRPO frame-
work (Shao et al., 2024a), achieves performance
comparable to OpenAI-O1 on reasoning tasks. Ex-
isting studies (Huang et al., 2024; Wei et al., 2022;
DeepSeek-Al, 2025; OpenAl, 2024b) primarily as-
sess reasoning ability by using benchmarks such
as commonsense reasoning (Talmor et al., 2019),
math reasoning (Hendrycks et al., 2021; Fan et al.,
2024) and Strategic Reasoning (Zhang et al., 2024),
where questions are presented as input, and the
models’ performance is evaluated based on the av-
erage accuracy of their responses. This coarse eval-
uation approach provides minimal insights into the
detailed analysis of LLMs’ reasoning ability and
offers limited guidance for improving their reason-
ing performance. To address this issue, this work
focuses on analyzing mathematical reasoning at the
skill level from a human-like perspective (Johnson
and Kuennen, 2006).

4.2 SKill in Reasoning

Skills are foundational to educational assessment,
serving as measurable indicators of a learner’s

ability to apply knowledge, judgment, and tech-
niques within specific domains (Smee, 2003). The
importance of skills in enhancing the reasoning
abilities of LLMs has gained attention through ap-
proaches like prompting (Didolkar et al., 2024) and
fine-tuning with skill-focused data synthesis (Chen
et al., 2024b; Huang et al., 2024). For instance,
Didolkar et al. employs prompts to guide LLMs
toward identifying and applying individual skills,
improving mathematical reasoning. However, a
comprehensive framework for assessing LLM rea-
soning at the skill level remains underdeveloped.
Recent efforts by Chen et al. leverage GPT-4
to generate rationales that represent underlying
skills in general benchmarks, marking a significant
step forward. This work addresses the critical gap
by integrating skill-level analysis aligned with the
human-like reasoning process, enabling more gran-
ular reasoning assessments and offering targeted
instructional insights to enhance requisite skills.

5 Conclusion

In this paper, we introduced a novel human-like
reasoning evaluation framework designed to as-
sess the reasoning capabilities of large language
models (LLMs) by focusing on skill decomposi-
tion and skill composition, which closely align
with human cognitive processes. To be specific,
unlike traditional evaluation methods that depend
on average accuracy metrics, our framework of-
fers deeper insights into the underlying reasoning
mechanisms of LLLMs. To achieve this, we first
explicitly annotated the skills required to solve a
given problem. During the evaluation, we assessed
LLMSs’ reasoning abilities through two key dimen-
sions: skill decomposition (identifying the neces-
sary skills to address a problem) and skill compo-
sition (integrating these skills to generate coherent
solutions). The experimental results revealed new
insights from the human-like reasoning evaluation.
Specifically, while some models performed simi-
larly on traditional answer accuracy metrics, they
showed significant differences in skill decomposi-
tion performance. This discrepancy suggests that
traditional evaluation metrics may overestimate a
model’s reasoning capabilities, as correct answers
could be memorized during training rather than
generated through reasoning. Besides, our findings
demonstrate that incorporating skills can enhance
the reasoning abilities of LL.Ms.



6 Limitations

In this paper, we propose a human-like reasoning
evaluation framework by emphasizing skill decom-
position and skill composition based on the anno-
tated skills. However, in practice, skills commonly
exhibit multi-level and complex structural relation-
ships when solving complex problems. The method
proposed in this paper is an initial exploration of the
basic framework for human-like reasoning evalua-
tion and does not delve deeply into the hierarchical
relationships and interactions among skills. For ex-
ample, certain skills (e.g., Functions) may depend
on other sub-skills (e.g., Numbers, Addition, and
Arithmetic). These intricate structural relationships
could affect the accuracy and comprehensiveness
of the evaluation results. In the future, we will fur-
ther investigate the hierarchical structure of skills to
more precisely simulate human reasoning mecha-
nisms and enhance the robustness of the evaluation
framework.
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A Prompts in Human-like Reasoning
Evaluation

The prompts used for skill annotation and decom-
position/composition evaluation are presented in
Figure 6 (a)-(d) respectively.
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S
Identify Prompt

Below is a math question for you to solve.

Your goal is to try your best to solve the problem and provide a response.
You must think step by step and give us a response in STRICT accordance
with our guidelines.

### Question: {question text}

### Response:

Let's think step by step. Carefully analyze the problem.

Identify the skills that are used to solve it, skills like a math concept, a
theorem by the name. For each identified skill, provide a brief description of
its role in solving the problem. Next, explain how each skill is applied in the
solution process, ensuring that each skill is used correctly and effectively.

Do remember to give us a response in STRICT accordance with our
guidelines and your response should be STRICTLY formatted as:

i
"Skills": [

"skill_name": "<skill _1>",
"description": "<brief description of the skill and its role>",
"usage": "<how the skill is applied in the solution process>"

2B
5

"Answer": "<your reasoning process and the final answer based on the
skills and
the problem itself>"

(Reidentify Prompt

Below is a math question for you to solve.

Your goal is to try your best to solve the problem and provide a response.
You must think step by step and give us a response in STRICT accordance
with our guidelines.

### Question: {question text}

### Solution: {solution}
### Extraction Memory: {extraction memory}

### Response:

Let's think step by step. Carefully analyze the problem and its solution.

Base on extraction memory, identify the skills that are used to solve it,
skills like a math concept, a theorem by the name. For each identified skill,
provide a brief description of its role in solving the problem. Next, explain
how each skill is applied in the solution process, ensuring that each skill is
used correctly and effectively.

Do remember to give us a response in STRICT accordance with our
guidelines and your response should be STRICTLY formatted as:

i

"Skills": [

"skill_name": "<skill _1>",
"description": "<brief description of the skill and its role>",
"usage": "<how the skill is applied in the solution process>"

1

1
],
"Answer": "<your reasoning process and the final answer based on the
skills and
the problem itself>"
1
" J (N

(a) Prompt to identify the skill set from the question text

(b) Prompt to reidentify the skill set from the question
text, solution and extraction memory

( )
Decomposition Evaluation Prompt (Composition Evaluation Prompt
Below is a math question for you to solve. Below is a math question for you to solve.
Your goal is to try your best to solve the problem and provide a response. Your goal is to try your best to solve the problem and provide a response.
You must think step by step and give us a response in STRICT accordance with our You must think step by step and give us a response in STRICT accordance with our
guidelines. guidelines.
#it# Question: {question text: } ### Question: {question text}
### Response: ### Skills hint:
Let's think step by step. Carefully analyze the problem and identify the skills are {ground_truth_skills}
used to solve it from the skill pool including { {skill name, description, usage} }
Do remember select the the skills from the skill pool:\n{skill_pool}. ### Response:
Next, explain how each skill is applied in the solution process, ensuring that each Let's think step by step. Carefully analyze the problem and the skills hint, and try
skill is used correctly and effectively. your best to provide a response to solve the problem.
Do to give us a in STRICT d: with our guidelines and Next, explain how each skill is applied in the solution process, ensuring that each
your response should be STRICTLY formatted as: skill is used correctly and effectively.
{ Do ber to give us a in STRICT ds with our guidelines and
"Identified Skills": [ your response should be STRICTLY formatted as:
I {
"skill_name": "<skill _1>", "Answer": "<your reasoning process and the final answer based on the skills and
"usage":"<how the skill is applied in the solution process>" the problem itself>"
s )
].
"Answer": "<your reasoning process and the final answer based on the skills and
the problem itself>"
J (N

(¢) Prompt to retrieve the relevant skills from a skill
pool and give a solution based on the retrieved skills

(d) Prompt to guide the LLM in leveraging the
annotated skill set for systematic problem-solving

Figure 6: The prompts used for skill annotation and decomposition/composition evaluation.
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