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Abstract
Large language models (LLMs) have demon-001
strated remarkable reasoning capabilities002
across tasks such as commonsense reasoning,003
mathematical problem-solving, and logical de-004
duction. However, existing evaluation meth-005
ods, which rely on average accuracy or struc-006
tured reasoning tasks, provide limited insights007
into the underlying reasoning mechanisms of008
LLMs. Correct answers do not necessarily009
indicate robust reasoning and coarse-grained010
metrics fail to guide meaningful improvements011
in reasoning performance. To address this,012
we propose a human-like reasoning evalua-013
tion framework inspired by skill decomposition014
and skill composition—key cognitive processes015
in human problem-solving. Specifically, we016
first annotate the required skills using LLMs017
and then employ these skills to evaluate the018
fine-grained reasoning capabilities of LLMs.019
Our framework refines evaluation metrics by020
transitioning from accuracy-based measures to021
skill-level assessments, providing deeper in-022
sights into LLMs’ reasoning processes from023
a human-like perspective. Experiments on di-024
verse benchmarks reveal critical insights into025
LLMs’ reasoning strengths and limitations,026
highlighting the importance of granular evalua-027
tion. Code is available at https://anonymous.028
4open.science/r/SkillDeCo-76ED/.029

1 Introduction030

Large language models (LLMs) (Achiam et al.,031

2023; Team et al., 2024; Touvron et al., 2023;032

DeepSeek-AI, 2025) have demonstrated outstand-033

ing capabilities in reasoning across commonsense034

task, mathematical problem, and logical reason-035

ing (Yu et al., 2024; Lai et al., 2024; Huang and036

Chang, 2022). Recent advancements in reasoning037

have focused on innovative prompting strategies.038

Specifically, studies such as Chain-of-Thought039

(CoT) (Wei et al., 2022) and Tree-of-Thought (ToT)040

(Yao et al., 2023) have pioneered methods to im-041

prove LLMs’ reasoning by structuring intermediate042

reasoning steps. OpenAI’s o1 (OpenAI, 2024b) 043

series models further advance reasoning by intro- 044

ducing inference-time scaling, extending the length 045

of CoT reasoning processes to achieve more pow- 046

erful and nuanced reasoning behaviors. Addition- 047

ally, DeepSeek-R1 (DeepSeek-AI, 2025) employ- 048

ing GRPO (Shao et al., 2024a) as the reinforcement 049

learning framework achieves competitive perfor- 050

mance across math and code reasoning tasks. The 051

human-like intelligence demonstrated by LLMs in 052

reasoning tasks has sparked significant interest in 053

comprehensively evaluating their reasoning ability. 054

Existing studies evaluate the reasoning ability of 055

LLMs by testing the correctness of their responses 056

to test samples or the outputs of structured rea- 057

soning tasks (Talmor et al., 2019; Liu et al., 2023; 058

Cobbe et al., 2021; Chollet, 2019). However, these 059

evaluations are based on the coarse-grained metric 060

of average accuracy of LLM responses, and cor- 061

rect doesn’t mean the LLM can reason. Therefore, 062

they fail to meet the need for a deep understanding 063

of the underlying reasoning mechanisms of LLM 064

reasoning. 065

To gain deeper insights into the human-like intel- 066

ligence exhibited by LLMs in problem-solving, it 067

is crucial to explore whether their reasoning mech- 068

anisms resemble the psychological processes of 069

human problem-solving. Psychological research 070

has shown that skill decomposition and skill com- 071

position are fundamental reasoning abilities for hu- 072

mans to tackle complex problems (Müller and Ster- 073

nad, 2004; Frederiksen and White, 1989; Smalley 074

et al., 2001). As illustrated in Figure 1(a), when an- 075

swering questions, the human brain subconsciously 076

decomposes the problem and maps it to several ac- 077

quired skills, such as “time conversion" and “hourly 078

rates". Based on these decomposed skills, humans 079

implicitly combine past experiences to solve com- 080

plex problems, as shown in Figure 1(b). This in- 081

spires us to explore whether LLMs possess similar 082

abilities in skill decomposition and composition to 083
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Figure 1: An example of the human reasoning process, comprising (a) Skill Decomposition and (b) Skill Composi-
tion. The whole process begins with skill decomposition, where humans address a problem by first comprehending
the question and identifying the required skills (e.g., knowledge concepts such as Time Conversion and Hourly
Rates) for its solution. Then, these skills are composed to arrive at the correct answer, as depicted in (b).

address complex tasks.084

Based on these considerations, we propose a085

human-like reasoning evaluation framework aimed086

at assessing LLMs’ skill decomposition capabili-087

ties and their reasoning abilities through skill com-088

position. This is an open-ended problem, and its089

key challenge lies in the black-box nature of LLM090

reasoning, making it difficult to observe their in-091

ternal processes. To address this, we first design a092

human-like thinking pipeline that guides LLMs to093

explicitly perform skill decomposition and compo-094

sition. During the skill decomposition phase, we095

use structured prompts to guide LLMs to analyze096

problems and identify required skills based on their097

pre-trained knowledge. Subsequently, in the skill098

composition phase, LLMs invoke and process their099

pre-trained knowledge to solve problems.100

Along this pipeline, we evaluate the human-like101

reasoning abilities of LLMs by testing their perfor-102

mance in task skill decomposition and skill compo-103

sition to answer questions using standard datasets.104

Evaluating skill decomposition remains challeng-105

ing due to the varying ways LLMs understand and106

process tasks, leading to differences in the granular-107

ity of their skill decompositions. For example, as108

shown in Figure 1, a problem may be decomposed109

into “time conversion” and “hourly rates”, which110

can be further broken down into finer-grained skills111

such as multiplication”, fractions”, and “logic”.112

As a result, evaluating skill decomposition using113

a fixed standard is difficult. To address this issue,114

we introduce the concept of “skill annotation”. The115

core idea is to identify the required skills for each116

evaluation instance and map both the skills and the117

ground truth into a unified semantic space with ab-118

stract granularity, ensuring comparability. Specifi-119

cally, before evaluation, we use an additional LLM120

to decompose each evaluation instance and collect121

all possible skills, which are then clustered into122

higher-level semantic skills, forming an advanced 123

skill pool. During the evaluation, both the skills de- 124

composed by the LLMs and the ground truth are se- 125

mantically aligned through the skill pool, enabling 126

a more accurate assessment of skill decomposition. 127

We apply the proposed evaluation framework 128

to conduct extensive experiments across different 129

LLMs, assessing their skill decomposition, rea- 130

soning after skill composition, and the impact of 131

human-like reasoning processes on overall perfor- 132

mance. Through in-depth analysis of the exper- 133

imental results, we uncover novel insights from 134

the human-like reasoning evaluation. For instance, 135

some models exhibit similar performance on tradi- 136

tional answer accuracy metrics, yet show a signifi- 137

cant disparity in skill decomposition performance. 138

This discrepancy suggests that traditional evalua- 139

tion metrics may overestimate a model’s reasoning 140

capabilities, as correct answers may be memorized 141

during training rather than derived through genuine 142

reasoning. We also demonstrate that by showing 143

some skills the reasoning ability can be improved. 144

Our main contributions are as follows: 145

• Skill Annotation for Reasoning Dataset: We re- 146

lease the extended datasets with the skill annota- 147

tion and the code to annotate new benchmarks. 148

This resource enables finer-grained analysis and 149

benchmarking of reasoning capabilities. 150

• New Evaluation for LLM Reasoning: We 151

present a new human-like framework and met- 152

rics for evaluating LLM reasoning ability from 153

skill decomposition, and skill composition per- 154

spectives at a fine-grained skill level. 155

• Experimental Key Findings: Through experi- 156

ments, we identify significant variations in skill- 157

level performance across reasoning tasks, of- 158

fering a detailed understanding of the strengths 159

and limitations of current LLMs. 160
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Figure 2: Our human-like reasoning evaluation framework. (a) The skills annotation framework for annotating
ground-truth skills for each sentence. The black line represents the initial identification, while the blue dashed line
indicates re-identification when the initial answer is incorrect. (b) The evaluation process for assessing the ability to
decompose and compose skills

2 Human-like Reasoning Evaluation161

To gain deeper insights into the human-like intelli-162

gence exhibited by LLMs in problem-solving, it is163

crucial to investigate whether their reasoning mech-164

anisms align with the cognitive processes humans165

employ to solve problems. In this work, we draw166

inspiration from the subconscious skill decompo-167

sition and composition processes that humans use168

when answering questions. Specifically, we evalu-169

ate LLMs in three key aspects: (1) their ability to170

decompose tasks into constituent skills, (2) their171

ability to compose these skills to solve problems,172

and (3) their overall predictive performance when173

guided by human-like reasoning processes.174

To conduct this evaluation, we propose a pipeline175

that guides LLMs to think in a human-like man-176

ner (see Section 2.2). Within this pipeline, we177

design three metrics to assess the aforementioned178

capabilities. Furthermore, due to semantic biases,179

directly evaluating the skills decomposed by LLMs180

can be challenging (as mentioned in the introduc-181

tion). To address this issue, we introduce an addi-182

tional skill annotation step before evaluation (see183

Section 2.1). By constructing a semantically ab-184

stract skill pool, we map the skills outputted by185

LLMs and the ground truth into a unified semantic186

space with the same level of granularity, ensuring187

comparability in measurement. Note that all the188

prompts introduced in this section are provided in189

Appendix A.190

2.1 Skill Annotation191

The skill annotation step is introduced before the192

evaluation to address the challenge of comparing193

the semantic granularity between LLM outputs and194

ground truth during skill decomposition evaluation.195

Specifically, we use GPT-4o (OpenAI, 2024a) as196

the annotator to pre-collect possible skills. These 197

skills are then clustered to form a semantically ab- 198

stract skill pool. By constructing this pool, we map 199

both the skills outputted by LLMs and the ground 200

truth into a unified semantic space with the same 201

level of granularity, ensuring comparability in mea- 202

surement. 203

2.1.1 Skill Extraction 204

Modern benchmarks for evaluating LLM reasoning 205

ability typically consist of question-answer pairs: 206

D = {(q1, a1), (q2, a1), ..., (qn, an)}. Given an 207

evaluation instance (qi, ai), our goal is to construct 208

the skill set Si required to solve the question qi 209

and produce the correct answer ai. In our frame- 210

work, each skill sm ∈ Si is represented as a tu- 211

ple sm = (name, description, usage), where name 212

denotes the skill name, description provides a de- 213

tailed explanation of the skill, and usage offers a 214

representative example of its application. 215

To ensure the reliability of annotated skills, the 216

skill set Si is obtained as below. 217

Initially, the LLM extractor is prompted to iden- 218

tify the skill set Si required to solve the question, 219

along with the reasoning process using these skills, 220

and the final answer a′i: 221

(Si, a
′
i) = LLMGPT-4o(qi, pide), 222

where pide represents the prompt to identify the 223

skill set. Only the skill set Si that yields the correct 224

answer a′i is retained for the evaluation instance. In 225

cases where a′i is incorrect, the reasoning process 226

based on Si may be unreliable. To prevent the LLM 227

extractor from repeating similar mistakes and wast- 228

ing resources, we employ a self-summarization 229

mechanism (Matelsky et al., 2023) to guide the 230

LLM extractor in reflecting on its errors and sum- 231

marizing its experiences. These experiences are 232
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then stored in the Extraction Memory module as233

annotation knowledge, as illustrated by the blue234

dashed line in Figure 2(a).235

Building on the knowledge accumulated in the236

Extraction Memory, the LLM synthesizes insights237

from failed extractions to enhance its annotation238

process. Specifically, the extractor is provided with239

additional hints, such as the correct solution or240

answer, to reanalyze the problem and generate a241

more reliable skill set, SRe
i :242

(Si, a
′
i) = LLMGPT-4o(qi, ai,Mfail, pRe),243

where pRe is a reidentification prompt incorporat-244

ing the original question, solution hints, and failed245

extraction experiences. This iterative refinement246

ensures that each evaluation instance is ultimately247

annotated with a robust and accurate skill set, im-248

proving both the interpretability and reliability of249

the analysis.250

2.1.2 Skill clustering251

Following the skill annotation process, we obtain252

a labeled set of skills for each evaluation instance.253

However, the sheer volume of skills poses a chal-254

lenge due to the presence of semantically equiv-255

alent or highly similar skills (e.g., "Basic Arith-256

metic" and "Basic Arithmetic Operation"). To ad-257

dress this issue, we introduce a systematic skill258

clustering approach designed to reduce redundancy259

and create a semantically coherent skill taxonomy.260

Once the skill taxonomy is established, each skill in261

the skill set Si is mapped to its corresponding clus-262

tered skill category. The skill clustering process is263

implemented through a two-step approach: Batch264

Clustering and Post-Processing. This methodology265

balances computational efficiency with semantic266

accuracy, leveraging the strengths of LLMs to han-267

dle both large-scale data and nuanced semantic268

relationships.269

Batch Clustering In the first step, the skill set is270

partitioned into smaller, manageable batches to en-271

able parallelized processing. Within each batch, an272

LLM categorizes the skills based on their descrip-273

tive text, generating the following outputs for each274

cluster:{Category Names, Skill Lists, Brief Descrip-275

tions, Representative Usages}. This step addresses276

the computational limitations of LLMs when pro-277

cessing long texts, ensuring efficient handling of278

large skill sets.279

Post-Processing The second step refines the ini-280

tial clusters by assessing and merging semantically281

similar categories. An LLM evaluates the category 282

descriptions and representative usages generated 283

during the Batch Clustering phase, identifying and 284

merging clusters that exhibit conceptual alignment. 285

This post-clustering adjustment ensures that the fi- 286

nal skill taxonomy is both logically consistent and 287

semantically meaningful. 288

This two-step clustering process not only ad- 289

dresses the challenge of skill redundancy but also 290

provides a robust framework for organizing and 291

interpreting large-scale skill datasets. The result- 292

ing taxonomy serves as a foundation for further 293

analysis, enabling a more human-like assessment 294

of LLMs’ reasoning abilities by aligning skill rep- 295

resentations with cognitively plausible structures. 296

2.2 Skill-based Evaluation 297

Building upon the reasoning benchmark estab- 298

lished through skill annotation, we then delve into 299

understanding language model reasoning by eval- 300

uating the skill decomposition and composition 301

abilities of LLMs. 302

Skill Decomposition Ability Skill decomposi- 303

tion refers to the ability to analyze a problem and 304

identify the specific skills, knowledge, or sub-tasks 305

required to solve it. 306

In our framework, we prompt the LLM to emu- 307

late human-like reasoning by identifying the skills 308

required to solve a given problem. For each prob- 309

lem, the LLM retrieves the relevant skills from a 310

predefined skill pool—a comprehensive set of skill 311

categories derived through a systematic skill clus- 312

tering process (See Section 2.1.2). Formally, this 313

retrieval process is represented as: 314

Sde
i = LLMeval(qi, pide), 315

where Sde
i is the skill set required for question qi, 316

S represents the global skill pool obtained after 317

clustering, pide is the prompt to identify the re- 318

quired skills. and LLMeval is the LLM to be eval- 319

uated. The skill identification process effectively 320

simulates how humans approach reasoning tasks 321

by breaking them into constituent skills. Then, we 322

use Smap
i = LLMeval(S

de
i , pretrieve), to map the 323

identified skills to skill clusters, thereby avoiding 324

semantic discrepancies and enabling quantitative 325

assessment. Here, pretrieve is the prompt used to 326

guide the LLM in retrieving the most relevant skills 327

from the skill pool. To evaluate the effectiveness of 328

the skill decomposition process, we introduce the 329

Skill Decomposition Accuracy (SDA) metric. The 330
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SDA metric quantifies how well the LLM-retrieved331

skill set Smap
i matches the ground-truth skill set332

Strue
i , which is established through expert skill an-333

notation. The metric is formally defined as:334

SDA =

∑n
i=1|S

map
i ∩ Strue

i |∑n
i=1|Strue

i |
.335

Skill Composition Ability Skill composition336

refers to the capability to systematically integrate337

identified skills or sub-tasks to derive a coherent338

and correct solution. This ability is fundamental for339

solving complex problems that require a structured340

and sequential reasoning process.341

In our framework, the skill composition ability342

of the LLM is evaluated by presenting it with a343

problem qi alongside its ground-truth skill set Strue
i .344

The LLM is prompted to utilize these skills step345

by step to construct a solution aCom
i . Formally, this346

process is expressed as:347

aCom
i = LLMeval(qi, S

true
i , pcompose),348

where pcompose is a structured prompt designed to349

guide the LLM in leveraging the provided skill set350

for systematic problem-solving.351

To evaluate the effectiveness of the LLM’s skill352

Composition Ability, we introduce the skill compo-353

sition accuracy (CoA) metric. The CoA quantifies354

the alignment between the generated solution aCom
i355

and the ground-truth solution ai, and is formally356

defined as: CoA =
∑n

i=1 I(aCom
i =ai)

n .357

To conclude, the SDA metric offers an objec-358

tive measure of the alignment between the LLM’s359

skill decomposition and the annotated ground-truth360

skill sets. Similarly, the CoA metric provides a361

quantitative assessment of the LLM’s ability to ef-362

fectively compose and apply the identified skills to363

derive accurate solutions. It is important to note364

that we also decompose and then compose the rea-365

soning process to derive the final answer, enabling366

an investigation of the entire human-like reason-367

ing process. The final answer is used to calculate368

the Decompose-and-Compose Accuracy (DCA),369

which serves as a measure of reasoning ability. The370

DCA metric reveals the impact of human-like rea-371

soning processes on overall performance. Together,372

these three metrics offer a rigorous framework for373

evaluating the human-like reasoning capabilities of374

LLMs.375

3 Experiment376

In this section, we aim to answer three research377

questions (RQs):378

• RQ1: How does human-like reasoning eval- 379

uation offer insights beyond traditional ACC 380

metrics? 381

• RQ2: How do LLMs perform across different 382

reasoning skills? 383

• RQ3: Can skill-specific information enhance 384

the reasoning performance of LLMs? 385

3.1 Experimental Setup 386

Utilized LLMs Taking into account both the rea- 387

soning capabilities and the cost-effectiveness of the 388

model, we select GPT-4o-08-06 (OpenAI, 2024a) 389

to annotate skills as the ground-truth skills for exist- 390

ing benchmarks. Furthermore, we evaluate the skill 391

decomposition and composition abilities of five 392

mainstream LLMs, including three closed-source 393

models: GPT-4 (Achiam et al., 2023), GPT-3.5- 394

Turbo (OpenAI, 2023) and Gemini 1.5 pro (Team 395

et al., 2024); as well as two open-source models: 396

Llama3-8B (Touvron et al., 2023) and Qwen2-7B- 397

Instruct (Shao et al., 2024b). 398

Datasets Our skill annotation and human-like 399

reasoning evaluation is conducted on three datasets: 400

(1) a language understanding and reasoning dataset, 401

LogiQA 2.0 (Liu et al., 2023); (2) mathematical 402

reasoning datasets, MATH (Hendrycks et al., 2021) 403

and GSM8K (Cobbe et al., 2021). The LogiQA 404

2.0 test set consists of 1,572 question-answer pairs 405

covering 5 types of complex logical reasoning. The 406

MATH test set contains 5,000 mathematical prob- 407

lems across 5 difficulty levels and 7 subjects. The 408

GSM8K test set includes 1,319 mathematical prob- 409

lems, each accompanied by a step-by-step solution 410

and a ground-truth answer. 411

Evaluation Metrics We aim to derive insights 412

from a human-like evaluation framework by con- 413

trasting it with traditional evaluations based solely 414

on final answer accuracy (ACC). Specifically, for 415

skill decomposition, we report the average skill de- 416

composition accuracy (SDA) to quantify how well 417

the LLM-retrieved skill set matches the ground- 418

truth skill set, thereby demonstrating the effec- 419

tiveness of the skill decomposition ability. We 420

also report DCA to show the entire human-like 421

Decompose-and-Compose reasoning performance. 422

For composition, we report the skill composition 423

accuracy metric (CoA) to quantify the alignment be- 424

tween the generated solution based on the ground- 425

truth skills and the ground-truth solution. 426

5



Table 1: Evaluation results on different LLMs.

Models
LogiQA 2.0 Math GSM8K

ACC↑ SDA ↑ DCA ↑ CoA↑ ACC↑ SDA↑ DCA ↑ CoA ↑ ACC↑ SDA↑ DCA↑ CoA↑

GPT-4-1106 69.7 32.3 67.6 72.3 60.2 51.0 57.6 59.5 89.2 70.6 88.8 89.4
GPT-3.5-turbo 54.3 17.3 52.4 58.3 40.2 42.7 44.3 48.6 79.3 52.2 66.0 84.3
Gemini-1.5 pro 75.4 30.7 74.0 77.7 81.0 55.2 81.2 82.0 90.8 66.5 93.0 94.5

Llama-3.1-8B-Instruct 53.8 32.9 52.4 60.1 47.9 45.9 39.6 47.0 84.5 39.4 57.9 82.2
Qwen2-7B-Instruct 53.4 16.2 52.7 56.1 48.6 44.1 43.5 50.7 62.1 63.6 67.2 70.3

3.2 Main Results (RQ1)427

After annotating skills for each reasoning evalua-428

tion benchmark, we conduct a human-like reason-429

ing evaluation method introduced in Section 2.2 on430

LogiQA 2.0, MATH, and GSM8K datasets. From431

Table 1’s results, we have the following interesting432

and valuable findings:433

• Finding 1: The results for the two metrics as-434

sessing skill decomposition ability, SDA and DCA,435

show a strong correlation across different LLMs.436

This indicates that if a model can accurately ex-437

tract the correct set of skills required for a problem,438

its answer accuracy also tends to be higher. How-439

ever, when comparing traditional metrics like ACC440

to SDA, discrepancies arise. For example, on the441

LogiQA 2.0 dataset, the ACC values of Qwen2-442

7B-Instruct and Llama-3.1-8B-Instruct are close,443

while their SDA values differ by 16%. This dis-444

parity suggests that the models may not effectively445

analyze the skills required to solve the problem.446

Actually, inferior SDA but high ACC might stem447

from memorizing the correct answers during train-448

ing rather than employing true reasoning improve-449

ments. These observations underscore the impor-450

tance of evaluating LLMs’ decomposition ability451

and the novel perspective introduced by SDA in452

reasoning evaluation. Traditional answer accuracy453

metrics like ACC may overestimate a model’s rea-454

soning capabilities, where some correct answer is455

driven by memorization or dataset-specific biases.456

The findings further highlight that enhancing skill457

decomposition ability should be a potential focus458

in model training and fine-tuning, as it directly im-459

pacts both reasoning accuracy and generalization.460

• Finding 2: The second experimental finding re-461

veals that CoA, which measures the alignment be-462

tween model-generated solutions informed by an-463

notated skill labels and the ground-truth label accu-464

racy, consistently outperforms both ACC and DCA.465

This demonstrates the reliability of the ground-truth466

skills generated by our automatic skill annotation467

Figure 3: Frequency distribution of the extracted skills.

method, as reflected in improved performance. Fur- 468

thermore, this observation highlights the crucial 469

role that skill labels play in enhancing LLM rea- 470

soning abilities. For instance, the Llama-3.1-8B- 471

Instruct model, which performs worse than GPT- 472

3.5-turbo in ACC, outperforms it in CoA. This sug- 473

gests that the inclusion of well-defined skill labels 474

can improve a model’s ability to generate accurate 475

solutions, even when it struggles with decomposing 476

complex tasks. 477

• Finding 3: Upon analyzing the logical reason- 478

ing performance on LogiQA 2.0, it is evident that 479

all models struggle with the decomposition task, 480

showing low SDA scores ranging from 17% to 33%. 481

In contrast, their performance in mathematical rea- 482

soning on the MATH dataset is higher, ranging 483

from 40% to 50%. However, the traditional ACC 484

scores are similar across both benchmarks. This 485

performance disparity can likely be attributed to 486

the more structured and rule-based nature of math- 487

ematical problems, which aligns better with the 488

models’ capabilities for decomposition and skill 489

alignment. In contrast, logical reasoning tasks de- 490

mand abstract thinking and complex inferences, 491

which are inherently harder to decompose due to 492

their implicit and multifaceted nature. These find- 493

ings underscore the need for further advancements 494

in LLMs’ reasoning capabilities, especially in ab- 495

stract and non-quantitative domains, to improve 496

their overall performance across a range of tasks. 497
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3.3 Skill-level Reasoning Analysis (RQ2)498

3.3.1 Skills Skewed Distribution499

We have plotted the distribution of the extracted500

skills in Figure 3, showing the sorted usage fre-501

quency of skills in the LogiQA 2.0 and GSM8K502

benchmarks. The total number of instances is simi-503

lar but the total number of skills required is quite504

different, indicating that LogiQA 2.0 demands a505

greater variety of specific skills. Furthermore, the506

skill distribution is highly skewed, especially in507

datasets like GSM8K, where 10 skills account over508

90% of the test cases. This concentration of skills509

in certain areas leads to an uneven distribution of510

skill usage across different problems. To explore511

this further, we report the average SDA scores for512

the top 10 and bottom 10 most frequently used513

skills in GPT-4-11-06 is 72.3% and 6% respec-514

tively. Notably, the model performs worse on the515

bottom 10 skills, indicating that its ability to handle516

less frequent but equally important skills is limited.517

This suggests that GPT-4 may struggle with edge518

cases or rare skills that are critical for certain prob-519

lems. These findings emphasize the need for LLMs520

to adopt a more balanced training approach, one521

that ensures the proper handling of rare or under-522

represented skills.523

3.3.2 Skill-level Reasoning Performance524

Skill annotation plays a crucial role in advancing525

fine-grained reasoning assessment. In this study,526

we show 5 skills including {Algebra, Fractions,527

Comparison and Analysis, Cost Calculation, Finan-528

cial Calculation} from the GSM8K dataset, and529

report the decomposition performance using SDA530

composition performance using CoA in Figure 4531

across three closed-source models: GPT-3.5 Turbo532

and Gemini-1.5 Pro.533

For the five skills, we observe that different mod-534

els excel at distinct tasks in both decomposition535

and composition. Notably, Gemini-1.5-pro outper-536

forms GPT-3.5-turbo across the board in compo-537

sition tasks, demonstrating superior performance.538

However, in decomposition, Gemini-1.5-pro lags539

behind in Financial Calculation. This suggests540

that Gemini places greater emphasis on enhancing541

the model’s ability to identify the required skills542

for specific scenario-based questions. In compo-543

sition, GPT-3.5-turbo struggles with applying the544

Cost Calculation skill to solve the question, indi-545

cating that it should focus more on improving its546

application of this skill.547

Skill  name: 
Skill_1: Algebra

Skill_2: Fractions 
Skill_3: Comparison and Analysis

Skill_4: Cost Calculations 
Skill_5: Financial Calculation

Figure 4: Performance Comparison of GPT-3.5-Turbo
and Gemini-1.5 Pro on Decomposition (SDA) and Com-
position (CoA) for different Skills on GSM8K.

Figure 5: Performances comparison of direct and CoT
prompts with Different Skills.

3.4 Skills Help LLM Reasoning (RQ3) 548

To investigate the impact of skill-specific infor- 549

mation on LLM reasoning, we compare direct 550

prompt In-context-class (our prompting method 551

adopted in the main results) and CoT-class on the 552

GSM8K dataset. Within each class, we provide 553

skill information using four approaches: random 554

skills from GSM8K’s pool (-“random”), skills re- 555

trieved from the MATH skill pool (-“ReMATH”), 556

skills retrieved from the GSM8K skill pool (- 557

“ReGSM8K”), and the instance’s ground-truth 558

skills (-“GRSkills”). The results, as shown in Fig- 559

ure 5, illustrate how different sources of skill infor- 560

mation influence reasoning performance. 561

First, we observe that across different skill hints, 562

“-GRSkills” consistently achieves the best perfor- 563

mance. Interestingly, in-context prompting with 564

ground-truth skills performs competitively with 565
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CoT, indicating that providing reliable skill in-566

formation can effectively guide LLMs to adopt567

step-by-step reasoning and enhance their reason-568

ing capabilities. Second, we note that “-ReMATH”569

outperforms both the no-skill baseline and the -570

random” setting, demonstrating that the MATH-571

extracted skill pool can be leveraged to improve572

performance on GSM8K. This finding highlights573

the transferability of skill-based knowledge across574

different benchmarks, emphasizing the potential575

of cross-task skill utilization for enhancing LLM576

reasoning.577

4 Related Works578

4.1 LLMs Reasoning579

Reasoning is a core facet of intelligence, criti-580

cal for tasks such as decision-making and solv-581

ing complex problems like mathematics (Yu et al.,582

2024). Recent advancements have centered around583

innovative prompting strategies to enhance LLM584

reasoning capabilities. Methods such as Chain-585

of-Thought (CoT) (Wei et al., 2022) and Tree-586

of-Thought (ToT) (Yao et al., 2023) have ad-587

vanced LLMs by structuring intermediate reason-588

ing steps. OpenAI’s O1 series (OpenAI, 2024b)589

further refines advance reasoning with inference-590

time scaling, extending CoT reasoning to generate591

more nuanced outcomes. Moreover, DeepSeek-592

R1 (DeepSeek-AI, 2025), using the GRPO frame-593

work (Shao et al., 2024a), achieves performance594

comparable to OpenAI-O1 on reasoning tasks. Ex-595

isting studies (Huang et al., 2024; Wei et al., 2022;596

DeepSeek-AI, 2025; OpenAI, 2024b) primarily as-597

sess reasoning ability by using benchmarks such598

as commonsense reasoning (Talmor et al., 2019),599

math reasoning (Hendrycks et al., 2021; Fan et al.,600

2024) and Strategic Reasoning (Zhang et al., 2024),601

where questions are presented as input, and the602

models’ performance is evaluated based on the av-603

erage accuracy of their responses. This coarse eval-604

uation approach provides minimal insights into the605

detailed analysis of LLMs’ reasoning ability and606

offers limited guidance for improving their reason-607

ing performance. To address this issue, this work608

focuses on analyzing mathematical reasoning at the609

skill level from a human-like perspective (Johnson610

and Kuennen, 2006).611

4.2 Skill in Reasoning612

Skills are foundational to educational assessment,613

serving as measurable indicators of a learner’s614

ability to apply knowledge, judgment, and tech- 615

niques within specific domains (Smee, 2003). The 616

importance of skills in enhancing the reasoning 617

abilities of LLMs has gained attention through ap- 618

proaches like prompting (Didolkar et al., 2024) and 619

fine-tuning with skill-focused data synthesis (Chen 620

et al., 2024b; Huang et al., 2024). For instance, 621

Didolkar et al. employs prompts to guide LLMs 622

toward identifying and applying individual skills, 623

improving mathematical reasoning. However, a 624

comprehensive framework for assessing LLM rea- 625

soning at the skill level remains underdeveloped. 626

Recent efforts by Chen et al. leverage GPT-4 627

to generate rationales that represent underlying 628

skills in general benchmarks, marking a significant 629

step forward. This work addresses the critical gap 630

by integrating skill-level analysis aligned with the 631

human-like reasoning process, enabling more gran- 632

ular reasoning assessments and offering targeted 633

instructional insights to enhance requisite skills. 634

5 Conclusion 635

In this paper, we introduced a novel human-like 636

reasoning evaluation framework designed to as- 637

sess the reasoning capabilities of large language 638

models (LLMs) by focusing on skill decomposi- 639

tion and skill composition, which closely align 640

with human cognitive processes. To be specific, 641

unlike traditional evaluation methods that depend 642

on average accuracy metrics, our framework of- 643

fers deeper insights into the underlying reasoning 644

mechanisms of LLMs. To achieve this, we first 645

explicitly annotated the skills required to solve a 646

given problem. During the evaluation, we assessed 647

LLMs’ reasoning abilities through two key dimen- 648

sions: skill decomposition (identifying the neces- 649

sary skills to address a problem) and skill compo- 650

sition (integrating these skills to generate coherent 651

solutions). The experimental results revealed new 652

insights from the human-like reasoning evaluation. 653

Specifically, while some models performed simi- 654

larly on traditional answer accuracy metrics, they 655

showed significant differences in skill decomposi- 656

tion performance. This discrepancy suggests that 657

traditional evaluation metrics may overestimate a 658

model’s reasoning capabilities, as correct answers 659

could be memorized during training rather than 660

generated through reasoning. Besides, our findings 661

demonstrate that incorporating skills can enhance 662

the reasoning abilities of LLMs. 663
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6 Limitations664

In this paper, we propose a human-like reasoning665

evaluation framework by emphasizing skill decom-666

position and skill composition based on the anno-667

tated skills. However, in practice, skills commonly668

exhibit multi-level and complex structural relation-669

ships when solving complex problems. The method670

proposed in this paper is an initial exploration of the671

basic framework for human-like reasoning evalua-672

tion and does not delve deeply into the hierarchical673

relationships and interactions among skills. For ex-674

ample, certain skills (e.g., Functions) may depend675

on other sub-skills (e.g., Numbers, Addition, and676

Arithmetic). These intricate structural relationships677

could affect the accuracy and comprehensiveness678

of the evaluation results. In the future, we will fur-679

ther investigate the hierarchical structure of skills to680

more precisely simulate human reasoning mecha-681

nisms and enhance the robustness of the evaluation682

framework.683
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Identify Prompt
Below is a math question for you to solve.

Your goal is to try your best to solve the problem and provide a response.

You must think step by step and give us a response in STRICT accordance 
with our guidelines. 
### Question: {question text} 
 

### Response:

    Let's think step by step. Carefully analyze the problem.

    Identify the skills that are used to solve it, skills like a math concept, a 
theorem by the name. For each identified skill, provide a brief description of 
its role in solving the problem. Next, explain how each skill is applied in the 
solution process, ensuring that each skill is used correctly and effectively.

    Do remember to give us a response in STRICT accordance with our 
guidelines and your response should be STRICTLY formatted as:

    {{

        "Skills": [

            {{

                "skill_name": "<skill_1>",

                "description": "<brief description of the skill and its role>",

                "usage": "<how the skill is applied in the solution process>"

            }},

            ...

        ],

        "Answer": "<your reasoning process and the final answer based on the 
skills and

         the problem itself>"

    }}

(a) Prompt to identify the skill set from the question text

(c) Prompt to retrieve the relevant skills from a skill 
pool and give a solution based on the retrieved skills

(d) Prompt to guide the LLM in leveraging the 
annotated skill set for systematic problem-solving

(b) Prompt to reidentify the skill set from the question 
text, solution and extraction memory 

Decomposition Evaluation Prompt
Below is a math question for you to solve.

Your goal is to try your best to solve the problem and provide a response.

You must think step by step and give us a response in STRICT accordance with our 
guidelines. 
### Question: {question text: } 
 

### Response:

    Let's think step by step. Carefully analyze the problem and identify the skills are 
used to solve it from the skill pool including {{skill name, description, usage}}

    Do remember select the the skills from the skill pool:\n{skill_pool}.

    Next, explain how each skill is applied in the solution process, ensuring that each 
skill is used correctly and effectively.

    Do remember to give us a response in STRICT accordance with our guidelines and 
your response should be STRICTLY formatted as:

    {{

        "Identified Skills": [

            {{

                "skill_name": "<skill_1>",

                "usage":"<how the skill is applied in the solution process>"

            }},

            ...

        ],

        "Answer": "<your reasoning process and the final answer based on the skills and 
the problem itself>"

    }}

    """

Composition Evaluation Prompt
Below is a math question for you to solve.

Your goal is to try your best to solve the problem and provide a response.

You must think step by step and give us a response in STRICT accordance with our 
guidelines. 
### Question: {question text} 


### Skills hint:

    {ground_truth_skills}



### Response:

    Let's think step by step. Carefully analyze the problem and the skills hint, and try 
your best to provide a response to solve the problem.

    Next, explain how each skill is applied in the solution process, ensuring that each 
skill is used correctly and effectively.

    Do remember to give us a response in STRICT accordance with our guidelines and 
your response should be STRICTLY formatted as:

    {{

    "Answer": "<your reasoning process and the final answer based on the skills and 

    the problem itself>"

    }}

    """

Reidentify Prompt
Below is a math question for you to solve.

Your goal is to try your best to solve the problem and provide a response.

You must think step by step and give us a response in STRICT accordance 
with our guidelines. 
### Question: {question text} 


### Solution: {solution}



### Extraction Memory: {extraction memory}



### Response:

    Let's think step by step. Carefully analyze the problem and its solution.

    Base on extraction memory, identify the skills that are used to solve it, 
skills like a math concept, a theorem by the name. For each identified skill, 
provide a brief description of its role in solving the problem. Next, explain 
how each skill is applied in the solution process, ensuring that each skill is 
used correctly and effectively.

    Do remember to give us a response in STRICT accordance with our 
guidelines and your response should be STRICTLY formatted as:

    {{

        "Skills": [

            {{

                "skill_name": "<skill_1>",

                "description": "<brief description of the skill and its role>",

                "usage": "<how the skill is applied in the solution process>"

            }},

            ...

        ],

        "Answer": "<your reasoning process and the final answer based on the 
skills and

         the problem itself>"

    }}

Figure 6: The prompts used for skill annotation and decomposition/composition evaluation.
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