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ABSTRACT

Retrieval-Augmented Generation (RAG) systems have demonstrated considerable
effectiveness in querying private, short, unstructured data; however, they often
encounter challenges in delivering accurate factual answers when working with
larger corpora, frequently lacking context and failing to establish domain rela-
tionships. In this paper, we introduce a novel collaborative multi agent Retrieval-
Augmented Generation (CoMaKG-RAG) framework designed to enhance the ca-
pabilities of large language models (LLMs) in complex information retrieval sce-
narios involving multimodal data sources.Our framework comprises a pool of cus-
tomized collaborative agents, including a query generator agent, a domain model
generator agent, a domain model populator agent, a knowledge graph curator
agent, and a knowledge graph query agent, each tailored through a developed
customization model and historical domain questions. The query generator for-
mulates relevant queries related to text and image chunks within documents, while
the domain model generator constructs a structured domain model based on these
queries. The domain model populator agent enriches the model by integrating ad-
ditional text and image fragments, and the knowledge graph generator assembles
a comprehensive unified knowledge graph using Neo4j.Each agent interacts with
one another, evaluates outputs, and provides feedback to enhance the overall pro-
cess. Ultimately, user queries are transformed into cipher queries using the knowl-
edge graph query agent, processed by a unified knowledge graph engine, and con-
verted back into natural language responses. This approach enhances information
retrieval from multimodal sources by mitigating hallucinations, generic responses,
incomplete responses, and factual inaccuracies. We evaluated our method against
the publicly available technical report ”Operations Maintenance Best Practices”
and state-of-the-art knowledge graph generation and query software, Neo4j Graph
Builder. Our results demonstrate that our method identifies a substantially higher
number of entities and uncovers unique, contextually significant relationships, sur-
passing the performance of the graph builder in both the quantity and quality of
extracted information. The proposed agentic graph RAG system was evaluated on
both factual and descriptive queries and was able to provide accurate responses
for both text and image-based questions, whereas the Neo4j graph performed sub
optimally.

1 INTRODUCTION

The proliferation of digital documents, particularly in PDF format, has created significant chal-
lenges in information retrieval and knowledge management across various industries. While Large
Language Models (LLMs) have shown remarkable capabilities in natural language processing tasks,
their application to complex information extraction from unstructured documents remains an area of
active research.

Traditional Retrieval-Augmented Generation (RAG) approaches have made significant strides in
enhancing document querying by combining the strengths of LLMs with information retrieval tech-
niques. However, these methods often struggle with maintaining context over long documents,
handling complex multi-hop queries, and providing transparent reasoning paths. Moreover, the flat
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structure of typical RAG systems limits their ability to capture and utilize the hierarchical nature of
information present in many documents.

Knowledge Graph (KG) approaches offer a superior alternative for document querying and informa-
tion retrieval. By representing information as interconnected entities and relationships, KGs can cap-
ture the semantic structure of documents more effectively. This hierarchical representation enables
more nuanced and context-aware querying, supports multi-hop reasoning, and provides clear prove-
nance for extracted information. Furthermore, KGs allow for the integration of domain-specific
knowledge and ontologies, enhancing the overall quality and relevance of query responses.

However, the generation of high-quality knowledge graphs from unstructured text remains a signif-
icant challenge. Existing approaches Sukumar et al. (2023); Schatz et al. (2023) for KG creation
often produce graphs with superficial or less meaningful relationships between nodes, resulting in
limited utility for complex querying and knowledge discovery. The main difficulties lie in accu-
rately identifying relevant entities, establishing meaningful relationships, and capturing the hierar-
chical structure of information present in the source documents. To address these challenges, this
paper presents a novel multi-agent framework that integrates LLMs with RAG techniques to enhance
knowledge graph curation and document querying. Our approach aims to bridge the gap between
traditional RAG systems and KG-based information retrieval by introducing a collaborative multi-
agent system that not only automates and enhances the knowledge extraction and query process but
also generates more semantically rich and hierarchically connected knowledge graphs.

The proposed framework consists pool of five specialized agents working in concert: a query gen-
erator agent, a domain model generator agent, a domain model populator agent, a knowledge graph
generator agent,and a knowledge graph query agent

The key innovation in our approach lies in the introduction of intermediate layers, particularly the
question generation and domain model creation steps. These crucial components enable the gen-
eration of more meaningful and relevant relationships between nodes, resulting in a hierarchically
connected graph rather than a collection of isolated nodes. This structure significantly enhances the
graph’s utility for complex querying and knowledge discovery.

By integrating LLMs with RAG techniques and advanced knowledge graph technologies, our ap-
proach offers a promising solution for enhancing information retrieval processes in data-intensive
environments. This paper details the architecture of our multi-agent system, its implementation
using Neo4j for knowledge graph storage, and presents experimental results demonstrating its effec-
tiveness in reducing manual reading time, improving query response accuracy, and generating more
semantically meaningful knowledge representations.

The rest of this paper is organized as follows: Section (II) provides a background on LLMs, RAG,
and knowledge graphs, as well as a review of existing approaches to KG generation from text.
Section (III) details our multi-agent framework and methodology, particularly emphasizing the do-
main model generation process. Section (IV) presents our experimental setup and results, including
comparisons with traditional KG generation methods. Section (V) discusses the implications of
our findings, potential applications, and the advantages of our hierarchical graph structure. Finally,
Section (VI) concludes the paper and outlines directions for future research.

2 BACKGROUND AND RELATED WORK

2.1 LARGE LANGUAGE MODELS (LLMS)

Large Language Models are neural networks trained on vast amounts of text data to perform a wide
range of natural language processing tasks. These models, such as GPT (Generative Pre-trained
Transformer) series, BERT, and T5, have demonstrated remarkable capabilities in understanding and
generating human-like text Asmitha et al. (2024). LLMs have shown proficiency in tasks including
text summarization, question answering, and language translation Omrani et al. (2024). However,
their application to complex information retrieval and knowledge structuring tasks remains an active
area of research.
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2.2 KNOWLEDGE GRAPHS

Knowledge Graphs Knowledge Graphs (KGs) are structured representations of information that cap-
ture entities and their relationships in a graph format Osman & Barukub (2020). KGs have become
fundamental in various applications, including semantic search, question answering systems, and
recommender systems. They provide a means to organize and query complex, interconnected infor-
mation efficiently.

2.3 RETRIEVAL-AUGMENTED GENERATION (RAG)

Retrieval-augmented generation is a hybrid approach that combines the strengths of retrieval-based
and generation-based models . In RAG systems, a retrieval component first accesses relevant infor-
mation from a knowledge base, which is then used to augment the input to a generative language
model. This approach enhances the model’s ability to produce accurate and contextually relevant
outputs by grounding its generations in retrieved factual information.

2.4 EXISTING APPROACHES FOR KG GENERATION

Several approaches have been proposed for automatically generating knowledge graphs from un-
structured text:

1. Rule-Based Methods: These approaches use predefined patterns and rules to extract entities
and relationships from text Khaing et al. (2019). While effective for specific domains, they
often lack flexibility and require significant manual effort to create and maintain rules.

2. Supervised Learning Methods: These techniques use machine learning models trained on
annotated datasets to identify entities and relations in text Zhao et al. (2024). They can
be more adaptable than rule-based methods but require large amounts of labelled training
data.

3. Unsupervised and Semi-Supervised Methods: These approaches attempt to extract knowl-
edge graph elements with minimal or no labeled data, often using techniques like clustering
or distant supervision Zhao et al. (2019). They can be more scalable but may suffer from
lower precision.

4. Neural Network-Based Methods: Recent approaches leverage deep learning models, in-
cluding LLMs, for KG construction Zhu et al. (2024). These methods have shown promise
in capturing complex semantic relationships but often struggle with producing meaning-
fully structured and hierarchical knowledge representations.

2.5 MULTI-AGENT APPROACHES IN AI AND NLP

Recent advancements in AI have shown the potential of multi-agent systems for tackling complex
tasks. These approaches distribute cognitive load across multiple customized agents, often leading
to more robust and effective solutions.

1. CoMM Framework: Chen et al. introduced the Collaborative Multi-Agent, Multi-
Reasoning-Path (CoMM) prompting framework Yang et al. (2024). This approach prompts
Large Language Models (LLMs) to play different roles in a problem-solving team, encour-
aging collaborative problem-solving. CoMM applies different reasoning paths for different
roles, effectively implementing few-shot prompting in multi-agent scenarios. This work
demonstrated significant improvements in solving complex college-level science problems

2. AutoGen: Li et al. presented AutoGen, a framework for building multi-agent systems
with LLMs Wu et al. (2023). This work highlights how different agents can be assigned
specific roles and collaborate to solve complex tasks, providing a foundation for multi-
agent systems in various domains.

3. ChatDev: Qian et al. proposed ChatDev, a collaborative software development framework
using multiple LLM-based agents Qian et al. (2024). This system demonstrates how multi-
agent approaches can be applied to complex creative tasks like software development.
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4. Task-Oriented Dialogue Systems: Zhang et al. developed a multi-agent framework for task-
oriented dialogue systems Sun et al. (2025). Their work illustrates how multiple specialized
agents can work together to handle complex conversational tasks.

These multi-agent approaches offer valuable insights into designing collaborative AI systems. They
demonstrate the potential for breaking down complex tasks into subtasks handled by specialized
agents, a principle we adapt in our framework for knowledge graph generation. Our work builds
upon these multi-agent concepts, particularly drawing inspiration from the CoMM framework, and
applies them specifically to the challenge of generating semantically rich and hierarchically struc-
tured knowledge graphs from unstructured documents. By leveraging the strengths of multiple spe-
cialized agents, we aim to overcome the limitations of existing KG generation methods and produce
more meaningful and useful knowledge representations.

Key features of our collaborative multi-agent system include:

• Adaptive learning capabilities, improving performance with exposure to diverse manual
content

• Seamless integration between agents, with feedback loops for continuous improvement
• Customizable options for different domains, operational needs, and industry-specific re-

quirements
• Strong focus on data quality, ensuring accuracy, completeness, and relevance of the gener-

ated knowledge graph

3 COLLABORATIVE MULTI-AGENT ARCHITECTURE AND
METHODOLOGY

3.1 OVERVIEW OF THE MULTI-AGENT SYSTEM

Figure 1: The multi-agent system Architecture

3.2 AGENT ARCHITECTURE

Each agent in our system is customized by a comprehensive JSON model that outlines its role, ca-
pabilities, inputs, outputs, and specialized tasks. This structured approach ensures clear delineation
of responsibilities and facilitates seamless interaction between agents. The JSON model for each
agent includes:
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1. Name and Role: Clearly defines the agent’s identity and primary function within the system
2. Domain Knowledge: Specifies the agent’s area of expertise and specialization.
3. Interface: Describes how the agent interacts with other components of the system.
4. Input and Output: Defines the expected input format and the produced output structure.
5. Tasks: Lists both primary and secondary tasks the agent can perform.
6. Tools: Enumerates integrated and external tools the agent can utilize
7. Additional Attributes: Includes information on experience, learning capabilities, and error

handling.
8. Collaboration Capabilities: Outlines how the agent interacts and cooperates with other

agents in the system.

The multi-agent system architecture Fig 1 is designed to effectively process user queries by utilizing
specialized agents that communicate and learn from one another. Each agent is customized using
JSON models as stated above, enabling adaptability to various tasks and continuous improvement
through inter-agent feedback. The system aims to transform user queries into structured questions
that can be efficiently answered using agentic graph RAG.

3.3 THE MULTI AGENT ARCHITECTURE HAS FOLLOWING COMPONENTS

1. Data Sources
• User Manuals, Maintenance Reports, SOPs: Essential documents providing founda-

tional knowledge for the system.
• Plurality of Text Chunks: Text data is segmented for easier retrieval and processing.
• Plurality of Image Chunks: Visual data is also segmented, facilitating effective han-

dling of image-related information.
2. User Queries

• These are the natural language questions that users input into the system. The goal of
the architecture is to process these queries and generate structured response in natural
language.

3. Agent Pool
• A central hub housing various specialized agents, each responsible for distinct func-

tions. All agents are designed to communicate with one another and provide feedback,
enhancing the system’s performance.

4. Agents
• Query Generator Agent:

– The Question Generator is designed to formulate relevant questions based on input
documents, thereby guiding the information extraction process. This agent utilizes
historical domain-specific questions as input to generate contextual questions that
enhance understanding and exploration of the subject matter.

– Feedback Loop: Receives feedback from subsequent agents to refine its question
generation process.

• Domain Model Generator Agent:
– Creates a structured domain model using the generated questions and document

content.
– Inter-agent Feedback: Adjusts its model based on insights from the query genera-

tor and other agents.

• Domain Model Populator Agent:
– Domain Model Populator: Enriches the initial domain model with detailed infor-

mation extracted from the document.
– Feedback Mechanism: Takes input from the domain model generator to improve

data population strategies and other agents.

• Knowledge Graph Curator Agent:

5
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– Knowledge Graph Generator: Transforms the populated domain model into a fully
connected knowledge graph in Neo4j.

– Feedback Integration: Continuously refines the graph based on queries executed
by the knowledge graph query agent and other agents.

• Knowledge Graph Query Agent:
– Interfaces with the knowledge graph to interpret and answer user queries.
– Learning from Feedback: Adapts its querying approach based on the results and

feedback from other agents and other agents.

5. Output

• The processed information is synthesized through a Language Model (LLM), which
generates coherent answers to the user queries.

• The entire system operates on a continuous feedback loop, where all agents learn from
interactions and improve their performance over time.

3.4 DETAILED EXAMPLE: KNOWLEDGE GRAPH GENERATOR AGENT

To illustrate our agent architecture in depth, we focus on the Knowledge Graph Generator (Agent
4). Its JSON model includes the following key components:

1. Name and Role: ai agent04, serving as the Knowledge Graph Generator

2. Domain Knowledge: Specializes in creating fully connected Knowledge Graphs in Neo4j
from populated domain models

3. Interface: Text-based, capable of structured data processing and Cipher query generation

4. Input: Populated domain model from the previous agent

5. Output: Fully connected Knowledge Graph in Neo4j, along with Cypher queries and per-
formance metrics

6. Tasks:

• Primary- Include converting domain models to graph structures, generating Cypher
queries, and ensuring full connectivity

• Secondary- Evaluate populated domain model for completeness and accuracy. Provide
feedback in case of any discrepancies.

7. Tools: Integrates Neo4j driver, Cypher query generator, and data cleaning tools

8. Additional Attributes: Features adaptive learning capabilities, collaboration features, and
robust error handling

4 EXPERIMENTAL SETUP AND RESULTS

4.1 DATASET

For our experiments, we utilized Chapter 9.2 of the publicly available technical report ”Operations
Maintenance Best Practices: A Guide to Achieving Operational Efficiency” published by the Pacific
Northwest National Laboratory Laboratory (2022). This chapter specifically focuses on boilers,
their types, components, maintenance, and efficiency.

4.2 EXPERIMENTAL PROCESS DOCUMENT PREPROCESSING

The content of Chapter 9.2 PDF was extracted to a text and image file, preserving the document’s
structure.

4.3 LARGE LANGUAGE MODEL (LLM)

In this experiment, GPT-4o is utilized to build a customized LLM agent tailored for specific tasks.

6



324
325
326
327
328
329
330
331
332
333
334
335
336
337
338
339
340
341
342
343
344
345
346
347
348
349
350
351
352
353
354
355
356
357
358
359
360
361
362
363
364
365
366
367
368
369
370
371
372
373
374
375
376
377

Under review as a conference paper at ICLR 2025

4.4 MULTI-AGENT SYSTEM ARCHITECTURE

Our framework employs a team of specialized agents, each designed to perform specific tasks in the
knowledge graph generation process. The agents include:

1. Question Generator (ai agent01): This agent simulates a field engineer or operator, gen-
erating relevant questions about the domain. For our boiler maintenance example, key
capabilities include:
(a) Formulating questions about maintenance procedures for various boiler types
(b) Generating queries related to troubleshooting common boiler issues
(c) Creating questions about inspection processes, including Non-Destructive Examina-

tion (NDE) methods
(d) Asking about safety protocols and compliance guidelines

It’s important to note that this agent is highly customizable and can be adapted to generate
questions for any industry or domain, not just boiler maintenance.

2. Comprehensive Domain Model Generator (ai agent02): This agent creates detailed and
hierarchical domain models from textual input. Key capabilities include
(a) Detailed entity extraction
(b) Multi-level relationship identification
(c) Hierarchical structure creation
(d) Attribute detailing
(e) Ontology integration and cross-domain connection identification

This agent is essential in our framework, creating a detailed domain model with multi-level
relationships and attributes that enable the construction of a precise and semantically rich
knowledge graph.

3. Domain Model Populator Agent (ai agent03): This agent populates the domain model with
content from the extracted manual text. Key capabilities include:
(a) Content extraction and mapping to the domain model
(b) Relationship population
(c) Contextual analysis and Implicit Information Inference
(d) Consistency validation

4. Knowledge Graph Generator (ai agent04): This agent creates fully connected, hierarchical
Knowledge Graphs in Neo4j from populated domain models. Key capabilities include:
(a) Converting domain models to graph structures
(b) Generating Cypher queries for graph creation
(c) Ensuring full connectivity and hierarchy
(d) Performing data cleaning and normalization
(e) Optimizing graph structure and implementing advanced graph algorithms

The agents collaborate leveraging natural language processing and structured data mapping capabil-
ities. They interact with integrated tools such as text analysis algorithms, graph modeling tools, and
data cleaning systems, as well as external APIs for industry standards and graph visualization.
This multi-agent approach allows for specialized knowledge to be applied at each stage of the knowl-
edge graph generation process, from initial question generation to the creation of complex, hierarchi-
cal relationships between concepts. The system is designed to be scalable, handling large volumes
of text input and complex domain structures efficiently.
Importantly, while our experiment focused on boiler maintenance, the multi-agent collaboration
system is designed to be highly flexible and can be leveraged for any industry or domain. By cus-
tomizing the Question Generator agent and adjusting the domain knowledge of other agents, this
system can be applied to diverse fields such as healthcare, finance, manufacturing, or any other area
where structured knowledge extraction from technical documents is required.
This architecture enables us to generate comprehensive, hierarchical knowledge graphs that accu-
rately represent complex domains, as described in source documents, while being adaptable to a
wide range of industries and applications.
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5 RESULTS AND ANALYSIS

5.1 QUESTION GENERATION BY AGENT 1

Total Number of Questions Generated by Agent 1: Agent 1 successfully generated a total of 100
questions from each page of document, designed to probe various aspects of boiler operation and
efficiency. The total number of questions can be adjusted based on user requirements. Distribution
of Question Types:

• Maintenance:

– Example: ”What equipment is used to determine combustion efficiency in a boiler?”
and ”How can scale formation in a boiler be prevented?”

• Safety:

– Example: ”What are the potential consequences of having deficient air in a boiler?”
and ”What are the safety implications of improper boiler maintenance?”

• Troubleshooting:

– Example: ”What is a major problem associated with heat recovery in flue gas?” and
”How can the energy from blowdown be recovered in a boiler?”

• Other:

– Example: ”What is cogeneration in the context of boiler operation?” and ”How can
the vertical temperature in a boiler room indicate air stratification?”

5.2 DOMAIN MODEL GENERATION BY AGENT 2

The following JSON snippet demonstrates the initial hierarchical structure of the domain model for
the ”Boilers” entity. At this stage, attributes such as boiler horsepower and maximum pressure are
placeholders awaiting further population by Agent 3.

1 {
2 "Boilers": {
3 "description": "Fuel-burning appliances that produce

either hot water or steam for heating or process uses
.",

4 "attributes": {},
5 "sub-entities": {
6 "Types of Boilers": {
7 "description": "Classifications of boiler designs

.",
8 "attributes": {},
9 "sub-entities": {

10 "Fire-Tube Boilers": {
11 "description": "Boilers where hot gases

circulate through tubes submerged in
water.",

12 "attributes": {
13 "Boiler Horsepower": "",
14 "Maximum Pressure": ""
15 },
16 "relationships": {
17 "Efficiency Institute": {
18 "type": "Reprinted with permission

of",
19 "details": "The Boiler Efficiency

Institute, Auburn, Alabama"},

8
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5.3 DOMAIN MODEL POPULATION BY AGENT 3

The following JSON snippet demonstrates the populated data for ”Fire-Tube Boilers,” a subtype
within the ”Boilers” entity.

1 {
2 "Boilers": {
3 "description": "Fuel-burning appliances that produce either

hot water or steam for heating or process uses.",
4 "attributes": {},
5 "sub-entities": {
6 "Types of Boilers": {
7 "description": "Classifications of boiler designs.",
8 "attributes": {},
9 "sub-entities": {

10 "Fire-Tube Boilers": {
11 "description": "Boilers where hot gases circulate

through tubes submerged in water.",
12 "attributes": {
13 "Boiler Horsepower": "20 through 800 bhp",
14 "Maximum Pressure": "150 psi"
15 },
16 "relationships": {
17 "Efficiency Institute": {
18 "type": "Reprinted with permission of",
19 "details": "The Boiler Efficiency Institute,

Auburn, Alabama"
20 },

5.4 KNOWLEDGE GRAPH CURATION BY AGENT 4

Figure 2: Sample of Graph created by Multi-Agent System

5.5 COMPARATIVE ANALYSIS

5.5.1 AGENTIC GRAPH RAG AND NEO4J GRAPH BUILDER RESPONSE ON USER QUERIES

As shown in the Table 1, five relevant questions were posed to both CoMaKG-RAG and Neo4j
GraphRAG. The CoMaKG-RAG was able to respond accurately and precisely to all questions using
data from graphs, text, and tables of a document, while Neo4j GraphRAG failed to answer four
questions correctly.The response time is shown against each answer. This difference in performance
can be attributed to CoMaKG-RAG’s ability to generate a contextually rich knowledge graph from
multimodal data sources, significantly enhancing the effectiveness of the graph RAG system

9
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Table 1: Agentic graph RAG and Neo4j graph builder response comparison

Question Human Neo4j Grpah Builder CoMaKGRAG Source

List the
reasons for
incidents and
number of
instances of
occurrence?

Maintenance Errors:
11 occurrences
Design Flaws in
Boiler System: 4
occurrences
Incorrect Installation
or Repair Practices:
3 occurrences
Failures in Low
Water or Limit
Control Systems: 2
occurrences
Failures of the
Burner System: 2
occurrences

I’m sorry, but I don’t
have that informa-
tion.(17.96 s)

Incidents attributed to errors
made during maintenance or op-
eration: 11 occurrences.
Incidents resulting from design
flaws in the boiler system: 4 oc-
currences.
Incidents caused by incorrect
installation or repair practices: 3
occurrences.
Incidents related to failures in
low water or limit control sys-
tems: 2
occurrences.
Incidents involving failures of
the burner system: 2 occur-
rences.(1 s)

Image
-Graph

when visual
inspection
of boiler is
needed?

Operators and main-
tenance technicians
must conduct a
visual inspection of
a boiler, especially
during start-ups and
running operations.

A visual inspection of
the boiler is recom-
mended to be completed
weekly to ensure that
all equipment is oper-
ating correctly and that
safety systems are in
place.(10.33 s)

Visual inspections are con-
ducted during start-ups and
running operations. These
regular checks are performed
to ensure that the boiler is
functioning properly.(1s)

Text

what was
the capacity
of boiler
installed in
public school
of Canada

A 300-hp boiler in-
stalled at a public
school in Canada

The boiler installed at a
public school in Canada
had a capacity of 300
horsepower (hp). (20.14
s)

The capacity of the boiler in-
stalled in the public school in
Canada was 300 horsepower.(1
s)

Text

How fre-
quently check
the motor
condition
temperatures
?

Daily The document does not
specify an exact fre-
quency for checking mo-
tor condition tempera-
tures. (11.12 s)

You should check the motor
condition temperatures daily.(1
s)

Table

How scale de-
posits cause
damage to
tube?

It cause damage to
tube structure due to
overheating and cor-
rosion.

Scale deposits act as in-
sulators on the water side
of a boiler, reducing heat
transfer efficiency. (
15.52 s)

Scale deposits, which are min-
eral build-ups on the water side
of a boiler, can cause damage to
tubes by leading to overheating
and corrosion.(1 s)

Text

6 CONCLUSION

In this paper, we introduced a collaborative novel multi-agent framework that integrates Large Lan-
guage Models (LLMs) with Retrieval-Augmented Generation (RAG) CoMaKG-RAG techniques to
enhance knowledge graph curation and document querying from multi model sources. By leveraging
five specialized agents—question generation, domain model generation, domain model population,
knowledge graph creation, and query generation—our approach addresses the limitations of tradi-
tional RAG systems and flat knowledge graph structures. The introduction of intermediate layers
such as question generation and domain model creation enabled the generation of more seman-
tically rich, hierarchically connected knowledge graphs, which significantly improved the quality
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of information retrieval and complex query responses. The experimental results demonstrated that
our multi-agent system can generate more meaningful relationships between entities and reduce
the time spent on manual document reading while improving the accuracy of query responses. By
incorporating domain-specific knowledge and creating a more interconnected and context-aware
knowledge graph, our approach provides a more powerful tool for knowledge management tasks in
data-intensive environments. This work highlights the potential of LLM-driven multi-agent systems
in transforming information retrieval processes and points towards further opportunities in refin-
ing knowledge graph generation, particularly in handling larger-scale documents and more intricate
queries. Future research may focus on expanding this framework to accommodate diverse domains
and improving the automation of knowledge graph curation to enhance real-world applications in
various industries
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