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Abstract

The emergence of Large Language Models (LLMs) with capabilities like In-Context
Learning (ICL) has ushered in new possibilities for data generation across various
domains while minimizing the need for extensive data collection and modeling
techniques. Researchers have explored ways to use this generated synthetic data to
optimize smaller student models for reduced deployment costs and lower latency in
downstream tasks. However, ICL-generated data often suffers from low quality as
the task specificity is limited with few examples used in ICL. In this paper, we pro-
pose GeMQuAD - a semi-supervised learning approach, extending the WeakDAP
framework, applied to a dataset generated through ICL with just one example in
the target language using AlexaTM 20B Seq2Seq LLM. Through our approach, we
iteratively identify high-quality data to enhance model performance, especially for
low-resource multilingual setting in the context of Extractive Question Answering
task. Our framework outperforms the machine translation-augmented model by
0.22/1.68 F1/EM (Exact Match) points for Hindi and 0.82/1.37 F1/EM points for
Spanish on the MLQA dataset, and it surpasses the performance of model trained
on an English-only dataset by 5.05/6.50 F1/EM points for Hindi and 3.81/3.69
points F1/EM for Spanish on the same dataset. Notably, our approach uses a
pre-trained LLM for generation with no fine-tuning (FT), utilizing just a single
annotated example in ICL to generate data, providing a cost-effective development
process.

1 Introduction

While LLMs like ChatGPT (OpenAll [2023)) can answer questions from text, they are computationally
expensive and incur huge costs to run at low latency and high throughput. A common alternative is to
use a small encoder-only models like BERT(Devlin et al.}2019) or XLM-R(Conneau et al.,2019) for
extractive QA. However, these smaller models rely on a large quantity of annotated data which is
scarce and difficult to obtain, especially for multilingual and domain-specific settings. In the absence
of annotated data, synthetic data generation has recently been effective at overcoming scarcity of
labeled data for applications including extractive QA (Alberti et al.,[2019).
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Prompt:

[CLM] Instruction: Generate Question and Answer pairs from the given
Context below

Context: Lady Gaga, la seis veces ganadora del Grammy y nominada al
Oscar, canté el himno nacional estadounidense; mientras que Marlee
Matlin, la ganadora del Oscar, lo traducia a la lengua de signos americana
(ASL, por sus siglas en inglés).

Generate 1 Question and Answer pairs in Spanish:

Question: ¢Quién cantd el himno nacional estadounidense?

Answer: Lady Gaga

Context: En fecha el censo de 2000, habia 427.652 personas, 140.079
hogares, y 97.915 familias que residian en la ciudad. La densidad de
poblacién era de 4,097.9 personas por milla cuadrada (1,582.2 / km?).
Generate 1 Question and Answer pairs in Spanish:

Result
Question: ¢Cudntas personas vivian en San Francisco en el 2000?
Answer: 427.652

Prompt:

[CLM] Instruction: Generate Question and Answer pairs from the given
Context below

Context: YT AT Y 3re79T- &t st AT R A3 3 A A5 Ay gt
FAEINF T | T 39 3 39 H T YR 13 Woker ATy Fa T8 397 & Farewa o €1
el Rers S Tord & i o, foegier 38 1 337 & oR a3 0l Sficter 3 s
Aejea v 3R AT 3 SR 3 eaifor HaTereT ¥ IR SuTeat A g § |
Generate 1 Question and Answer pairs in Hindi:

Question: AT & e, FoR A3l ¥ Wefet aTe! Fa AU 397 & FareTas et A2
Answer: il Terd

Context: 3T TR ATSHeT &1 S PIFE et T Y ATAT & THA 35 AT, Tt o spre
N 3 oI il ST Uh eI Sfet EieT 1 TR SeTeT R &, 3T ATt & AT Fhieals &
T 3T, Darlington, Jldh, Doncaster, AaTh S A1E AR TR 3R 3R & BT
UfSeTae % et et arel WY ot AR T3t Hr var Sy e v, veRde AR
ST cIeh 9G IS | FIARISEN ol AP, Aselsw 3R Sfaror afRes 3 siaeat A1 Jar
T & | HaId el TransPennine TERASI HeTee 3R forearyer & o Hard e w@r e |
S YT T 3R & HeTe e e |

Generate 1 Question and Answer pairs in Hindi:

Result

Question: $FEHITE & o F2UeT A Tele &7
Answer: FiesT 7 i

Figure 1: 1-Shot example prompts used to generate Spanish and Hindi synthetic data respectively
on AlexaTM 20B model using ICL. Prompt instructions are mentioned in English and data is in the
target language. For readability, instruction part has been bolded & italicized. An example synthetic
Q&A pair generated from model presented under Result header.

Teaching via Data (TvD)(Rosenbaum et al., 2023) involves using a LLM-based teacher model to
generate synthetic training data for a specific task, which is used to fine-tune a smaller student model.
The challenge is that LLMs, while capable of generating data, lack domain-specific training, and the
task representation remains incomplete due to limited examples in ICL. This results in lower data
quality compared to annotated data. As demonstrated in (Shakeri et al., 2021)), generative models
enable task-specific, cross-lingual data generation through fine-tuning on a single language. However,
this process is expensive due to the large number of parameters involved in fine-tuning LLMs. In this
paper, we focus on generating high-quality synthetic data in low-resource scenarios without the need
for teacher model fine-tuning. We propose to apply AlexaTM 20B (Soltan et al.| 2022) to generate
synthetic question answering data by prompting the model with a 1 shot in-context example, and
we apply a semi supervised approach based on WeakDAP (Chen et al.| |2022)) on the student model
XLM-R-Base to identify high quality examples from generated data and incrementally improve the
performance. While we use AlexaTM 20B as our teacher, this is a generalised framework which can
be applied to data generated from any LLLM and for any type of task.

2 Related Work

Question-Answer pair generation (QAG) has been mostly taken as two independent tasks: given a
context to perform Question Generation (QG) and then a Question Answering task (QA). The context
used for QG are employed in cross lingual solutions such as generating in English first and then
translated using machine translation (MT) into the required language, where (Li and Callison-Burch,
2023)) did this using alignment, while (Fabbri et al., 2020) have also looked into template based
generation for specific domains. On the other hand (Riabi et al.| [2021) have looked into generating
the synthetic data in the target language directly. One difference with such works, is that GeMQuAD
doesn’t rely on MT and parallel corpora as we are using multilingual models. QA can be seen as the
counterpart of the QG problem, as demonstrated by (Kramchaninova and Defauw, 2022) in utilizing
context-based candidate answers to create questions. Prior work (Shakeri et al) 2021) assesses
Question & Answer (Q&A) quality through automatic evaluations, while (Riabi et al.,|2021) and
(Agrawal et al.| 2023)) have considered downstream QA tasks to quantify their performance.

QAMELEON (Agrawal et al.l [2023) the most recent related work to ours, also addressed this
problem by treating Q&A generation as a single task. We believe this approach has the potential for
better growth compared to treating it as two separate tasks, as it preserves the dependency between
questions and answers. Similar to us, QAMELEON proposes using LLMs to generate synthetic
Q&A pairs via ICL with 5 golden samples, which they then use to fine-tune a QA model to evaluate
their contributions. The core concept of QAMELEON involves Prompt Tuning (PT) their LLM



(PaLM-540B [Chowdhery et al.| (2022))) for the QA task to generate high quality data and evaluate
their approach on mt5-XL Xue et al.| (2021). Prompt Tuning (PT) is a parameter efficient fine
tuning technique that learns and updates the model parameters specific to input prompt only rather
than updating the entire LLM parameters. From a computational perspective, while PT is more
effective than FT, it still involves tuning the LLM like PaLLM 540B which is of high computational
cost. QAMELEON also claims their acheived performance is tied to the base LLM model used i.e.,
PalLM 540B. However, we believe that using an LLM as large as PalLM is not feasible in low-budget
scenarios. Our GeMQuAD approach is a generalised framework which can be applied to any type of
synthetic data, to get high quality pairs from the overall generated dataset. We experimented with
smaller models with a consideration on low-cost execution, with no fine-tuning of the generation
models, and we are utilizing an iterative approach to develop on our synthetic data as compared to
utilizing all the synthetic data generated. To compare our results with QAMELEON, we were unable
to replicate the generation strategy because PalLM-540B is a closed model, and the languages in the
released QAMELEON dataset do not overlap with our targeted languages.

3 Methodology

To improve multilingual performance of the downstream Extractive QA task, our approach consists
of 3 major steps. 1) Generate synthetic question answer data using 1-shot ICL on AlexaTM 20B
(teacher) model; 2) Apply our semi-supervised learning approach to filter good quality records; 3)
fine-tune student model XLM-R-Base with filtered data from step 2. We apply steps 2 & 3 iteratively
until model performance stops improving for a maximum of k=2 rounds.

3.1 Synthetic Data Generation using ICL

Figure|l|shows the prompt design used for generating data on AlexaTM 20B using ICL. [CLM] is
a special token which the model expects during in-context learning. Instruction provides guideline
for model to understand that Question and Answer should be generated from the Context which is
demonstrated in the 1-shot example. The test context is added after the example. The model learns
to generate the question and answer from the test context, in the same format demonstrated in the
example. More details on ICL configuration used is mentioned in the [Experimental Setup|section.
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Figure 2: The semi-supervised fine-tuning approach of student using the data generated from teacher.
Data generation is a one-time step in which an LLM (AlexaTM) is utilized to create synthetic data
using few-shot learning. The data is then passed to the Data Filtering & Model Tuning stage, where it
iteratively filters high-quality records and enhances the labeling model through fine-tuning student
(XLM-R-base) until optimal performance is achieved, based on predetermined stopping criteria.

3.2 Semi-supervised learning approach

We are generating data in a low-resource setting, i.e., 1-shot learning. The model generated synthetic
data would be of lower quality compared to annotated data. While quality checks can be added to
exclude the low quality pairs as part of post processing step, these checks are limited to deterministic
and structural validations only. As part of the post-processing, we verify that the answer is a part of
the context, and remove any duplicate Q&A pairs from the dataset.

To identify good quality functional pairs, we extend the WeakDAP approach with our customization
to fine-tuning the student model XLM-R-base for filtering out the correctly generated synthetic data.
As shown in Figure 2} the workflow begins with the generation of synthetic data in the target language



from the teacher model via ICL using the format shown in Figure[I] Once the data generation is
complete, a weak labeler evaluates the synthetic data for the Extractive QA task. Given a (context,
question) tuple as input, the labeler predicts the answer span within the respective context.

In our experiments, we initially use our baseline model as the weak labeler, which is trained on
English annotated data corpus (Gold data) for Extractive QA task. As the labeler has not seen any data
in target language during training, the Extractive QA performance of the model on target language
is limited, and mainly relies on the cross-lingual transfer ability of the base model on which it is
fine-tuned. From the synthetic dataset, any questions where our labeler is able to provide the same
answer as generated by the teacher model can be considered of high quality and relevant to the
context. Consequently, all the Q&A pairs that the labeler accurately generates based on the synthetic
data answer labels are filtered and added to the silver dataset.

3.3 Student model fine-tuning

The student model gets fine-tuned first on the data filtered from semi-supervised approach (silver
data) and then on the gold data. This is to prioritize the higher quality data in the later part of the
FT which we find improves the model performance. Similar analysis is reported by (Riabi et al.|
2021) too in their works. Student model performance is improved due to the addition of new silver
data in target language, now we replace weak labeler with improved model, and perform [synthetic|
data evaluation|again. Since the labeler is an improved version compared to its previous iterations,
it would be able to identify few more good quality Q&A pairs from the synthetic dataset which
increases the volume of silver data. This process continues iteratively until the model performance
doesn’t improve for k rounds by minimum of e threshold (or) the new silver data volume in that
iteration is less than v% of the total generated synthetic data. The k, e, v values are tunable.

4 Experimentation

4.1 Datasets

We have used multiple datasets as part of the experimental analysis. In synthetic data generation
using ICL, we used the first ten records from the XQUAD (Artetxe et al., [2020) dataset for Hindi
and Spanish labeled examples in our 1-shot ICL prompts. To generate synthetic Q&A pairs, we used
context from the XTREME (Hu et al., [2020) ’translate-dev’ split. Our student model was trained
and validated using the English extractive QA data from SQUAD v1.1 (Rajpurkar et al.,[2016). To
assess the student model’s performance on multilingual QA tasks, we utilize two evaluation datasets:
the MLQA (Lewis et al.}2019) dataset and the remaining 1180 records from the XQUAD dataset,
excluding the first 10 records. All of these datasets are human-annotated except XTREME, which
relies on machine translation. Further details on datasets can be found in

4.2 Experimental Setup
4.2.1 ICL Configuration

To perform 1-shot learning on AlexaTM, we have used 10 annotated examples from XQUAD dataset
for both Hindi and Spanish data generation, and generated Q&A pairs for contexts from the XTREME
dataset. We randomly pick 1 example to create the input prompt to make sure our generation process is
randomised and diversified. On the ICL configuration, we have used sampling approach (do_sample=
True), with the temperature set to 0.9, and randomly picked top_k & top_p ranging between 50 to 100
and 0.5 to 0.95 respectively for each example to increase the generalisation in the generated records.
The max_length is set to 50 tokens to control generation length.

4.2.2 Fine-tuning Configuration

We use the pretrained XLM-R-base (Conneau et al.,[2019)) as our student model, fine-tuning it on
the QA task with generated synthetic data & evaluate its performance on both MLQA & XQUAD
datasets. MLQA and XQUAD datasets are both open-domain QA datasets. Therefore, we generated
synthetic data only once using the test contexts from XTREME and did not create any synthetic
data specific to these datasets. Across all experiments, we consistently use a fixed sample subset



of 10,000 records from the SQUAD dataset as gold data, which we refer to as *SQUADgy 0k, to
maintain consistency in English annotated dataset size with the generated synthetic datasets.

Along with semi-supervised approach (XLMRb,uqq ), We experimented on the configurations of
using the synthetic data in fine-tuning the student model, with XLMRD,,pineqs being the model where
we fine-tune it only once on the combined dataset of synthetic data and the SQUAD,,,;or subset,
while XLMRbygyeniiar being the model which is first fine-tuned on complete synthetic data and then
fine-tuned on the SQUAD,,,;¢x (similar to our fine-tuning approach but without the semi-supervised
filtering). For baseline comparison, we evaluated our approach against two models. XLMRDbp;ejine
was fine-tuned solely on the SQUAD,, 0k subset. We compared our approach with data augmentation
using machine translation (MT) (Hu et al.,[2020), XLMRb,,s was fine-tuned on a combined dataset
that included SQUADey 0k, as well as its machine-translated version of Hindi and Spanish data.

XLMRbpgerine 1S also the initial version of our weak labeler in semi supervised filtering approach.
We run loops of iterations, where in each iteration we fine-tune student model on batches of silver
data filtered by labeler and SQUAD,;0x. The improved model in the current iteration evaluates the
synthetic data to predict the answers for the given (context, question) pairs, and accordingly classify
the synthetic sample as a correctly generated example if the answers match or otherwise. The batch
of synthetic samples that are classified as correctly generated in the current iteration by our student
model, are included in silver data for fine-tuning the student model in next iteration. Iterations are
stopped if the improvement in model QA task performance for k=2 rounds by threshold e<0.005 or
the new sample batch volume added to silver data v</% of total generated synthetic data by ICL.

For fine-tuning, we have used a linear scheduler with AdamW (Loshchilov and Hutter, 2017) as the
optimizer, with learning_rate=2e-5 & batch_size=8. To maintain the consistency of our results
across our experiments, we alter the epochs for each experiment so that we have similar number of
training update steps so as to make sure the models in each experiment go through similar amount of
training in all iterations/experiments. Therefore, any performance changes (taking into account slight
fluctuations) relate to the data, validates the use of synthetic data, regardless of its size. We use the
best performing epoch according to the validation set in training as our final model at each iteration.

S Results
Model English Hindi Spanish Average
XLMRbyuseline 74.73/61.04 | 55.04/37.09 | 61.04/40.00 | 55.99/40.74
XLMRby,r 75.85/62.12 | 59.87/41.91 | 64.03/42.32 | 58.48/42.91
XLMRDbpmpined 75.17/61.51 | 51.27/37.17 | 58.53/39.52 | 54.95/41.17
XLMRbyeguential 76.17/62.40 | 59.67/43.51 | 64.73/43.44 | 59.38/44.36
XLMRDb,eimguad 76.33/62.66 | 60.09/43.59 | 64.85/43.69 | 59.81/44.63

Table 1: Performance in QA task for FT with synthetic Hindi & Spanish data along with SQUADep;0x
subset. Scores are reported as F1/Exact Match over the MLQA dataset for the 3 languages part of the
training and also the average over the languages en, hi, es, de, ar, vi and zh in the MLQA dataset.

Table [T] & 2] depicts our performance on using synthetic data generated in Hindi and Spanish along
with SQUADg10x on MLQA and XQUAD datasets. We are using the same model to evaluate on both
the datasets. On XQUAD, we performed evaluation only to the languages that are common between

MLQA & XQUAD to be consistent on the overall performance averaged across languages.

Model English Hindi Spanish Average

XLMRbygseline 78.56/66.69 | 61.18/45.00 | 71.39/51.53 | 67.39/51.15
XLMRby,r 79.63/67.12 | 67.79/50.76 | 74.22/54.15 | 69.39/52.96
XLMRDbpmpined 78.95/66.44 | 57.85/42.88 | 63.05/45.17 | 64.67/49.41
XLMRbyeguentiat 79.36/67.54 | 67.18/50.76 | 72.79/54.24 | 69.97 / 54.36
XLMRDb,einguad 79.59/67.71 | 67.79/52.03 | 73.89/55.00 | 70.49/55.10

Table 2: Performance in QA task for FT with synthetic Hindi & Spanish data along with SQUADcp;0x
subset. Scores are reported as F1/Exact Match over the XQUAD dataset for the 3 languages part of
the training and also the average over languages en, hi, es, de, ar, vi and zh in XQUAD dataset.



Dataset # Q&A pairs Type
SQUAD.,,. 0k 10000 Fine-Tuning g 11— s 0 169 o
Hindir 9313 Fine-Tuning L 5
Spanishyr 9511 Fine-Tuning | i;
Hindi 19558 ICL Generated & | 1
o 7395 Fine-Tuning 8%
Spanish,, 15452 | ICL Generated & | §°
v 7590 Fine-Tuning 2
MLQA 6035 Evaluation
XQUAD 1180 Evaluation | & e __w % =@
Figure 3: Number of records across datasets Figure 4: The number of synthetic data sam-
and its purpose. Represented average number ples classified as correct for each iteration

across languages for MLQA & XQUAD.

We generated almost 19.5K Q&A pairs for Hindi and around 15.5K pairs for Spanish. Table [3]
shows these numbers along with volumes of other dataset used in our analysis. Figure ] depicts the
number of synthetic data samples classified as correct in each iteration of both Hindi and Spanish
experiments. We find that we start with a large share of the samples, of roughly 30% of the total data,
but only gradually add on as we proceed in iterations. This is expected because we only want the
best samples, so these are more prone to be selected in the earlier iterations. We are finally able to
utilize roughly 45% of the generated data for our usecase. We achieved our best performance in 3rd
iteration. There was no further improvement in 4th and 5th iterations, leading us to stop the iterations
with the criterion of k=2. More details on iteration-wise performance is provided in the

Synthetic data helps in performance With our proposed approach(XLMRbnguaq), We observe
similar improvements across both datasets. On MLQA, we find 3.82/3.89 (F1/EM) points of im-
provement compared to XLMRDbp,esine, With improvement of 5.05/6.50 & 3.81/3.69 points in Hindi
& Spanish respectively. On XQUAD, we achieved overall improvement of 3.1/3.95 points, with
improvement of 6.61/7.03 & 2.50/3.47 points in Hindi & Spanish respectively which concludes that
having new synthetic examples improves the performance.

Sequentially fine-tuning on separate datasets works better Fine-tuning configuration
XLMRb pmpinea yielded mixed results. While English saw a slight performance increase, over-
all, Hindi and Spanish performance declined. We suspect that by fine-tuning on both synthetic and
SQUADe, 10k together, we may be inadvertently misdirecting the model by giving same importance to
all samples. Consequently, we experimented with the XLMRDbyeguensiar configuration, fine-tuning each
dataset separately, giving priority to SQUADg, 0k due to its later fine-tuning which is working better.

High-quality, smaller datasets outperform low-quality, large-volume data XLMRbyg,,,4,qq OUt-
performed XLMRb,,r which involves more data samples than semi-supervised approach. Also, by
selecting high quality data pairs from overall dataset worked better than using the entire synthetic
dataset generated through ICL (XLMRbgeguenriar)

From our evaluation above, overall GeMQuAD outperformed XLMRDb_,upineq by an improvement
of 5.3/4.6 F1/EM (Average performance across all languages in both MLQA & XQUAD datasets)
and XLMRDby,gyensiar by 0.5/0.5 F1/EM. On the baselines, our approach works better than machine
translation XLMRb,,r by 1.2/1.9 F1/EM, while using only English annotated data XLMRDbpejine by
3.5/3.9 FI/EM. In short, GeMQuAD > sequential (0.5/0.5) > MT (1.2/1.9) > baseline
(3.5/3.9) > combined (5.3/4.6).

We observed good improvements in languages that are not included in the student model’s fine-tuning
data, such as German, Arabic, Vietnamese, and Chinese. Detailed information on performance of
these languages provided in the We attribute this enhanced cross-lingual ability to our
selection of higher-quality samples from our generated synthetic data.



6 Conclusion & Next steps

In this paper, we introduced GeMQuAD, a cost-effective approach for generating synthetic data in
Hindi and Spanish using ICL on AlexaTM. We demonstrated the effectiveness of a semi-supervised
method for selecting high-quality synthetic Q&A pairs, resulting in an improvement of 0.22/1.68
F1/EM for Hindi and 0.82/1.37 F1/EM for Spanish compared to the model trained on English data,
augmented with machine translation. Our approach outperformed the model trained solely on an
English-only dataset by 5.05/6.50 F1/EM for Hindi and 3.81/3.69 F1/EM for Spanish on the MLQA
dataset, all achieved without fine-tuning the LLM. Our next steps involve extending this analysis to
other low-resource languages, performing domain-specific QA, and expanding the functionality to
include abstractive QA generation.
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Appendix

A Model performance on other languages

The tables [3]and ] presents model performance and comparison for languages in MLQA and XQUAD
datasets, excluding English, Hindi, and Spanish. While not part of fine-tuning, we observed notable
improvement in these languages. This suggests that as the model’s overall performance improves
with additional data in target languages, its cross-lingual transfer capability also increases, leading
to enhanced performance in these languages. We limited the evaluation to 7 languages common
with MLQA to maintain consistency in cross-language comparisons, although XQUAD supports 12

languages.

Model German Arabic Vietnamese Chinese

XLMRDpuseiine 56.23/41.18 | 49.56/31.10 | 61.13/41.18 | 34.21/33.62
XLMRbyr 58.00/42.02 | 50.57/32.15 | 63.22/42.58 | 37.83/37.26
XLMRDb ombined 56.06/41.89 | 46.94/31.08 | 60.69/41.64 | 35.96/35.39
XLMRbyeguential 59.26/44.12 | 52.53/34.43 | 64.60/44.59 | 38.67/38.06
XLMRbgemguad 59.32/43.57 | 52.56/34.41 | 66.13/45.77 | 39.37/38.74

Table 3: Performance in QA task for FT with synthetic Hindi & Spanish data along with SQUADep 0k
subset. Scores are reported as F1/Exact Match over the MLQA dataset for the languages that are not
part of the FT, such as German, Arabic, Vietnamese, and Chinese.

Model German Arabic Vietnamese Chinese

XLMRDyseline 69.09/52.29 | 62.49/45.76 | 69.10/49.07 | 59.95/47.71
XLMRby,r 69.33/51.95 | 62.41/44.66 | 71.18/50.67 | 61.19/51.44
XLMRD,ompined 67.50/51.95 | 57.42/40.51 | 66.74/46.95 | 61.16/51.95
XLMRbyeguential 71.64 /5534 | 64.08/47.20 | 70.76/50.93 | 63.96/54.49
XLMRbgemguad 70.92/55.17 | 64.96/48.22 | 72.03/51.86 | 64.23/55.68

Table 4: Performance in QA task for FT with synthetic Hindi & Spanish data along with SQUADep 0k
subset. Scores are reported as F1/Exact Match over the XQUAD dataset for the languages that are
not part of the FT, such as German, Arabic, Vietnamese, and Chinese.

B Semi-Supervised approach iteration details

This section provides detailed insights into the incremental performance & data included fine-tuning
across iterations of semi-supervised approach proposed in this paper.

For the experiment with fine-tuning student model XLM-R-Base with synthetic data generated from
AlexaTM 20B in Hindi & Spanish, our semi-supervised iterative approach concluded at 5 iterations,
with 3rd iteration being the best in performance as the model performance didn’t improve on 4th and
5th iteration (i.e., k=2).

Table [5] represents the synthetic data distribution included in semi-supervised iterations. Overall
number of samples included in each round includes synthetic Hindi data, synthetic Spanish data and
SQUADg, 0x. For example for 1st round, overall data included is 4528+5407+10000 = 19935. During
training, model performance continuously improved till round 3 on SQUAD,ujidarion (validation
dataset used in student model fine-tuning), post which there is a slight decline for 2 rounds. As
per the stopping criteria, we stop the iterative process, and pick round 3 as the best performing
model from the semi-supervised approach. Along with model performance on validation set, we
represented model performance on MLQA and XQUAD evaluation datasets as well for reference.
Same performance pattern is visible on both evaluation datasets.

Performance improvement in iterations Figures [5] and [6] show the validation performance
(SQUAD, yiidgation) of the model during fine-tuning across the iterations. As explained in the pa-
per, our fine-tuning framework is a multi step process. The model gets trained on Hindi synthetic
data first, Spanish synthetic data second and English annotated data as the last step to keep high



Iteration | Hindi Data Spanish Data | SQUAD,uidasi MLQA XQUAD

Round 1 | 4528 5407 84.23/76.27 58.24/43.53 | 69.00/53.90
Round 2 | 5931 6572 84.36/76.73 58.90/43.64 | 69.56/55.17
Round 3 | 6593 7035 85.07/77.26 59.81/44.63 | 70.49/55.10
Round 4 | 7069 7369 84.96/76.87 59.18/43.85 | 69.76/54.20
Round 5 | 7395 7590 84.72/76.45 58.89/43.61 | 69.71/54.08

Table 5: Distribution of data samples included in semi-supervised iterative approach. Each round
identifies the additional good quality Q&A pairs from synthetic data and adds to the silver sets of
Hindi & Spanish datasets for student model training. Gold data (English annotated) is constant across
all iterations which is 10k SQuAD,,. Right most 2 columns represent average performance across all
7 languages on MLQA & XQUAD datasets
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Figure 5: The F1 for Squad Validation split
after each FT step. The horizontal green
dashed lines signify the performance of the
Best (Third) round in the at each step.

Figure 6: The EM for Squad Validation split
after each FT step. The horizontal green
dashed lines signify the performance of the
Best (Third) round in the at each step.

quality data in the later phases. The above 2 plots show the validation performance that the model
achieved at each step. An interesting pattern here is that as the overall model performance increases
from round 1 to 3, it is also reflected in the individual steps. For example, the model performance
increased in Hindi from round 1 (53.98) to round 2 (56.18) for Exact Match. A similar pattern can be
observed for Spanish and English steps as well for both EM and F1 plots. With round 3 being highest
for Spanish, the performance in round 4 and 5 is less than 3. The same pattern is observed on our test
sets MLQA & XQUAD performance too. This enables the understanding that the performance at
each step improves the performance of next step and subsequently overall performance. So having
good samples as part of each step is essential to get the optimum performance.

C Datasets

SQUAD v1.1 (Rajpurkar et al.;, 2016) is an extractive QA dataset in English language that has been
created from more than 107k context-question-answer triplets across 536 articles.These articles have
been taken from Wikipedia and the dataset is annotated using MechanicalTurk] This is the most
common dataset used by many studies related to QA tasks. SQUAD dataset has 2 subsets, in which
the train subset is used for training the baseline model on labelled English data. The validation subset
is used as the evaluation dataset for XLM-R-Base (student model) training process.

XQUAD (Artetxe et al.,2020) is an extractive QA dataset which is a multilingual version of SQUAD.
This dataset has only 1 subset, a human annotated validation set of 1190 examples in 12 supported
languages. We have used the first 10 records of Hindi and Spanish XQUAD subset as annotated
examples in our 1-shot ICL prompts. Remaining 1180 records are used to compare the performance
of the downstream task of extractive QA across languages on student model. Even though we use
only 1 example at a time to generate the data, we have randomised the input prompt from these 10
examples to add diversity.

https://www.mturk.com/
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XTREME (Hu et al.l [2020) is a multilingual extractive QA dataset created by translating the
SQUADvI.1 using machine translation. To generate synthetic Q&A pairs for hi (Hindi) and es
(Spanish) languages, we use context information from translate-dev split of Xquad-Xtremd] version
dataset as our test contexts, i.e., the contexts for which the Q&A pairs are generated. We have not
used the labelled Q&A pairs available in this dataset for any of our training purposes.

MLQA (Lewis et al [2019) is an extractive multilingual QA benchmark dataset that has been
manually created. From language specific subsets, we use the test split to understand and report our
performance on downstream task of extractive QA across languages on student model.

https://huggingface.co/datasets/juletxara/xquad_xtreme/viewer/hi/translate_dev
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