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Abstract

Backdoor attacks pose a significant threat to Deep Neural Networks (DNNs) as
they allow attackers to manipulate model predictions with backdoor triggers. To
address these security vulnerabilities, various backdoor purification methods have
been proposed to purify compromised models. Typically, these purified models
exhibit low Attack Success Rates (ASR), rendering them resistant to backdoored
inputs. However, Does achieving a low ASR through current safety purification
methods truly eliminate learned backdoor features from the pretraining phase?
In this paper, we provide an affirmative answer to this question by thoroughly
investigating the Post-Purification Robustness of current backdoor purification
methods. We find that current safety purification methods are vulnerable to the
rapid re-learning of backdoor behavior, even when further fine-tuning of purified
models is performed using a very small number of poisoned samples. Based on this,
we further propose the practical Query-based Reactivation Attack (QRA) which
could effectively reactivate the backdoor by merely querying purified models. We
find the failure to achieve satisfactory post-purification robustness stems from
the insufficient deviation of purified models from the backdoored model along
the backdoor-connected path. To improve the post-purification robustness, we
propose a straightforward tuning defense, Path-Aware Minimization (PAM), which
promotes deviation along backdoor-connected paths with extra model updates. Ex-
tensive experiments demonstrate that PAM significantly improves post-purification
robustness while maintaining a good clean accuracy and low ASR. Our work
provides a new perspective on understanding the effectiveness of backdoor safety
tuning and highlights the importance of faithfully assessing the model’s safety.

1 Introduction

Backdoor attacks [2, 7, 16] have emerged as one of the most significant concerns [4, 5, 20, 25] in
deep learning. These attacks involve the insertion of malicious backdoor triggers into the training set,
which can be further exploited to manipulate the behavior of the model during the inference stage. To
defend against these threats, researchers have proposed various safety tuning methods [20, 27, 32,

, 49, 50, 55] to purify well-trained backdoored models. These methods can be easily incorporated
into the existing model deployment pipeline and have demonstrated state-of-the-art effectiveness in
reducing the Attack Success Rate (ASR) of backdoored models [32, 48].

However, a critical question arises: does achieving a low Attack Success Rate (ASR) through current
safety tuning methods genuinely indicate the complete removal of learned backdoor features from the
pretraining phase? If the answer is no, this means that the adversary may still easily reactivate the
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implanted backdoor from the residual backdoor features lurking within the purified model, thereby
exerting insidious control over the model’s behavior. This represents a significant and previously
unacknowledged safety concern, suggesting that current defense methods may only offer superficial
safety [1]. Moreover, if an adversary can successfully re-trigger the backdoor, it raises another
troubling question: how can we assess the model’s robustness against such threats? This situation
underscores the urgent need for a more comprehensive and faithful evaluation of the model’s safety.

In this work, we provide an affirmative answer to these questions by thoroughly investigating the Post-
Purification Robustness of state-of-the-art backdoor safety tuning methods. Specifically, we employ
the Retuning Attack (RA) [36, 42] where we first retune the purified models using an extremely
small number of backdoored samples and tuning epochs. Our observations reveal that current safety
purification defense methods quickly reacquire backdoor behavior after just a few epochs, resulting
in significantly high ASR levels. In contrast, the clean model (which does not have backdoor triggers
inserted during the pretraining phase) and Exact Purification (EP)—which fine-tunes models using
real backdoored samples with correct labels during safety purification, maintain a low ASR even after
the RA. This discrepancy suggests that existing safety tuning methods do not thoroughly eliminate
the learned backdoor, creating a superficial impression of backdoor safety. Since the vulnerability
revealed by the Retuning Attack (RA) relies on the use of retuned models, we further propose
the more practical Query-based Reactivation Attack (QRA). This attack is capable of generating
sample-specific perturbations that can trigger the backdoor in purified models, which were previously
believed to have eliminated such threats, simply by querying these purified models.

To understand the inherent vulnerability of current safety purification methods concerning post-
purification robustness, we further investigate the factors contributing to the disparity in post-
purification robustness between EP and other methods. To this end, we utilize Linear Mode Connec-
tivity (LMC) [13, 33] as a framework for analysis. We find that EP not only produces a solution with
low ASR like other purification methods but also pushes the purified model further away from the
backdoored model along the backdoor-connected path, resulting in a more distantly robust solution.
As aresult, it becomes challenging for the retuning attack to revert the EP model back to the basin
with high ASR where the compromised model is located. Inspired by our findings, we propose a
simple tuning defense method called Path-Aware Minimization (PAM) to enhance post-purification
robustness. By using reversed backdoored samples as a proxy to measure the backdoored-connected
path, PAM updates the purified model by applying gradients from a model interpolated between the
purified and backdoored models. This approach helps identify a robust solution that further deviates
our purified model from the backdoored model along the backdoor-connected path. Extensive experi-
ments have demonstrated that PAM achieves improved post-purification robustness, retaining a low
ASR after RA across various settings. To summarize, our contributions are:

e Our work first offers a new perspective on understanding the effectiveness of current
backdoor safety tuning methods. Instead of merely focusing on the commonly used Attack
Success Rate, we investigate the Post-Purification Robustness of the purified model to
enhance our comprehensive understanding of backdoor safety in deep learning models.

* We employ the Retuning Attack by retuning purified models on backdoored samples to
assess the post-purification robustness. Our primary observations reveal that current safety
purification methods are vulnerable to RA, as evidenced by a rapid increase in the ASR.
Furthermore, we propose the more practical Query-based Reactivation Attack, which can
reactivate the implanted backdoor of purified models solely through model querying.

* We analyze the inherent vulnerability of current safety purification methods to the RA
through Linear Mode Connectivity and attribute the reason to the insufficient deviation of
purified models from the backdoored model along the backdoor-connected path. Based on
our analysis, we propose Path-Aware Minimization, a straightforward tuning-based defense
mechanism that promotes deviation by performing extra model updates using interpolated
models along the path. Extensive experiments verify the effectiveness of the PAM method.

2 Related Work

Backdoor Attacks. Backdoor attacks aim to manipulate the backdoored model to predict the target
label on samples containing a specific backdoor trigger while behaving normally on benign samples.
They can be roughly divided into two categories [48]: (1) Data-poisoning attacks: the attacker inserts



a backdoor trigger into the model by manipulating the training sample (x,y) € (X,)), such as
adding a small patch to a clean image x and change the sample’s label to an attacker-designated
target label y; [4, 7, 15, 16, 28, 43]; (2) Training-control attacks: the attacker has control over both
the training process and the training data simultaneously [34]. Note that data-poisoning attacks
are more practical in real-world scenarios as they make fewer assumptions about the attacker’s
capabilities [5, 15, 41] and have resulted in increasingly serious security risks [4, 39]. In this work,
we focus on data-poisoning backdoor attacks.

Backdoor Defense. Existing backdoor defense strategies could be broadly categorized into robust
pretraining [19, 26] and robust fine-tuning methods [32, 49, 53, 55]. Robust pretraining aims to
prevent the learning of backdoor triggers during the pretraining phase. However, these methods often
suffer from accuracy degradation and can significantly increase model training costs, making them
impractical for large-scale applications. In contrast, robust purification methods focus on removing
potential backdoor features from a well-trained model. Generally, purification techniques involve
reversing potential backdoor triggers [44, 45, 46, 50] and applying fine-tuning or pruning to address
backdoors using a limited amount of clean data [29, 32, 49, 55]. While these purification methods
reduce training costs, they also achieve state-of-the-art defense performance [32, 55]. Therefore, in
this work, we mainly focus on evaluations of robust purification methods against backdoor attacks.

Loss Landscape and Linear Mode Connectivity. Early works [12, 14, 22] conjectured and
empirically verified that different DNN loss minima can be connected by low-loss curves. In the
context of the pretrain-fine-tune paradigm, Neyshabur et al. [33] observe that the pretrained weights
guide purified models to the same flat basin of the loss landscape, which is close to the pretrained
checkpoint. Frankle et al. [13] also observe and define the linear case of mode connectivity, Linear
Mode Connectivity (LMC). LMC refers to the absence of the loss barrier when interpolating linearly
between solutions that are trained from the same initialization. The shared initialization can either be
a checkpoint in early training [|3] or a pretrained model [33]. Our work is inspired by [33] and also
utilizes LMC to investigate the properties of purified models in relation to backdoor safety.

Deceptive AI and Superficial Safety. Nowadays, DNNs are typically pretrained on large-scale
datasets, such as web-scraped data, primarily using next-token prediction loss [3], along with simple
contrastive [6] and classification [23] objective. While these simplified pretraining objectives can
lead to the learning of rich and useful representations, they may also result in deceptive behaviors
that can mislead humans [10]. One such deceptive behavior is the presence of backdoors [9, 20].
A compromised model can be indistinguishable from a normal model to human supervisors, as
both behave similarly in the absence of the backdoor trigger. To address this critical safety risk,
researchers propose post-training alignment procedures, such as safety fine-tuning [35, 48]. However,
several studies indicate that the changes from fine-tuning are superficial [31, 54]. As a result, these
models retain harmful capabilities and knowledge from pretraining, which can be elicited by harmful
fine-tuning [37, 51] or specific out-of-distribution (OOD) inputs [47, 52]. We study this phenomenon
in the context of backdoor threats and offer a deeper understanding along with mitigation strategies.

3 Revealing Superficial Safety of Backdoor Defenses by Accessing
Post-purification Robustness

While current backdoor purification methods can achieve a very low Attack Success Rate (ASR)
against backdoor attacks, this does not necessarily equate to the complete elimination of inserted
backdoor features. Adversaries may further exploit these residual backdoor features to reconstruct and
reactivate the implanted backdoor, as discussed in Section 3.3. This is particularly important because
purified models are often used in various downstream scenarios, such as customized fine-tuning
[37] for critical tasks [20]. Therefore, it is crucial to provide a way to measure the robustness of
purified models in defending against backdoor re-triggering, which we define as ''Post-Purification
Robustness''.

In this section, we first introduce a simple and straightforward strategy called the Retuning Attack
(RA) to assess post-purification robustness. Building on the RA, we then present a practical threat
known as the Query-based Reactivation Attack (QRA), which exploits the vulnerabilities in post-
purification robustness to reactivate the implanted backdoor in purified models, using only model
querying. First, we will introduce the preliminaries and evaluation setup.



3.1 Problem Setup

Backdoor Purification. In this work, we focus on the poisoning-based attack due to its practicality
and stealthiness. We denote the original training dataset as D C (X, )). A few training examples
(z,y) € Dr have been transformed by attackers into poisoned examples (xp, y;), where x,, is
poisoned example with inserted trigger and a target label y;. Following previous works [29, 32, 39,
48, 49], only a limited amount of clean data D, are used for fine-tuning or pruning. For trigger-
inversion methods [44, 50], we denote the reversed backdoored samples obtained through reversing
methods as (z,,y) € D,. We evaluate several mainstreamed purification methods, including
pruning-based defense ANP [49]; robust fine-tuning defense I-BAU [53] (referred to as BAU for
short), FT-SAM [55] (referred to as SAM for short), FST [32], as well as the state-of-the-art trigger-
reversing defense BTI-DBF [50] (referred to as BTI for short). BTI purifies the backdoored model
by using both reversed backdoored samples D,. and the clean dataset D, while the others use solely
the clean dataset D;. We also include exact purification (EP) that assumes that the defender has full
knowledge of the exact trigger and fine-tunes the models using real backdoored samples with correct
labels (xp, y).

Attack Settings. Following [32], we evaluate four representative data-poisoning backdoors in-
cluding three dirty-label attacks (BadNet [16], Blended [7], SSBA [28]), and one clean-label attack
(LC [43]). All experiments are conducted on BackdoorBench [48], a widely used benchmark for
backdoor learning. We employ three poisoning rates, 10%, 5%, and 1% (in Appendix) for back-
door injection and conduct experiments on three widely used image classification datasets, including
CIFAR-10 [24], Tiny-ImageNet [8], and CIFAR-100 [24]. For model architectures, we following [32],
and adopt the ResNet-18, ResNet-50 [17], and DenseNet-161 [18] on CIFAR-10. For CIFAR-100
and Tiny-ImageNet, we adopt pretrained ResNet-18 on ImageNetIK to obtain high clean accuracy as
suggested by [32, 50]. More details about experimental settings are shown in Appendix B.

Evaluation Metrics. Following previous backdoor works, we take two evaluation metrics, including
Clean Accuracy (C-Acc) (i.e., the prediction accuracy of clean samples) and Attack Success Rate
(ASR) (i.e., the prediction accuracy of poisoned samples to the target class) where a lower ASR
indicates a better defense performance. We further adopt O-ASR and P-ASR metrics. The O-ASR
metric represents the defense performance of original defense methods, while the P-ASR metric
indicates the ASR after applying the RA or QRA.

3.2 Purified Models Are Vulnerable to Retuning Attack

Our objective is to investigate whether purified models with low ASR completely eliminate the
inserted backdoor features. To accomplish this, it is essential to develop a method for assessing
the degree to which purified models have indeed forgotten these triggers. In this section, we begin
with a white-box investigation where the attacker or evaluator has access to the purified model’s
parameters. Here we introduce a simple tuning-based strategy named the Retuning Attack (RA)
[37, 42] to conduct an initial evaluation. Specifically, we construct a dataset for model retuning,
which comprises a few backdoored samples (less than 1% of backdoored samples used during the
training process). To maintain C-Acc, we also include benign samples from the training set, resulting
in a total RA dataset with 1000 samples. We subsequently retune the purified models using this
constructed dataset through a few epochs (5 epochs in our implementation). This approach is adopted
because a clean model can not be able to learn a backdoor; thus, if the purified models quickly regain
ASR during the retuning process, it indicates that some residual backdoor features still exist in these
purified models. Implementation details of the RA can be found in the Appendix B.2.

As shown in Figure |, we observe that despite achieving very low ASR, all purification methods
quickly recover backdoor ASR with Retuning Attack. Their quickly regained ASR presents a stark
contrast to that of clean models and remains consistent across different datasets, model architectures,
and poisoning rates. Note that the pruning method (ANP) and the fine-tuning method (FST), which
achieve state-of-the-art defense performance, still exhibit vulnerability to RA, with an average
recovery of approximately 82% and 85% ASR, respectively. In stark contrast, the EP method stands
out as it consistently maintains a low ASR even after applying RA, demonstrating exceptional post-
purification robustness. Although impractical with full knowledge of the backdoor triggers, the EP
method validates the possibility of maintaining a low attack success rate to ensure post-purification
robustness against RA attacks.
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Figure 1: The robustness performance against various attack settings. The title consists of the used dataset,
model, and poisoning rate. The O-ASR metric represents the defense performance of original defense methods,
while the P-ASR metric indicates the ASR after applying the RA. All metrics are measured in percentage (%)
Here we report the average results among backdoor attacks and defer more details in Appendix C.1.
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Figure 2: Experimental results of QRA on both the purified and clean models against four types of backdoor
attacks. We evaluate the QRA on CIFAR-10 with ResNet-18 and the poisoning rate is set to 5%. Additional
results of QRA are demonstrated in Appendix C.3.

Moreover, this evident contrast highlights the significant security risks associated with current back-
door safety tuning methods. While these methods may initially appear robust due to a significantly
reduced ASR, they are fundamentally vulnerable to backdoor reactivation, which can occur with
just a few epochs of model tuning. This superficial safety underscores the urgent need for more
comprehensive evaluations to ensure lasting protection against backdoor attacks. It is crucial to
implement faithful evaluations that thoroughly assess the resilience of purified models, rather than
relying solely on superficial metrics, to truly safeguard against the persistent threat of backdoor
vulnerabilities.

3.3 Reactivating Backdoor on Purified Models through Queries

Although our previous experiments on RA demonstrate that current purification methods insufficiently
eliminate learned backdoor features, it is important to note that the success of this tuning-based
method relies on the attackers’ capability to change purified models’ weights. This is not practical
in a real-world threat model. To address this limitation, we propose Query-based Reactivation
Attack (QRA), which generates sample-specific perturbations that can reactivate the backdoor using
only model querying. Specifically, instead of directly retuning purified models, QRA captures the
parameter changes induced by the RA process and translates them into input space as perturbations.
These perturbations can then be incorporated into backdoored examples, facilitating the successful
reactivation of backdoor behaviors in purified models.



To effectively translate the parameter changes into the input space, it is crucial to ensure that
when applying the perturbation generated by QRA, the output of the purified model on perturbed
inputs should be aligned with that of the post-RA model on original inputs without perturbations.
Formally, we denote the purified model as f(W,,; x) , the model after RA as f(W,,; ) and their
corresponding logit output as I(W,; ) and [(W,,; ). Our QRA aims to learn a perturbation
generator ¢(0; z) : R — [—1,1]%, to produce perturbation ¢(8; x) for each input . We formulate
this process into the following optimization problem:

min {E@)NDC [SU(Wias ), L W,; € % ¢(8; ) + m))}}. )

Here S is the distance metric between two output logits, D, is a compositional dataset incorporating
both benign and backdoored samples, and ¢ controls the strength of perturbation (¢ = 16/255 in
our implementation). We utilize the Kullback—Leibler (KL) divergence [11] for S and a Multilayer
Perception (MLP) for ¢(0; ). Specifically, we flatten the input image into a one-dimensional vector
before feeding into the ¢(0; ), and obtain the generated perturbation by reshaping it back to the
original size. Details of the MLP architecture and training hyperparameters can be found in the
Appendix B.2.

However, we observe that directly optimizing Equation | not only targets purified models but also
successfully attacks the clean model. We conjecture that this may stem from the inaccurate inversion
of reactivated backdoor triggers, which can exploit a clean model in a manner similar to adversarial
examples [21, 30, 38]. To mitigate such adversarial behavior, we introduce a regularization term
aimed at minimizing backdoor reactivation on the clean model. Given that accessing the clean model
may not be practical, we utilize the EP model f(W,; x) as a surrogate model instead. In sum, we
formulate the overall optimization objective as follows:

min {E (g, [SUWrai @), Wi 5 $(0:) +2)) +ax L(F (Wi exp(6: @) +2).y)] |, @)

where « represents the balance coefficient and the cross-entropy loss is used for L.

We demonstrate our experimental results against five purification methods on CIFAR-10 in Figure 2.
Here, we report the C-ASR and P-ASR, which represent the ASR when evaluating with perturbed
clean and perturbed poisoned images, respectively. Notably, our QRA could effectively reactivate
the backdoor behaviors on purified models, resulting in a significant increase of 66.13% on average
in P-ASR. Our experiments also demonstrate a consistently low C-ASR on purified models, which
indicates that the perturbations generated by QRA effectively reactivate the backdoored examples
without affecting the predictions of benign images. Besides, the perturbation generated with QRA
exclusively works on the output of backdoored samples on purified models, leading to both a low
C-ASR and P-ASR on clean models. This observation further indicates that the reversed pattern
generated by QRA is not a typical adversarial perturbation but rather an accurate depiction of the
parameter changes necessary for backdoor reactivation.

Furthermore, it is worth noting that attackers
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Figure 4: The evaluation of backdoor-connected path against various attack settings. The x-axis and y-axis
denote the interpolation ratio ¢ and backdoor error (1-ASR) respectively. For each attack setting, we report the
average results among backdoor attacks.

4 Investigating and Mitigating Superficial Safety

4.1 Investigating the Superficial Safety through Linear Mode Connectivity

While our previous evaluations indicate that only the EP model demonstrates exceptional post-
purification robustness compared to current backdoor safety tuning methods, the factors contributing
to the effectiveness of EP remain unclear. Motivated by prior studies examining fine-tuned models
[13, 14, 33], we propose to investigate this intriguing phenomenon from the perspective of the loss
landscape using Linear Mode Connectivity (LMC).

Following [13, 33], let £(W; D;) represent the testing error of a model f(W;x) evaluated on a
dataset D;. For D;, we use backdoor testing samples. £(Wy, W1;D;) = E((1 — t)Wy + tW1; D)
for t € [0,1] is defined as the error path of model created by linear interpolation between the
F(Woy; x) and f(Wy;x). We also refer to it as the backdoor-connected path. Here we denote the
f(Wp; ) as backdoored model and f(W7;-) as the purified model. We show the LMC results of
the backdoor error in Figure 4 and 5. For each attack setting, we report the average results among
backdoor attacks. More results on other datasets and models are shown in Appendix C.2.

The backdoored model and purified models reside in separate loss basins, linked by a backdoor-
connected path. We present the results of LMC between purified and backdoored models in
Figure 4. It is clear from the results that all purified models exhibit significant error barriers along the
backdoor-connected path to backdoored model. This indicates that backdoored and purified models
reside in different loss basins. Additionally, we conduct LMC between purified models with EP and
with other defense techniques, as depicted in Figure 5. We observe a consistently high error without
barriers, which indicates that these purified models reside within the same loss basin. Based on these
two findings, we conclude that backdoored and purified models reside in two distinct loss basins
connected through a backdoor-connected path.

EP deviates purified models from the backdoored model along the backdoor-connected path,
resulting in a more distantly robust solution. Although introducing a high loss barrier, we observe
notable distinctions between the LMC of the EP model (red solid line) and purified models (dotted
lines). We observe a stable high backdoor error along the backdoor-connected path of EP until £ < 0.2,
where the interpolated model parameter W has over 80% weight from the backdoored model. In
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Figure 5: The LMC path connected from other defense techniques to EP. We evaluate the LMC results on
CIFAR-10 with ResNet-18, and set the poisoning rate to 5%.

contrast, other purification models show a tendency to exhibit significant increases in ASR along the
path, recovering more than 20% ASR when ¢ < 0.5, while the ASR for the EP model remains low
(< 2%). This clear contrast suggests: 1) the current purification methods prematurely converge to a
non-robust solution with low ASR, which is still close to the backdoored model along the backdoor-
connected path; 2) compared with purified models, EP makes the purified model significantly deviate
from the backdoored checkpoint along the backdoor-connected path, resulting in a more robust
solution against RA.

Accurately specified supervision is crucial for achieving stable backdoor safety. As demon-
strated in our observations, the EP method attains stable robustness in the context of the RA, whereas
its proxy version, the BTT method, employs reversed backdoor data as a substitute for real backdoor
data, resulting in suboptimal post-purification robustness. Furthermore, notable discrepancies are
evident in the Backdoor LMC results. These findings underscore that current methods for reversing
backdoor triggers are still unable to accurately recover all backdoor features [40], thereby emphasiz-
ing the importance of precisely specified supervision in achieving stable backdoor safety. Although
data generated by the BTI method does not accurately recover all backdoor features, it could serve as
an effective and usable supervision dataset. In the following section, we propose an improved safety
tuning method designed to mitigate superficial safety concerns based on this proxy dataset.

4.2 Enhancing Post-Purification Robustness Through Path-Aware Minimization

Motivated by our analysis, we propose a simple tuning defense method called Path-Aware Mini-
mization (PAM), which aims to enhance post-purification robustness by promoting more deviation
from the backdoored model along the backdoor-connected path like the EP method.

Since there are no real backdoor samples x,, available, we employ the synthetic backdoored samples
x, from the trigger-reversing method BTI [50] as a substitute to get the backdoor-connected path.
Although BTTI has a similar LMC path curve with the EP model in Figure 5, as we have discussed,
tuning solely with o, would lead to finding a non-robust solution with low ASR.

To avoid converging to such a solution, we propose utilizing the gradients of an interpolated model
W, between W and W to update the current solution W. As illustrated in Figure 4, the interpolated
model, which lies between W, and W, exhibits a higher ASR compared to W. By leveraging
the gradients from the interpolated model, we can perform additional updates on the W which
prevents premature convergence towards local minima and results in a solution that deviates from
the backdoored model along this path. Specifically, for W, we first take a path-aware step pl‘x,/ﬁ

(W4 = Wy — W) towards to Wy and obtain the interpolated model W + pH‘YVVﬁ. Then we compute
its gradient on x,. to update W. We formulate our objective function as follows:

Wy
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where p represents the size of the path-aware step. Typically, a larger p indicates a larger step
towards the backdoored model W), along our backdoor-connected path and also allows us to obtain a
larger gradient update for W, which results in more deviation from the backdoored model along the
backdoor-connected path. The detailed algorithm is summarized in the Algorithm 1.



Table 1: The post-purification robustness performance of PAM on CIFAR-10. The O-Backdoor indicates the
original performance of backdoor attacks, O-Robustness metric represents the purification performance of the
defense method, and the P-Robustness metric denotes the post robustness after applying RA. All metrics are
measured in percentage (%).

Method | Evaluation Mode | BadNet | Blended | SSBA | LC | Avg
| | C-Ace(t) ASRW) | C-Ace(t) ASRW) | C-Acc(t) ASR()) | C-Acc(t) ASR() | C-Ace() ASR()

0-Backdoor 9404 9999 | 9477 1000 | 94.60 9638 | 9486 9999 | 9457  99.09

O-Robustness (EP) | 9357 094 | 9347 337 | 9339 053 | 9364 052 | 9352 134

ResNetl8 (5%) | P-Robustess (EP) | 9227 108 | 9336 493 | 9205 247 | 9369 041 | 9284 222
O-Robustness (PAM) | 92.11 114 | 9334 167 | 9296 124 | 9232 492 | 9268 224

P-Robustness (PAM) | 91.66 390 | 9338 269 | 9220 331 | 9205 831 | 9235 455

0-Backdoor 9373 1000 | 9428 1000 | 9431 9871 | 8580 1000 | 9203  99.68

O-Robustness (EP) | 9278 093 | 9334 152 | 9310 071 | 9212 016 | 9284 083

ResNetl8 (10%) | P-Robustmess (EP) | 92.17 158 | 9306 478 | 9204 370 | 9179 203 | 9227 302
O-Robustness (PAM) |  92.43 173 | 9263 022 | 9289 137 | 9106 231 9225 1.41

P-Robustness (PAM) | 9177 147 | 9185 744 | 9201 263 | 9098 337 | 9165  3.73
0-Backdoor 9381 9992 | 9453 1000 | 9365 9770 | 9457 9990 | 9414 9938

O-Robustness (EP) | 9284 098 | 9210  LI12 | 9184 043 | 9291 041 9242 074

ResNetS0 (5%) | P-Robustmess (EP) | 9233 148 | 9136 351 | 8926 628 | 9233 171 | 9132 325
O-Robustness (PAM) | 9258 094 | 9259 024 | 9236 162 | 9199 214 | 9238 1.23

P-Robustness (PAM) | 9149 146 | 9275 064 | 9232 1423 | 9060 354 | 9179 497
0-Backdoor 89.85 1000 | 89.59 9872 | 8883 8675 | 90.13 9980 | 89.60 9632

O-Robustness (EP) | 88.58 152 | 8800 321 88.17 069 | 8859 056 | 834 150

DenseNetl61 (5%) | P-Robustness (EP) | 88.03 277 | 8713 354 | 8633 147 | 8894 095 | 87.61 2.8
O-Robustness (PAM) | 8870 122 | 87.02 108 | 87.62 16l 8770 181 8776 143

P-Robustness (PAM) | 87.03 304 | 8649 194 | 858 372 | 8644 939 | 8642 452

Table 2: The post-purification robustness performance of PAM on CIFAR-100 and Tiny-ImageNet. Note that
we omit the LC attack for both the CIFAR-100 and Tiny-ImageNet, as it does not consistently achieve successful
backdoor implantation. All metrics are measured in percentage (%).

Method ‘ Evaluation Mode ‘ BadNet ‘ Blended \ SSBA ‘ Avg
| C-Acc(t) ASR(]) | C-Acc(1) ASR(]) | C-Acc(t) ASR(]) | C-Acc(t) ASR(])
O-Backdoor 78.91 99.51 78.98 100.0 78.59 92.38 78.83 97.30
O-Robustness (EP) 76.89 0.04 76.95 0.04 76.49 0.05 76.78 0.43
CIFAR-100 (5%) | P-Robustness (EP) 76.82 0.10 76.18 0.07 76.12 1.32 76.37 0.50

O-Robustness (PAM) 74.97 0.29 76.64 0.19 75.07 0.14 75.56 0.21

P-Robustness (PAM) 75.72 0.76 76.12 0.13 74.75 1.95 75.53 0.95

O-Backdoor 72.60 99.01 73.68 99.99 73.02 97.05 73.10 98.63

O-Robustness (EP) 70.90 0.02 71.11 0.01 70.24 0.01 70.75 0.13

TINY (5%) P-Robustness (EP) 70.59 0.65 70.93 0.09 69.98 1.90 70.50 0.88
O-Robustness (PAM) 68.78 0.06 67.89 0.14 68.01 4.47 68.23 1.56

P-Robustness (PAM) 68.97 7.81 66.86 0.37 67.39 14.26 67.74 7.48

Post-Purification Robustness of PAM. Algorithm 1 Path-Aware Minimization (PAM)

We evaluate the .post—purlﬁcatlon robust- Input: Tuning dataset Dr = D, U D;; Backdoored model
ness of PAM against RA and make a com- f(Who; x); Learning rate 7); Path-aware step size p; Tun-
parison with EP. Using the same experi- ing iterations

mental settings in Section 3.1, we set p Qutput: Purified model

to 0.5 for Blended and SSBA and 0.9 for  1: Initialize W with Wj

the BadNet and LC attack on CIFAR-10 2: fori=1,...,1do

and set p to 0.4 for both CIFAR-100 and 3:  Sample a mini-batch B; from the tuning set Dr;
Tiny-ImageNet. The results on CIFAR- 4:  Calculate parameter difference: Wa = Wo — Wi,
10, CIFAR-100 and Tiny-ImageNet are 5:  Obtain interpolated parameters: W; = W’i+P”V‘:,Vﬁ;
shown in Table | and Table 2. We could
observe that PAM significantly improves 1 -
post-purification robustness against RA. It 9w, = Vi, 18] Y @yes, LF (Wi z,y)
achieves a comparable robustness perfor- 7 Update current parameters: Wi, = Wi — ngyy,
mance to the EP, with an average ASR 8: end for

lower than 4.5% across all three datasets _°- return Purified model f (W)

after RA. In comparison to previous experimental results in Section 3.2, our PAM outperforms
existing defense methods by a large margin in terms of post-purification robustness. Our PAM also
achieves a stable purification performance (O-ASR), reducing the ASR below 2% on all three datasets
and preserves a high C-Acc as well, yielding only around 2% drop against the original performance
of C-Acc.

6:  Calculate gradients of W;:
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Figure 6: Ablation studies of PAM across different values of p against four types of backdoor attacks. We
conduct our evaluations on CIFAR-10 with ResNet-18.

To further verify the post-purification with PAM, following the experimental setting in Section 4.1,
we also show the LMC results of PAM in Figure 4. It is clearly observed that our PAM significantly
deviates purified models from the backdoored model along the backdoor-connected path, leading to a
robust solution similar to the EP method. This further confirms our findings about post-purification
robustness derived from LMC.

Sensitivity Analysis of p. We evaluate the performance of PAM with various values of p and
conduct experiments on CIFAR-10 with ResNet-18 against four attacks. The experimental results
are shown in Figure 6. Note that as p increases, we increase the error barrier along the connected
path, indicating an enhanced deviation of our purified model from the backdoored model. However,
simply increasing p would also compromise the competitive accuracy (C-Acc) of the purified model.
In practice, it is essential to select an appropriate p to achieve a balance between post-purification
robustness and C-Acc. We present the model performance across various p values in Table 10 of
the Appendix. We can observe that as p rises, there is a slight decrease in clean accuracy alongside
a significant enhancement in robustness against the RA. Additionally, we note that performance
is relatively insensitive to p when it exceeds 0.3. Given that we primarily monitor C-Acc (with
the validation set) in practice, we aim to achieve a favorable trade-off between these two metrics.
Therefore, we follow the approach of FST [32] and select p to ensure that C-Acc remains above a
predefined threshold, such as 92%.

5 Conclusions and Limitations

In this paper, we seek to address the following question: Do current backdoor safety tuning methods
genuinely achieve reliable backdoor safety by merely relying on reduced Attack Success Rates?
To investigate this issue, we first employ the Retuning Attack to evaluate the post-purification
robustness of purified models. Our primary experiments reveal a significant finding: existing
backdoor purification methods consistently exhibit an increased ASR when subjected to the RA,
highlighting the superficial safety of these approaches. Building on this insight, we propose a
practical Query-based Reactivation Attack, which enables attackers to re-trigger the backdoor from
purified models solely through querying. We conduct a deeper analysis of the inherent vulnerabilities
against RA using Linear Mode Connectivity, attributing these vulnerabilities to the insufficient
deviation of purified models from the backdoored model along the backdoor-connected path. Inspired
by our analysis, we introduce a simple tuning defense method, Path-Aware Minimization, which
actively promotes deviation from the backdoored model through additional model updates along the
interpolated path. Extensive experiments demonstrate the effectiveness of PAM, surpassing existing
purification techniques in terms of post-purification robustness.

This study represents an initial attempt to evaluate post-purification robustness via RA. While we
propose the practical QRA method, future work is essential to develop more efficient evaluation
techniques that can faithfully assess post-purification robustness. The need for such evaluations
is critical, as they ensure that the perceived safety of purified models is not merely superficial.
Additionally, we recognize the significant potential for enhancing QRA in the context of transfer
attacks, which we aim to explore in future research. Furthermore, we plan to broaden our research by
incorporating additional backdoor attack strategies and safety tuning methods applicable to generative
models, such as LLMs and diffusion models [ 1, 20, 37, 40], in future work. We will also apply our
existing framework of evaluation, analysis, and safety tuning method to research on unlearning in
large models.
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A Social Impact

The prevalence of Deep Neural Networks (DNNs) in modern society relies heavily on massive
amounts of training data from diverse sources. However, in the absence of rigorous monitoring mech-
anisms, these data resources become susceptible to malicious manipulation, resulting in unforeseen
and potentially harmful consequences. Among the various concerns associated with the training
dataset, backdoor attacks pose a significant threat. These attacks can manipulate the behavior of a
well-trained model by poisoning the training set with backdoored samples, often at a low cost and
without requiring complete control over the training process. While existing defense methods have
demonstrated effective backdoor purification by achieving low Attack Success Rates (ASR), they still
exhibit vulnerabilities that allow adversaries to reactivate the injected backdoor behavior easily. In
our work, instead of solely focusing on backdoor ASR, we investigate the effectiveness of modern
purification techniques from the perspective of post-purification robustness. We aim to enhance the
post-purification robustness of backdoor defense, mitigating the potential for malicious manipulation
of deployed models even after backdoor purification. In sum, our work hopes to move an initial
step towards improving post-purification robustness while also contributing to another aspect of
understanding and enhancing machine learning security.

B Experimental Settings

In this section, we provide detailed information about the experimental settings used in our evaluations.
This includes the dataset, training details, and the selection of hyperparameters. All experiments were
conducted using 4 NVIDIA 3090 GPUs. We ran all experiments 3 times and averaged all results over
3 random seeds.

B.1 Datasets and Models

-

We follow previous studies [26, 32, 48, 49] on backdoor learning, and conduct our experiments on
three widely used datasets including CIFAR-10, CIFAR-100, and Tiny-ImageNet.

* CIFAR-10 is a widely used dataset in the backdoor literature, comprising images with a
resolution of 32 x 32 and 10 categories. For backdoor training, we utilize the ResNet-18
model for main evaluation, a commonly used architecture in previous studies [32, 50, 55].
Additionally, we explore other architectures, including the ResNet-50 and DenseNet-161.

* CIFAR-100 and Tiny-ImageNet are two large-scale datasets compared to the CIFAR-10,
which include 100 and 200 different categories, respectively. Similar to previous work [32,
50], we utilize the pretrained ResNet-18 on ImageNet-1K provided by PyTorch to implement
backdoor attacks since directly training from scratch would result in an inferior model
performance on C-Acc, hence is not practical in real-world scenarios.

B.2 Implementation Details

Attack Configurations We implement 4 representative poisoning-based attacks and generally follow
the implementation from the BackdoorBench'. For the BadNet, we utilize the 3 x 3 checkerboard
patch as triggers and choose the lower right corner of the image for backdoor injection by default;
for the Blended, we adopt the Gaussian Noise as the backdoor trigger. We set the blend ratio to 0.1
for backdoor training and increase the blend ratio to 0.2 during the inference phase; for SSBA and
LC, we follow the original implementation from BackdoorBench without making modifications. In
our implementation, we set the default poisoning rate to 5%, which is commonly used in previous
studies [32, 55] and additionally explore various poisoning rates including both 1% and 10%. Note
that we do not adopt a lower poisoning rate since most of the methods suffer from effectively removing
backdoor effects when the poisoning rate is extremely low as indicated by [32]. For all backdoor
attacks, the target label is set to be 0 by default.

For CIFAR-10, we adopt an initial learning rate of 0.1 to train all the backdoored models for 100
epochs. For both the CIFAR-100 and Tiny-ImageNet, we utilize pretrained backbones and initialize
the classifiers with appropriate class numbers. We adopt a smaller learning rate of 0.001 and fine-tune

"https://github.com/SCLBD/backdoorbench
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the models for 10 epochs. We upscale the image size up to 224 * 224 during both the training and
inference stages following the implementation of [32].

Baseline Defense Configurations We evaluate several mainstream purification techniques including
pruning-based defense (ANP), tuning-based defenses (I-BAU, FT-SAM, and FST), and the state-of-
the-art trigger-inversing strategy BTI.

» EU: We add real backdoor triggers to 10% of the overall benign tuning samples, and keep
their ground-truth labels unchanged. We fine-tune the model on our tuning dataset for 20
epochs.

* ANP: We follow the original implementation in BackdoorBench, using the default hyperpa-
rameters. Regarding model pruning, we set the threshold range from 0.4 to 0.9 and report
the best purification result with a low ASR and a high model performance on C-Acc.

» [-BAU: We follow the implementation in BackdoorBench with default configurations. We
set the fixed-point approximation iterations to 5 and fine-tune backdoored models for 20
epochs.

* FT-SAM: We follow the implementation from [32] and set the neighborhood size to 1
for CIFAR-10 and 0.5 for both the CIFAR-100 and Tiny-ImageNet. We set the initial
learning rate to 0.01 and decrease the learning rate to 0.001 for both the CIFAR-100 and
Tiny-ImageNet. We fine-tune backdoored models for 20 epochs on all datasets.

* FST: For FST, we follow the original implementation’. We set the feature-shift parameter to
0.1 and the learning rate to 0.01 on CIFAR-10. On the CIFAR-100 and Tiny-ImageNet, we
decrease the feature-shift parameter to 0.001 and adopt an initial learning rate of 0.005 for
better C-Acc.

» BTI: We follow its original implementation’ and adopt the BTI (U) since it achieves a
better purification performance. We adopt the default hyperparameters for trigger inversion
including 20 iterations for decoupling benign features, and 30 iterations for training backdoor
generators, and set the norm bound to 0.3 by default. We perform BTI (U) until the loss
converges.

* PAM: On CIFAR-10, we set the path-aware step size to 0.5 for the Blended and SSBA;
while we increase the step size to 0.9 for both the BadNet and the LC attack. We use a step
size of 0.4 on CIFAR-100 and Tiny-ImageNet to maintain the model performance on C-Acc.

RA Configurations In this section, we provide the detailed experimental setting of the RA in our
revisiting Section 3. For the CIFAR-10, we adopt 5 samples for BadNet, 1 samples for Blended,
10 samples for SSBA, and 2 samples for LC attack to perform RA. For both the CIFAR-100 and
Tiny-ImageNet, we increase the number of poisoned images to 25 samples for BadNet, 10 samples for
Blended, and 35 samples for SSBA to perform RA. We set the learning rate to 0.01 for the CIFAR-10
and 0.001 for the CIFAR-100 and Tiny-ImageNet to maintain C-Acc. However, directly fine-tuning
with these poisoned samples would negatively impact the performance of C-Acc. Therefore, in
addition to the backdoored samples, we introduce extra benign samples during the fine-tuning process.
We fix the size of the tuning images to 2% of the overall training dataset, which are 1000 samples for
CIFAR-10 and CIFAR-100, and 2000 samples for Tiny-ImageNet.

Note that there are primarily two reasons for selecting only a limited number of poisoned examples
for fine-tuning during our experiments. Firstly, using a larger number of poisoned samples, such
as 10 BadNet samples on CIFAR-10, would significantly increase the ASR of a clean model. This
would undermine the reliability of our RA evaluation conducted on the purified models. Secondly, by
utilizing only a few poisoned examples, we intentionally expose the purified models to a potential
compromise, even if they exhibit a seemingly low ASR. This approach effectively highlights the
vulnerability of these purified models, emphasizing their susceptibility to attacks despite achieving a
seemingly low ASR.

QRA Configurations We employ a three-layer Multilayer Perceptron (MLP) to generate the reversed
perturbation in the input space. For simplicity, the number of neurons in all internal layers is fixed at
1024, followed by the Rectified Linear Unit (ReLLU) activation function. To train the generator, we

*https://github.com/AISafety-HKUST/stable_backdoor_purification
*https://github.com/xuxiong0214/BTIDBF
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Table 3: The post-purification robustness performance against diverse defense methods. We evaluate the
performance on CIFAR-10 with ResNet-18 and set the overall poisoning rate to 5%. The O-Backdoor indicates
the original performance of backdoor attacks, O-Robustness metric represents the purification performance of
the defense method, and the P-Robustness metric denotes the post robustness after applying RA. All metrics are
measured in percentage (%).

\ \ BadNet \ Blended \ SSBA \ LC
Method Mode
‘ ‘ C-Acc() ASR(®) ‘ C-Acc(1) ASR() ‘ C-Acc(1) ASR() ‘ C-Acc(1) ASR({)
Attack ‘ O-Backdoor ‘ 94.04 99.99 ‘ 94.77 100.0 ‘ 94.60 96.38 ‘ 94.86 99.99
Clean O-Robustness 95.07 0.57 95.07 0.90 95.07 0.61 95.07 0.81
P-Robustness 94.37 0.20 95.02 8.12 94.29 1.26 94.93 1.33
EP O-Robustness 93.57 0.94 93.47 3.37 93.39 0.53 93.64 0.52
P-Robustness 92.27 1.08 93.36 4.93 92.05 2.47 93.69 0.41
ANP O-Robustness 93.75 4.24 94.56 0.30 93.22 0.44 93.40 0.92
P-Robustness 93.76 100 94.42 54.93 93.99 82.74 94.26 97.92
BAU O-Robustness 92.63 1.61 93.47 5.77 93.41 1.63 92.80 2.49
P-Robustness 93.50 100 94.17 100 93.93 93.99 94.38 99.29
SAM O-Robustness 92.85 2.14 93.14 2.01 93.27 4.80 93.00 3.14
P-Robustness 92.89 100 93.05 78.93 92.98 72.20 92.57 97.91
FST O-Robustness 93.89 0.78 93.92 0.81 94.01 0.63 94.09 0.41
P-Robustness 93.92 100 93.88 99.87 93.91 85.53 94.16 90.36
BTI O-Robustness 92.56 1.08 92.48 0.00 92.21 2.46 93.28 2.64
P-Robustness 91.15 100 91.86 99.8 91.18 68.57 92.89 99.97
PAM (Ours) O-Robustness 92.11 1.14 93.34 1.67 92.96 1.24 92.32 4.92
P-Robustness 91.66 3.90 93.38 2.69 92.20 3.31 92.15 8.31

use 500 benign examples and 500 backdoored examples from the CIFAR-10 dataset. Our training
process is conducted over 50 epochs with a constant learning rate of 0.1. We set the « to 0.1 for the
LC attack and 0.2 for the others to achieve a high P-ASR on purified models while simultaneously
reducing the attack performance on clean models. During the training process of the perturbation
generator, we begin by flattening the input image into a one-dimensional vector before feeding it to
the generator. Once we obtain the output from the generator, we reshape it back to the original input
size. We then multiply it with the pre-defined budget e before we integrate it into the images. In our
implementation, we fix the € to 16/255 for all experiments.

C Additional Experiments

C.1 Additional Results of RA

Detailed RA performance Our previous experiments in Section 3 only provide the average metrics
on CIFAR-10. Therefore, in this section, we provide detailed RA results against each backdoor attack.
Specifically, we demonstrate the detailed experimental results of ResNet-18 with 5% poisoning rate in
Table 3; ResNet-18 with 10% poisoning rate in Table 4; ResNet-50 with 5% poisoning rate in Table 5
and DenseNet-161 with 5% poisoning rate in Table 6, respectively. Based on these experimental
results, our PAM demonstrates effective post-purification robustness against diverse architectures and
poisoning rates, which leads to only a small ASR increase (less than 3% on average) after performing
RA.

Evaluation of RA under Lower Poisoning Rate In addition to the 5% and 10% poisoning rates used
in our previous evaluation, we also include a lower poisoning rate of 1% to assess the performance
of RA. Specifically, we experiment on CIFAR-10 and utilize the ResNet-18 for a fair comparison.
We exclude the LC attack from our experiments since most defense methods struggle to adequately
purify the backdoor behavior. As shown in Table 7, our PAM achieves a tiny increase of the ASR
after RA compared to other purification techniques. This further demonstrates the effectiveness of
our PAM method in enhancing post-purification robustness.

Evaluation of RA under Other Datasets In this section, we provide additional evaluations on
RA against two other datasets. We present our experimental results in Table 8 and Table 9 for the
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Table 4: The post-purification robustness performance against diverse defense methods. We evaluate the
performance on CIFAR-10 with ResNet-18 and set the overall poisoning rate to 10%. The O-Backdoor indicates
the original performance of backdoor attacks, O-Robustness metric represents the purification performance of
the defense method, and the P-Robustness metric denotes the post robustness after applying RA. All metrics are
measured in percentage (%).

\ \ BadNet \ Blended \ SSBA \ LC
Method Mode
\ | C-Acc(t) ASR() | C-Acc(t) ASR() | C-Ace(t) ASR() | C-Acc(t)  ASR())
Attack ‘ O-Backdoor ‘ 93.73 100.0 ‘ 94.28 100.0 ‘ 94.31 98.71 ‘ 85.80 100.0
Clean O-Robustness 95.07 0.57 95.07 0.90 95.07 0.61 95.07 0.81
P-Robustness 94.37 0.20 95.02 8.12 94.29 1.26 94.93 1.33
EP O-Robustness 92.78 0.93 93.34 1.52 93.10 0.71 92.12 0.16
P-Robustness 92.17 1.58 93.06 4.78 92.04 3.70 91.79 2.03
ANP O-Robustness 93.29 0.60 94.20 0.07 93.90 2.14 84.72 0.00
P-Robustness 92.74 100.0 93.77 76.96 93.42 91.92 92.00 91.41
BAU O-Robustness 91.85 0.82 92.76 5.20 91.99 6.20 91.80 3.89
P-Robustness 92.96 100.0 93.19 99.99 93.38 97.32 91.87 99.49
SAM O-Robustness 92.63 1.50 92.64 0.79 91.70 4.01 91.81 4.78
P-Robustness 92.40 100 92.73 32.16 91.39 81.59 91.73 98.91
EST O-Robustness 93.41 0.07 93.81 0.08 93.86 0.08 92.43 3.44
P-Robustness 93.38 100.0 93.77 99.96 93.53 93.91 92.27 73.68
BTI O-Robustness 92.36 1.69 93.17 0.67 93.16 2.09 91.84 1.59
P-Robustness 91.14 100 92.44 83.43 92.48 93.82 91.94 91.93
PAM (Ours) O-Robustness 92.43 1.73 92.63 0.22 92.89 1.37 91.06 2.31
P-Robustness 91.77 1.47 91.85 7.44 92.01 2.63 90.98 3.37
BadNet Blended SSBA
100 g B i ——is ‘
;—'; 80 / / : —— EP / —— EP / ! —— EP N
5 60 ANP ANP ANP et ANP
= / BAU / / BAU BAU £ BAU
40 SAM SAM ¥ SAM O SAM
8 / ! FsT // FsT // | FsT / | FsT
g 20 ; T e BT o BTI Fo - BT : o BTI
& ol ot ___—— PAM(Ours) 7 —— PAM(Ours) —— PAM(ours) | [ . v PAM(Ours)
0102 03 0.4 0.5 0.6 0.7 0.8 0.9 10 010203 0.4 05 0.6 0.7 0.8 0.9 1.0 010203 0.4 0.5 0.6 0.7 0.8 0.5 1.0 010203 0.4 05 06 0.7 0.8 0.9 1.0
Interpolation Ratio Interpolation Ratio Interpolation Ratio Interpolation Ratio

Figure 7: The experimental results of LMC on CIFAR-10. We evaluate the performance on ResNet-18
and set the poisoning rate to 5%.

CIFAR-100 and Tiny-ImageNet, respectively. It is worth noting that our PAM method remains
effective when applied to these two datasets, resulting in only a minor increase in ASR.

C.2 Detailed Results of LMC

Detailed LMC performance In addition to the average LMC on CIFAR-10, we provide detailed
experimental results for each attack setting. We demonstrate the LMC against ResNet-18 with 5%
poisoning rate in Figure 7; ResNet-18 with 10% poisoning rate in Figure 8; ResNet-50 with 5%
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Figure 8: The experimental results of LMC on CIFAR-10. We evaluate the performance on ResNet-18
and set the poisoning rate to 10%.

17



Table 5: The post-purification robustness performance against diverse defense methods. We evaluate the
performance on CIFAR-10 with ResNet-50 and set the overall poisoning rate to 5%. The O-Backdoor indicates
the original performance of backdoor attacks, O-Robustness metric represents the purification performance of
the defense method, and the P-Robustness metric denotes the post robustness after applying RA. All metrics are

measured in percentage (%).

\ \ BadNet \ Blended \ SSBA \ LC
Method Mode
‘ ‘ C-Acc() ASR(®) ‘ C-Acc(1) ASR() ‘ C-Acc(1) ASR() ‘ C-Acc(1) ASR({)
Attack ‘ O-Backdoor ‘ 93.81 99.92 ‘ 94.53 100.0 ‘ 93.65 97.70 ‘ 94.57 99.90
Clean O-Robustness 94.6 0.72 94.6 0.19 94.6 0.77 94.60 0.80
P-Robustness 94.06 4.10 94.25 3.58 93.00 3.03 94.29 4.44
EP O-Robustness 92.84 0.98 92.10 1.12 91.84 0.43 9291 0.41
P-Robustness 92.33 1.48 91.36 3.51 89.26 6.28 92.33 1.71
ANP O-Robustness 92.26 1.01 94.51 0.30 92.46 2.08 92.05 6.32
P-Robustness 93.44 92.02 94.43 76.51 93.01 85.51 93.67 81.14
BAU O-Robustness 92.17 1.23 92.88 3.82 90.57 6.64 92.63 3.91
P-Robustness 92.85 17.94 93.7 98.49 92.28 92.94 93.14 23.73
SAM O-Robustness 91.53 2.69 92.27 4.86 91.77 2.56 91.82 3.73
P-Robustness 91.39 66.87 92.28 69.04 91.43 75.49 91.83 17.96
EST O-Robustness 92.46 0.38 93.79 0.18 93.09 3.52 92.83 1.62
P-Robustness 93.12 85.08 93.53 99.37 92.81 81.04 92.97 56.07
BTI O-Robustness 92.27 4.67 92.15 0.94 92.12 1.39 92.42 3.20
P-Robustness 92.37 100.0 91.74 99.70 92.05 68.63 91.77 89.93
PAM (Ours) O-Robustness 92.58 0.94 92.59 0.24 92.36 1.62 91.99 2.14
P-Robustness 91.49 1.46 92.75 0.64 92.32 14.23 90.68 3.54
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Figure 9: The experimental results of LMC on CIFAR-10. We evaluate the performance on ResNet-50
and set the poisoning rate to 5%.

poisoning rate in Figure 9 and DenseNet-161 with 5% poisoning rate in Figure 10, respectively. Our
experiments demonstrate that the proposed PAM method effectively introduces high error barriers
along the backdoor-connected path, leading to a greater deviation from the backdoored models.

LMC under Lower Poisoning Rate In this section, we evaluate the LMC under a lower poisoning
rate, namely 1%. As shown in Figure 11, our PAM still achieves stable high error barriers along the

backdoor-connected path compared to other defense methods.
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Figure 10: The experimental results of LMC on CIFAR-10. We evaluate the performance on
DenseNet-161 and set the poisoning rate to 5%.
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Table 6: The post-purification robustness performance against diverse defense methods. We evaluate the
performance on CIFAR-10 with DenseNet-161 and set the overall poisoning rate to 5%. We omit the performance
of ANP against BadNet since it can not achieve successful backdoor purification. The O-Backdoor indicates the
original performance of backdoor attacks, O-Robustness metric represents the purification performance of the
defense method, and the P-Robustness metric denotes the post robustness after applying RA. All metrics are
measured in percentage (%).

Method | Mode | BadNet \ Blended \ SSBA \ LC
\ | C-Ace(1) ASR(}) | C-Ace(1) ASR() | C-Ace(1) ASR() | C-Ace(1) ASR()
Attack \ O-Backdoor \ 89.85 100.0 \ 89.59 98.72 \ 88.83 86.75 \ 90.13 99.80
Clean O-Robustness 90.17 1.27 90.17 1.14 90.17 1.44 90.17 2.17
P-Robustness 89.54 2.11 89.47 1.27 88.24 4.64 89.41 4.44
EP O-Robustness 88.58 1.52 88.00 3.21 88.17 0.69 88.59 0.56
P-Robustness 88.03 2.77 87.13 3.54 86.33 1.47 88.94 0.95
ANP O-Robustness - - 89.18 4.56 88.64 2.74 90.04 1.58
P-Robustness - - 89.06 93.72 88.65 47.47 89.45 71.10
BAU O-Robustness 88.00 1.81 87.62 543 86.91 17.34 88.02 2.63
P-Robustness 88.52 91.40 88.75 90.40 87.96 78.77 88.84 82.47
SAM O-Robustness 86.91 2.00 86.96 7.38 86.64 3.92 87.79 2.52
P-Robustness 86.79 100.0 87.09 78.21 86.98 35.97 87.30 12.23
EST O-Robustness 88.33 5.37 88.56 0.18 88.32 1.63 87.40 1.57
P-Robustness 88.16 99.86 87.92 83.06 87.52 68.82 87.47 72.61
BTI O-Robustness 89.01 0.77 88.22 1.80 88.30 0.53 87.93 2.71
P-Robustness 88.11 97.73 88.35 26.20 87.43 48.47 87.67 100.0
PAM (Ours) O-Robustness 88.70 1.22 87.02 1.08 87.62 1.61 87.70 1.81
US) | P-Robustness | 87.03 3.04 86.49 1.94 85.89 372 86.44 9.39
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Figure 11: The experimental results of LMC on CIFAR-10. We evaluate the performance on
ResNet-18 and set the poisoning rate to 1%.

LMC under Other Datasets We further evaluate the LMC on other two datasets, including the
CIFAR-100 (shown in Figure 12) and the Tiny-ImageNet (shown in Figure 13). Observations through
the experimental results suggest that our PAM is also effective in introducing high error barriers along
the backdoor-connected path across diverse datasets.

LMC with Clean Samples In addition to evaluating the LMC with backdoored examples, we also
provide experimental results of the LMC with clean samples, which we refer to as the clean-connected
path. As depicted in Figure 14, we observe that diverse purification techniques exhibit almost no
clean error barrier along the clean-connected path.

C.3 Additional Results of QRA

In this section, we evaluate the QRA under various attack configurations on the CIFAR-10 dataset.
Specifically, we include additional poisoning rates (1% and 10%) in Figure 15, and two model
architectures (ResNet-50 and DenseNet-161) in Figure 16. We report the performance against two
attacks, namely the BadNet and Blended. Note that for certain defense methods, their ASR after
applying RA is low, making it hard to perform QRA evaluations on them. Therefore, we exclude these
defense methods from our evaluation and represent them as light gray in the Figure. Experimental
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Figure 12: The experimental results of LMC on CIFAR-100. We evaluate the performance on

ResNet-18 and set the poisoning rate to 5%.
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Figure 13: The experimental results of LMC on Tiny-ImageNet.

ResNet-18 and set the poisoning rate to 5%.
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Figure 14: The experimental results of the clean-connected path on CIFAR-10. We evaluate the
performance on ResNet-18 and set the poisoning rate to 5%.
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Figure 15: Experimental results of QRA against two poisoning rates (5% and 10%).
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Figure 16: Experimental results of QRA against two model architectures: ResNet-50 and DenseNet-

161.
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Table 7: The post-purification robustness performance against diverse defense methods. We evaluate the
performance on CIFAR-10 with ResNet-18 and set a lower poisoning rate to 1%. We omit the performance of
SAM against Blended since it can not achieve successful backdoor purification. The O-Backdoor indicates the
original performance of backdoor attacks, O-Robustness metric represents the purification performance of the
defense method, and the P-Robustness metric denotes the post robustness after applying RA. All metrics are
measured in percentage (%).

Method \ Mode \ BadNet \ Blended \ SSBA
\ | C-Acc(t)  ASR()) | C-Acc(t)  ASR(}) | C-Ace(t)  ASR()

Attack ‘ 0O-Backdoor ‘ 94.77 100.0 ‘ 94.90 99.12 ‘ 94.94 79.98
Clean O-Robustness 95.07 0.57 95.07 0.90 95.07 0.61
P-Robustness 94.63 1.50 94.90 2.77 94.47 0.98

EP O-Robustness 94.36 0.54 93.22 0.52 94.16 0.95
P-Robustness 93.36 0.68 93.36 0.51 92.86 0.80

ANP O-Robustness 93.41 0.60 93.84 0.29 94.61 1.13
P-Robustness 94.32 87.11 94.49 0.82 94.37 48.21

BAU O-Robustness 92.64 6.89 92.64 3.67 93.18 2.81
P-Robustness 93.88 95.67 93.92 99.91 94.14 58.04

SAM O-Robustness 93.45 2.80 - - 92.68 3.77
P-Robustness 93.64 41.72 - - 92.57 55.51

EST O-Robustness 94.47 1.48 94.09 0.00 94.20 0.13
P-Robustness 93.53 90.07 93.90 99.90 93.86 80.23

BTI O-Robustness 92.89 1.44 92.82 1.06 92.90 1.52
P-Robustness 92.33 99.98 92.50 95.21 91.92 36.84
O-Robustness 92.52 291 92.6 0.10 92.71 1.91

PAM (Ours) ‘ P-Robustness ‘ 92.61 1.74 ‘ 92,91 0.47 ‘ 91.91 3.45

Table 8: The post-purification robustness performance against diverse defense methods. We evaluate the perfor-
mance on CIFAR-100 with the pretrained ResNet-18 and set the poisoning rate to 5%. The O-Backdoor indicates
the original performance of backdoor attacks, O-Robustness metric represents the purification performance of
the defense method, and the P-Robustness metric denotes the post robustness after applying RA. All metrics are
measured in percentage (%).

Method \ Mode \ BadNet \ Blended \ SSBA

\ | C-Acc(t)  ASR()) | C-Acc(t)  ASR(}) | C-Ace(t)  ASR()

Attack | O-Backdoor | 7891 99.51 | 78.98 100.0 | 78.59 92.38
Cl O-Robustness 79.70 0.04 79.70 0.03 79.70 0.04
can P-Robustness | 78.92 0.25 79.03 0.39 78.30 1.91
Ep O-Robustness | 76.89 0.04 76.95 0.04 76.49 0.05
P-Robustness | 76.82 0.10 76.18 0.07 76.12 1.32

SAM O-Robustness | 76.27 2.85 76.54 0.44 76.34 3.30
P-Robustness | 76.63 95.30 77.16 97.90 75.50 78.35

EST O-Robustness | 73.02 1.71 72.41 0.30 73.54 0.18
P-Robustness | 72.93 93.71 72.28 100.0 72.06 59.90

BTI O-Robustness |  75.55 579 75.68 0.49 75.59 1.77
P-Robustness | 75.78 59.29 76.23 70.44 75.07 46.10
O-Robustness | 74.97 0.29 76.64 0.19 75.07 0.14

PAM (Ours) ‘ P-Robustness ‘ 7572 076 ‘ 7612 0.3 ‘ 7475 195

results demonstrate the effectiveness of our QRA on waking backdoor behavior under various attack
settings.

C.4 Results of Analyzing Sensitivity of p

We present the model performance across various p values in Table 10. Our observations reveal
that as p rises, there is a slight decrease in clean accuracy alongside a significant enhancement in
robustness against the RA. Additionally, we note that performance is relatively insensitive to p when
it exceeds 0.3. Given that we primarily monitor C-Acc (with the validation set) in practice, we aim to
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Table 9: The post-purification robustness performance against diverse defense methods. We evaluate the
performance on Tiny-ImageNet with the pretrained ResNet-18 and set the poisoning rate to 5%. The O-
Backdoor indicates the original performance of backdoor attacks, O-Robustness metric represents the purification
performance of the defense method, and the P-Robustness metric denotes the post robustness after applying RA.
All metrics are measured in percentage (%).

Method \ Mode \ BadNet \ Blended \ SSBA

\ | C-Ace(t) ASR(}) | C-Acc(1) ASR(}) | C-Ace(t) ASR()

Attack | O-Backdoor | 72.60 99.01 | 73.68 99.99 | 73.02 97.05
Clean O-Robustness |  73.88 0.08 73.88 0.10 73.88 0.05
P-Robustness | 72.99 0.76 73.48 0.60 72.10 272

Ep O-Robustness |  70.90 0.02 71.11 0.01 70.24 0.01
P-Robustness | 70.59 0.65 70.93 0.09 69.98 1.90

SAM O-Robustness | 70.65 5.92 70.80 4.02 70.18 11.22
P-Robustness | 70.90 84.64 71.30 99.41 70.61 77.85

EST O-Robustness | 65.36 0.63 66.55 1.19 65.85 3.32
P-Robustness | 65.30 93.49 65.58 60.12 64.77 77.58

BTI O-Robustness | 68.43 0.06 68.74 0.55 68.92 1.59
P-Robustness | 68.91 68.29 68.41 38.13 67.98 77.25

PAM (Ours) | O-Robustness | 68.78 0.06 67.89 0.14 68.01 447
US) | p_Robustness | 68.97 7.81 66.86 0.37 67.39 14.26

Table 10: We demonstrate the performance of PAM with diverse p and evaluate the Blended attack on CIFAR-10
with ResNet-18. The O-Robustness metric represents the purification performance of the defense method, and
the P-Robustness metric denotes the post robustness after applying RA.

Evaluation Mode | p = 0.1 (C-Acc/ASR) | p = 0.3 (C-Acc/ASR) | p=0.5(C-Acc/ASR) | p=0.7(C-Acc/ASR) | p = 0.9 (C-Acc/ASR)
O-Robustness ‘ 94.03/6.33 ‘ 93.64/2.07 ‘ 93.34/1.67 ‘ 92.12/0.50 ‘ 91.99/1.00
P-Robustness ‘ 93.60/33.29 ‘ 93.61/10.06 ‘ 93.38/2.69 ‘ 92.17/2.62 ‘ 92.54/0.30

achieve a favorable trade-off between these two metrics. Therefore, we follow the approach of FST
[32] and select p to ensure that C-Acc remains above a predefined threshold, such as 92%.

C.5 Additional Discussions on the Frequently Asked Question: Directly Applying SAM with
BTI

Given that our proposed method exhibits some similarities to the functionality of SAM, a frequently
asked question arises regarding whether utilizing reversed backdoor data from BTI in conjunction
with SAM would enhance post-purification robustness. To address this question, we further evaluate
the performance of directly integrating SAM with BTI (BTI+SAM) as a robust baseline and present
a comparative analysis with PAM in Table | 1. Our experimental results indicate that the direct
combination of BTI and SAM does not achieve the same level of robustness as PAM. This finding
underscores the significance of the backdoor-connected pathway between purified and backdoored
models, as delineated by the LMC.

Table 11: The comparison of post-purification robustness performance between BTI+SAM and PAM. We
evaluate the performance on CIFAR-10 with ResNet-18 and set the overall poisoning rate to 5%. The O-
Backdoor indicates the original performance of backdoor attacks, O-Robustness metric represents the purification
performance of the defense method, and the P-Robustness metric denotes the post robustness after applying RA.
All metrics are measured in percentage (%).

Metiod | Mode | BadNet \ Blended \ SSBA \ LC
‘ ‘ C-Acc() ASR() ‘ C-Acc(1) ASR() ‘ C-Acc(1) ASR({) ‘ C-Acc(1) ASR()
‘ O-Backdoor ‘ 94.04 99.99 94.77 100.0 94.60 96.38 94.86 99.99
‘ O-Robustness

Attack

\ \ \
BTI4+SAM 91.72 3.70 92.49 42.49 93.03 7.84 93.04 6.67
P-Robustness 92.48 100.0 92.99 100.0 93.36 94.12 92.87 92.01
PAM (Ours) O-Robustness 92.11 1.14 93.34 1.67 92.96 1.24 92.32 4.92
P-Robustness 91.66 3.90 93.38 2.69 92.20 3.31 92.15 8.31
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: Section |
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Section 5
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when the image
resolution is low or images are taken in low lighting. Or a speech-to-text system might
not be used reliably to provide closed captions for online lectures because it fails to
handle technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: No theory results

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Section B

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer:
Justification:
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Section B
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: Section B
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Section B
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

 The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification:
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: Section A
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
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generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: Section B
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
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Answer: [NA]
Justification:
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

15.

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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