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Abstract

Large Language Models (LLMs) excel in var-001
ious tasks, including personalized recommen-002
dations. Existing evaluation methods often003
focus on rating prediction, relying on regres-004
sion errors between actual and predicted rat-005
ings. However, user rating bias and item qual-006
ity, two influential factors behind rating scores,007
can obscure personal preferences in user-item008
pair data. To address this, we introduce PER-009
RECBENCH, disassociating the evaluation from010
these two factors and assessing recommenda-011
tion techniques on capturing the personal pref-012
erences in a grouped ranking manner. We013
find that the LLM-based recommendation tech-014
niques that are generally good at rating pre-015
diction fail to identify users’ favored and dis-016
favored items when the user rating bias and017
item quality are eliminated by grouping users.018
With PERRECBENCH and 19 LLMs, we find019
that while larger models generally outperform020
smaller ones, they still struggle with person-021
alized recommendation. Our findings reveal022
the superiority of pairwise and listwise rank-023
ing approaches over pointwise ranking, PER-024
RECBENCH’s low correlation with traditional025
regression metrics, the importance of user pro-026
files, and the role of pretraining data distribu-027
tions. We further explore three supervised fine-028
tuning strategies, finding that merging weights029
from single-task training is promising but im-030
proving LLMs’ understanding of user prefer-031
ences remains an open research problem.032

1 Introduction033

Personalization tailors system interactions, content,034

or recommendations to individual users by analyz-035

ing their behavior, preferences, and characteristics036

(Tan and Jiang, 2023; Zhang et al., 2024). It is crit-037

ical in domains such as content recommendation038

(Qian et al., 2013; Baek et al., 2023), user simula-039

tion (Dejescu et al., 2023), personalized chatbots040

(Srivastava et al., 2020), user profiling (Gu et al.,041

2020; Gao et al., 2023), healthcare (Goldenberg042
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Figure 1: MAE and RMSE performance of user rating
bias (average user rating history), item quality (average
item rating), and existing LLM-based personalization
methods. Simple averages of user rating history and
item quality, which do not consider individual prefer-
ences, achieve state-of-the-art performance across four
shopping domains, questioning the validity of MAE and
RMSE for evaluating personalization.

et al., 2021), and education (Pratama et al., 2023). 043

Large Language Models (LLMs) excel in diverse 044

natural language tasks, showcasing emergent abil- 045

ities (Wei et al., 2022; Lu et al., 2023). To align 046

LLM outputs with individual user preferences, per- 047

sonalization has become a key research focus, ne- 048

cessitating benchmarks for evaluation (Li et al., 049

2024; Sun, 2023, 2024). Personalized recommen- 050

dation, with its abundant user behavior data and 051

preference signals, is widely adopted as a proxy for 052

assessing LLM personalization (Kang et al., 2023). 053

Personalized recommendation evaluation can be 054

typically categorized into rating-based and ranking- 055

based paradigms. In rating-based evaluation, mod- 056

els predict a user’s rating for an item and calculate 057

regression errors such as MAE and RMSE against 058

actual ratings. However, user rating bias and query 059

item quality are two influential factors behind the 060

rating scores from a user to an item, which might 061

prevent personal preferences in user-item pairs data 062

from being learned. We hypothesize that naive 063

methods that average user rating history (user rat- 064

1



ing bias) or averaged item rating (item quality)065

can achieve competitive MAE and RMSE scores.066

To validate this, we sampled 1,000 user behaviors067

from the Amazon review dataset (Hou et al., 2024)068

across books, clothing, kitchen, and electronics do-069

mains and compared the performance with existing070

LLM-based personalized recommendation meth-071

ods (Kang et al., 2023; Liu et al., 2023a; Dai et al.,072

2023). Results in Figure 1 show that relying solely073

on statistics like user bias and item quality can074

achieve strong regression results without incorpo-075

rating personalized preferences, a pervasive issue076

in recommendation evaluation. The ranking-based077

recommendation involves predicting a user’s top-k078

favorite items based on the user’s history, consider-079

ing a recommendation successful if the predicted080

item is reviewed and rated highly. However, this081

approach relies on incomplete signals, as it sam-082

ples distractors from unreviewed items. These dis-083

tractors are not inherently poor recommendations,084

as their exposure to users remains unknown. Ef-085

fective personalization evaluation should focus on086

observed signals, distinguishing between low-rated087

and high-rated preference signals from the user.088

To isolate personalization in recommendation089

evaluation from user rating bias and item qual-090

ity, we introduce PERRECBENCH, a benchmark091

that assesses personalization based on observed092

user preferences in a grouped ranking framework.093

Specifically, models rank users within a group by094

their preferences for a shared query item. To elim-095

inate user rating bias, we define relative rating as096

the actual rating minus the user’s average rating,097

where a positive relative rating indicates the user098

prefers the item over other purchased items. To099

control for item quality, we group users who pur-100

chased the same item within a short timeframe,101

ensuring consistent item quality within each group.102

Ground truth rankings are derived by ordering users103

in each group based on their relative ratings for the104

shared item. PERRECBENCH evaluates model per-105

formance using pointwise, pairwise, and listwise106

ranking methods to rank users and measure corre-107

lations with ground truth rankings. While input108

is identical across users in a group, outputs are109

expected to reflect personalized preferences based110

on individual profiles and histories. By focusing111

on observed signals and controlling variables on112

user rating bias and item quality, PERRECBENCH113

ensures reliable assessment of personalization.114

Using data from Amazon review (Hou et al.,115

2024), we constructed PERRECBENCH with 600116

user groups, including 200 groups each with 2, 3, 117

and 4 users to represent increasing levels of dif- 118

ficulty. Benchmarking 19 off-the-shelf LLMs re- 119

vealed generally unsatisfactory performance, with 120

open-source models exceeding 100B parameters 121

approaching the performance of proprietary mod- 122

els. Among these, CLAUDE-3.5-SONNET per- 123

forms best overall. While larger LLMs generally 124

outperformed smaller ones, scaling laws did not 125

consistently hold, as increased model size did not 126

always translate to better performance. Moreover, 127

the low correlation between PERRECBENCH re- 128

sults and MAE/RMSE confirms that personaliza- 129

tion is distinct from traditional rating regression 130

tasks. Further analysis highlights the importance 131

of textual user profiles, domain relevance, and 132

shot/retrieval k settings on model performance. 133

We also investigate three supervised fine-tuning 134

(SFT) strategies to enhance personalization: single- 135

task training, joint training, and weight merging. 136

Single-task training improves task performance and 137

cross-task generalization, while weight merging 138

achieves the best results on PERRECBENCH. How- 139

ever, developing LLMs with robust personalization 140

capabilities remains an open challenge. 141

In summary, our contributions include intro- 142

ducing PERRECBENCH, the first recommendation 143

benchmark specifically designed to evaluate per- 144

sonalization by removing user rating bias and item 145

quality through observed preference signals, and 146

exploring initial strategies to tackle challenges in 147

LLM-based personalized recommendations. 148

2 PERRECBENCH 149

To assess whether LLMs can capture users’ per- 150

sonalized preferences rather than relying on rat- 151

ing bias or item quality, we introduce the PER- 152

RECBENCH Benchmark (Figure 2). We first select 153

user groups from diverse shopping domains with 154

varying sizes (§2.1). Next, we evaluate personal- 155

ization by ranking users by their preferences to- 156

wards query item using LLM-based ranking meth- 157

ods, including pointwise, pairwise, and listwise 158

approaches (§2.2). Finally, we define evaluation 159

metrics tailored to PERRECBENCH (§2.3). 160

2.1 User Group Selection 161

Let U be the set of all users, and let Hu = 162

{(xtu, ytu)} denote the historical behavior of user 163

u ∈ U , where xtu is the item purchased at times- 164

tamp t, and ytu is the corresponding rating. The 165
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Figure 2: Overview of PERRECBENCH, where the LLM ranks user preferences for a query item using pointwise,
pairwise, and listwise prompting. The ground-truth ranking is derived from relative ratings, calculated as the user’s
actual rating minus their average rating, to mitigate user rating bias. Finally, Kendall’s tau is computed between the
predicted ranking and the ground-truth ranking to evaluate performance.

goal of user group selection is to select a query166

item q and the corresponding user subset U∗ ⊆ U167

that meet the following criteria:168

Temporal Item Co-Purchase. All users in the169

group must have purchased the query item q within170

a specific time interval [t0, t0 +∆t], ensuring con-171

sistent item quality. Thus, users share the same172

query item q but have distinct histories. Formally:173

∀u ∈ U∗ : ∃t ∈ [t0, t0 +∆t], xtu = q.174

Active Users. Each user must have a sufficient175

rating history to enable effective personalization.176

A user is considered active if their history prior to177

purchasing q exceeds a threshold γ:178

∀u ∈ U∗ :
∣∣{(xt′u , yt′u ) ∈ Hu, t

′ < t(qu)}
∣∣ > γ,179

where t(qu) denotes the timestamp that user u pur-180

chased query item q, we set the active level thresh-181

old γ to 20 by default.182

Significant Relative Rating Difference. To cap-183

ture meaningful preference signals, users within184

the group must demonstrate distinct preferences185

for the query item q. We address user rating bias by186

introducing relative ratings. Let y(qu) denote user187

u’s rating for query item q, and define the relative188

rating as ỹ(qu) = y(qu)− ȳu, where ȳu represents189

user u’s average rating, eliminating the user rating190

bias. A positive relative rating indicates that the191

user prefers the query item compared to their av-192

erage rating, while a negative value suggests the193

opposite. To ensure distinguishable preferences194

within the user group, the relative rating difference195

between any two users must exceed a threshold λ, 196

set to 0.6 by default: 197

∀u, v ∈ U∗, u ̸= v : |ỹ(qu)− ỹ(qv)| > λ. 198

Using these criteria, we constructed PER- 199

RECBENCH, comprising 663 user groups with five 200

users per group across book, clothing, kitchen, and 201

electronic domains. To create a progressive testbed, 202

we randomly down-sampled 200 user groups with 203

sizes of 2, 3, and 4, representing ascending levels 204

of difficulty. 205

2.2 LLM-based Ranking Methods 206

PERRECBENCH evaluates LLMs’ ability to rank 207

users’ preferences for a shared query item. For- 208

mally, the task requires the LLM to predict a rank- 209

ing r for u ∈ U∗ and compare it to the ground truth 210

ranking r∗ based on user preferences. To compre- 211

hensively assess LLMs’ personalization capabili- 212

ties, we adopt multiple ranking approaches, includ- 213

ing pointwise rating prediction, pairwise ranking, 214

and listwise ranking, to evaluate their effectiveness 215

in modeling user preferences. 216

Pointwise Rating Prediction Given a single user 217

u with rating history Hu, we feed the top-k most 218

relevant user’s behavior history w.r.t. query item q 219

and user profile pu to the LLM, asking it to predict 220

user’s rating su for the query item q. 221

su = LLM(ϕpt(q,Dq
u, pu)), 222

where ϕpt is the pointwise rating prediction prompt 223

template, and pu = LLM(Hu) denotes the textual 224

user profile generated by an instruction-tuned LLM. 225
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The retrieved user history Dq
u = R(qu,H<t(qu)

u , k)226

represents the top-k relevant user history prior to227

the timestamp of qu, with R as the retriever. Using228

the predicted ratings for all users in the group, we229

compute each user’s predicted relative rating s̃u =230

su−ȳu, where ȳu is the user’s average rating. Users231

are then ranked based on their predicted relative232

rating r = argsort({s̃u, u ∈ U∗}).233

Pairwise Ranking As shown in prior research234

(Qin et al., 2024; Sun et al., 2023), LLMs can ef-235

fectively perform text ranking through pairwise236

comparisons. Similarly, we use pairwise ranking237

paradigm to rank users based on their preferences238

on the query item. In pairwise ranking, the funda-239

mental unit is the comparison of user preferences240

for the same query item. The pairwise comparison241

function f between user ui and uj is:242

f(ui, uj) = LLM[ϕpr(q, (Dq
ui
, pui), (Dq

uj
, puj ))],243

where ϕpr is the prompt template for pairwise user244

preference comparison. The LLM outputs which245

user has a stronger preference for the query item.246

To mitigate the position bias in LLM judgment247

(Ye et al., 2024; Lu et al., 2022), for each pair of248

users, we swap the position of user ui and uj and249

only consider preferences differences if the judg-250

ments are consistent across both orderings. Using251

the pairwise comparison function, we rank users252

with heapsort, which ensures O(N logN) compu-253

tational complexity and has been shown effective254

in LLM-based text ranking (Qin et al., 2024). This255

process yields the final pairwise ranking r.256

Listwise Ranking Previous research (Sun et al.,257

2023; Ma et al., 2023) has shown that LLMs are258

effective at listwise text ranking, where they rank259

the relevance of multiple documents to a query in a260

single prompt. Similarly, LLMs can rank a group of261

users within a single prompt input, where each user262

u is represented by their retrieved rating history Dq
u263

and the corresponding user profile pu. The ranking264

r is defined as:265

r = LLM(ϕgp(q, {(Dq
u, pu), u ∈ U∗})),266

where ϕgp is the prompt construction function for267

listwise ranking.268

2.3 Evaluation Metric269

To evaluate LLMs’ personalization capabilities, we270

measure the correlation between the predicted user271

preference ranking and the ground truth ranking.272

The ground truth ranking r∗ is derived from the 273

relative ratings within the selected user group: 274

r∗ = argsort({ỹ(qu), u ∈ U∗}), 275

where ỹ(qu) is the ground truth relative rating. The 276

evaluation metric, Personalization Tau Correlation 277

(PTC), is computed as Kendall’s tau correlation 278

between the predicted ranking r and the ground 279

truth ranking r∗ : 280

PTC = Kendall-tau(r, r∗). 281

Overall, we define relative ratings to capture users’ 282

preferences for a query item while eliminating user 283

rating bias. All users within a group are ranked 284

based on the same query item, ensuring consistent 285

item quality. User preference signals are clearly 286

observed through their reviewed ratings, derived 287

from differences in relative ratings across users. 288

By using a single query item, PERRECBENCH ex- 289

pects personalized outputs tailored to each user’s 290

history and profile. This evaluation paradigm is 291

specifically designed to assess personalization ca- 292

pabilities, making the personalization signal easy 293

to interpret. 294

3 Experimental Settings 295

We evaluate the personalization capabilities of 19 296

off-the-shelf LLMs, including open-source models: 297

Llama-3.1-8B-it, Llama-3.1-70B-instruct, Meta- 298

Llama-3.1-405B-Instruct (Dubey et al., 2024), 299

Gemma-2-9B-it, Gemma-2-27B-it (Team et al., 300

2024), Ministral-8B-Instruct-2410, Mistral-Nemo- 301

Instruct-2407, Mixtral-8x22B Instruct v0.1 (Jiang 302

et al., 2024), Qwen2.5-7B-Instruct, Qwen2.5-14B- 303

Instruct, Qwen2.5-32B-Instruct, Qwen2.5-72B- 304

Instruct, Qwen2.5-Coder-32B-Instruct (Qwen et al., 305

2024), DeepSeek-v3 (Liu et al., 2024a), and pro- 306

prietary models: Claude-3.5-haiku, Claude-3.5- 307

sonnet, GPT-4o-mini, and GPT-4o (Hurst et al., 308

2024). For a fair comparison, all models were 309

tested with a temperature of 0.1 using zero-shot 310

prompting by default. For LLM fine-tuning, we 311

applied LoRA (Hu et al., 2021) for efficient fine- 312

tuning with rank 16, training for 2 epochs with a 313

batch size of 32 and a learning rate of 1 × 10−5. 314

We use BM25 (Trotman et al., 2014) retriever and 315

the number of retrieved history items k was set to 316

4 by default, and performance is reported under 317

zero-shot settings without further notice. 318

4



Table 1: Main results on PERRECBENCH. Scores range from -1 to 1, with higher values indicating better
performance. The best results across different LLMs are highlighted in bold, and the second-best results are
underlined.

Model easy medium hard Avg.
pointwise pairwise listwise pointwise pairwise listwise pointwise pairwise listwise

Open-source LLMs
LLAMA3.1-8B-IT -0.27 0.25 0.30 0.03 -0.01 -0.01 -0.03 0.07 0.05 0.04
GEMMA-2-9B-IT 0.13 0.23 0.25 0.00 0.10 -0.08 0.03 0.05 0.09 0.09
QWEN2.5-7B-IT -0.10 0.17 0.16 0.06 0.05 -0.05 0.02 0.08 0.02 0.05
MINISTRAL-8B-IT -0.04 0.02 0.09 0.00 0.06 -0.01 0.05 0.02 0.01 0.02
MISTRAL-12B-NEMO-IT -0.11 0.14 0.37 0.00 0.07 0.01 0.05 0.02 -0.10 0.05
QWEN2.5-14B-IT 0.09 0.23 0.17 0.05 0.10 0.03 0.08 0.09 0.02 0.10
GEMMA-2-27B-IT 0.21 0.15 0.15 0.02 0.03 -0.01 0.06 0.07 0.02 0.08
MIXTRAL-8X22B-IT -0.02 0.25 0.35 0.05 0.11 0.03 0.05 0.09 0.07 0.11
QWEN2.5-32B-IT 0.21 0.26 0.35 -0.01 0.09 0.02 0.08 0.07 0.07 0.13
QWEN2.5-CODER-32B-IT 0.04 0.26 0.12 0.01 0.06 0.02 0.03 0.06 0.03 0.07
QWEN2.5-72B-IT 0.09 0.27 0.24 0.04 0.10 0.06 0.04 0.09 0.03 0.11
LLAMA-3.1-70B-IT 0.09 0.31 0.32 0.00 0.09 0.13 0.09 0.12 0.10 0.14
MISTRAL-LARGE-123B-IT 0.19 0.31 0.33 0.09 0.09 0.06 0.09 0.08 0.07 0.15
LLAMA-3.1-405B-IT 0.14 0.31 0.38 0.08 0.09 0.05 0.05 0.08 0.11 0.14
DEEPSEEK-V3-671B 0.23 0.21 0.23 0.13 0.10 0.06 0.14 0.06 0.06 0.14

Proprietary LLMs
CLAUDE-3.5-HAIKU 0.21 0.27 0.32 0.09 0.08 0.10 0.09 0.04 0.02 0.14
CLAUDE-3.5-SONNET 0.27 0.34 0.31 0.11 0.07 0.14 0.13 0.10 0.12 0.18
GPT-4O-MINI 0.20 0.31 0.41 0.13 0.04 0.05 0.07 0.05 0.04 0.15
GPT-4O 0.25 0.29 0.27 0.10 0.07 0.11 0.08 0.07 0.06 0.15

4 Results319

Table 1 shows the performance of 19 off-the-shelf320

LLMs on PERRECBENCH. We have the observa-321

tions as follows.322

LLMs struggle with personalized recommen-323

dation. Across 19 LLMs, performance on PER-324

RECBENCH ranges from 0.02 to 0.18, within325

Kendall’s tau value range of [−1, 1]. This indi-326

cates a low to moderate correlation between predic-327

tions and ground truth rankings. Pointwise, pair-328

wise, and listwise ranking methods all demonstrate329

limited success, with average Kendall’s tau scores330

ranging from -0.27 to 0.38 across models and meth-331

ods. Even the best-performing model, CLAUDE-332

3.5-SONNET, achieves only 0.18 on average across333

different group sizes and ranking methods. Quali-334

tative analysis in Appendix G further reveals that335

current LLM reasoning typically relies on simple336

neighbor-based collaborative filtering, which re-337

stricts deeper personalization. Thus, effectively338

leveraging LLMs for personalized recommenda-339

tion remains an open research challenge.340

Scaling law does not always hold for person-341

alization. While the scaling law suggests larger342

models generally perform better on tasks (Kaplan343

et al., 2020), our results show that increasing model344

size does not consistently improve personalization345

performance. For example, in the QWEN model 346

series, the 7B, 14B, and 32B models perform as 347

expected with scores of 0.05, 0.11, and 0.13, respec- 348

tively. However, the 72B model performs worse 349

than the 32B model and similarly to the 14B model. 350

Similarly, in the GEMMA series, the 27B model 351

performs close to the 9B model. These results chal- 352

lenge the assumption that larger models inherently 353

enhance personalization capabilities. 354

Pairwise and listwise ranking outperform point- 355

wise. Across all user group sizes and models, the 356

average Kendall’s tau scores for pointwise, pair- 357

wise, and listwise ranking are 0.19, 0.38, and 0.35, 358

respectively. Pairwise and listwise ranking meth- 359

ods significantly outperform pointwise ranking. We 360

attribute this to the limitations of pointwise ranking, 361

where the model evaluates a single user in isolation, 362

making it difficult to discern subtle preference dif- 363

ferences. In contrast, pairwise and listwise methods 364

allow the model to leverage comparative reason- 365

ing, capturing nuanced differences by analyzing 366

multiple users within a single prompt. 367

Strong open-source LLMs rival proprietary 368

models. Open-source models demonstrate com- 369

petitive performance compared to proprietary 370

counterparts on PERRECBENCH. For instance, 371

MISTRAL-LARGE-123B-IT and LLAMA-3.1- 372

405B-IT achieve average Kendall’s tau scores of 373
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Figure 3: Correlation between Kendall’s tau in PER-
RECBENCH and traditional metrics (MAE and RMSE).
The results show weak correlation, further confirming
that MAE and RMSE are not reliable indicators of per-
sonalization capabilities.

0.15, slightly outperforming CLAUDE-3.5-HAIKU374

and approaching the performance of the GPT-4O375

family and CLAUDE-3.5-SONNET. These results376

suggest that with proper optimization, open-source377

models can be viable alternatives for personaliza-378

tion tasks, offering performance close to or on par379

with commercial models.380

5 Analysis381

Tau’s Correlation with MAE and RMSE To382

validate that PERRECBENCH successfully isolates383

personalization capabilities in LLM recommen-384

dations, while traditional metrics like MAE and385

RMSE do not, we analyze their correlation with386

PERRECBENCH performance. Specifically, we387

adopted prompt templates from Kang et al. (2023);388

Liu et al. (2023a); Dai et al. (2023) and used the389

default prompting in PERRECBENCH. Addition-390

ally, we generated four prompt variants using GPT-391

4O based on the original prompts. We varied the392

number of retrieved history items k in {2, 4, 8}393

and the number of shots in {0, 1, 2, 3}. For each394

configuration, we computed MAE, RMSE, and395

PERRECBENCH performance, setting the decoding396

temperature to 0 to eliminate randomness. The cor-397

relations between Kendall’s tau, MAE, and RMSE398

are visualized in Figure 3, alongside the corre-399

sponding Pearson correlation coefficients. The re-400

sults show that both MAE and RMSE have weak401

correlations with Kendall’s tau in PERRECBENCH.402

Notably, while Liu et al. (2023a) demonstrates mod-403

erate performance on MAE and RMSE, its perfor-404

mance on PERRECBENCH consistently falls below405

random guessing. This indicates that traditional406

rating prediction metrics like MAE and RMSE are407

poor indicators of personalization capabilities.408

Table 2: Performance of GPT-4O-MINI on PER-
RECBENCH with different prompting methods, where
the best performance across prompting method is in
bold, the second best is underlined. Incorporating user
profiles significantly enhances personalization capabili-
ties, whereas few-shot, self-consistency, and chain-of-
thought prompting does not consistently improve per-
formance and may even degrade it.

Prompting easy medium hard Avg.
pt pr ls pt pr ls pt pr ls

ZERO-SHOT .20 .31 .41 .13 .04 .05 .07 .05 .04 .15
ZERO-SHOT W/O PROFILE .14 .24 .27 .11 .06 .02 .05 .08 .05 .11
FEW-SHOT .15 .31 .37 .13 .07 .03 .09 -.02 .06 .13
FEW-SHOT W/O PROFILE .16 .20 .29 .10 .07 .03 .08 .03 .08 .11
SELF-CONSISTENCY .28 .33 .35 .11 .05 .04 .07 .05 .03 .15
CHAIN-OF-THOUGHT .09 .26 .31 .08 .08 .08 .08 .05 .01 .12

Comparing Prompting Methods Previous stud- 409

ies (Richardson et al., 2023; Tan et al., 2024b) 410

have shown that incorporating textual user pro- 411

files into prompts can enhance model performance. 412

However, conflicting conclusions exist regarding 413

whether few-shot prompting improves LLM per- 414

sonalization capabilities (Kang et al., 2023; Zhiyuli 415

et al., 2023). To address this, we evaluate person- 416

alization performance under different prompting 417

methods using GPT-4O-MINI, with results pre- 418

sented in Table 2. Including user profiles pu in 419

prompts leads to an average performance improve- 420

ment of 28%. Few-shot prompting, while benefi- 421

cial for pointwise and listwise methods, reduces 422

performance in pairwise prompting, resulting in 423

relatively stable overall performance. Combining 424

user profiles with few-shot prompting yields worse 425

performance than zero-shot prompting with user 426

profiles. Self-consistency prompting (with 5 sam- 427

pling times) improved performance in simpler rank- 428

ing tasks but showed negligible or no gains in more 429

challenging settings. Chain-of-thought prompting, 430

which guides relative rating computation and rank- 431

ing steps, unexpectedly degraded performance, par- 432

ticularly for easy tasks. These findings suggest 433

that prompting strategies such as few-shot, self- 434

consistency, and chain-of-thought are not univer- 435

sally effective for enhancing personalization perfor- 436

mance. This may be due to inconsistencies between 437

user behavior patterns in few-shot demonstrations 438

and those in the query task. These results validate 439

the design choice of profile-augmented zero-shot 440

prompting as the primary method in our main ex- 441

periments, as it strikes a better balance between 442

simplicity and performance. 443

Performance across Different Domains Per- 444

sonalized recommendations span various domains, 445

6



Table 3: PERRECBENCH results of LLAMA-3.1-8B-IT and MISTRAL-12B-NEMO-IT with different supervised
fine-tuning strategies, where colors indicate higher , same , and lower performance compared to prompting
baseline. While weight merging generally achieves the best performance, it fails to achieve universal improvement
across different ranking methods and task difficulties.

Training Method easy medium hard Avg.
pointwise pairwise listwise pointwise pairwise listwise pointwise pairwise listwise

LLAMA-3.1-8B-IT
PROMPTING -0.27 0.25 0.30 0.03 -0.01 -0.01 -0.03 0.07 0.05 0.04
POINTWISE ONLY 0.13 0.21 - 0.18 0.00 - 0.11 0.03 - -
PAIRWISE ONLY -0.04 0.21 - 0.18 0.06 - 0.18 0.09 - -
LISTWISE ONLY -0.14 0.15 -0.05 0.18 0.03 -0.03 0.19 0.03 0.05 0.04
MULTI-TASK TRAINING 0.12 0.00 0.04 0.16 -0.02 -0.01 0.13 -0.01 0.04 0.05
WEIGHT MERGING 0.15 0.22 0.31 0.22 -0.01 -0.03 0.16 0.08 0.06 0.13

MISTRAL-12B-NEMO-IT
PROMPTING -0.11 0.14 0.37 0.00 0.07 0.07 0.05 0.02 -0.10 0.07
POINTWISE ONLY 0.17 0.31 0.20 0.07 -0.01 0.09 0.08 0.02 0.01 0.12
PAIRWISE ONLY 0.17 0.40 0.26 0.02 -0.03 0.06 0.05 0.03 0.06 0.12
LISTWISE ONLY 0.17 0.30 0.22 0.10 0.08 0.05 0.08 -0.01 -0.02 0.11
MULTI-TASK TRAINING 0.17 0.11 0.12 0.16 0.01 0.02 0.11 0.01 0.03 0.08
WEIGHT MERGING 0.19 0.34 0.21 0.08 0.08 0.07 0.06 0.01 0.11 0.13

book clothing electronic kitchen
domain

-0.40

-0.20

0.00

0.20

Ke
nd

al
l's

 

0

100

200

300

co
un

t

pointwise pairwise listwise count

Figure 4: Performance across different domains and av-
erage item name count in the pretraining dataset. Query
items with higher frequency in pretraining data gener-
ally show better performance in PERRECBENCH.

each with unique data distributions that can influ-446

ence model performance. To examine this, we447

analyzed the correlation between model perfor-448

mance across different shopping domains and the449

frequency of item names in the LLM pretraining450

dataset. Specifically, we selected 50 user groups451

from the book, clothing, electronic, and kitchen452

domains, comparing their performance on PER-453

RECBENCH with the average frequency of item454

names in the pretraining corpus. Since the training455

corpora of base LLMs are not publicly accessible,456

we approximated using the Dolma Corpus (Sol-457

daini et al., 2024), which contains 3.1T tokens. The458

infini-gram method (Liu et al., 2024b) was used to459

calculate the average occurrence of item names in460

the corpus. As shown in Figure 4, query items with461

higher frequencies in the pretraining dataset gener-462

ally exhibit better performance in PERRECBENCH.463

These findings suggest that LLM personalization464

capabilities are partially influenced by the domain465

distribution of their pretraining data, emphasizing466

the importance of diverse training datasets for im-467

proving performance across domains.468

6 Enhancing LLM Personalized 469

Recommendation 470

Results from PERRECBENCH reveal that current 471

LLMs are not effective personalized recommender 472

systems, as they show limited capability in under- 473

standing user preferences when user rating bias and 474

item quality are eliminated. To address this limi- 475

tation, we explore several supervised fine-tuning 476

(SFT) strategies using held-out user groups. The 477

methods are as follows: 478

• Single-task Training This approach involves 479

training the model exclusively on one ranking 480

method from pointwise, pairwise, or listwise. 481

• Multi-task Training In this method, pointwise, 482

pairwise, and listwise ranking tasks are combined 483

to create a joint training dataset for SFT. 484

• Weight Merging Parameters trained separately 485

on pointwise θpt, pairwise θpr, and listwise meth- 486

ods θls are merged using a linear combination: 487

θfnl = α×θpt+β×θpr+(1−α−β)×θls. We 488

set α = β = 1/3, averaging the weights from 489

the three models. 490

Results We evaluate these SFT methods using 491

LLAMA-3.1-8B-IT and MISTRAL-12B-NEMO-IT, 492

with results shown in Table 3. Surprisingly, single- 493

task training not only improves performance in the 494

targeted ranking task but also shows moderate im- 495

provement in other tasks, suggesting effective task 496

transfer. Conversely, multi-task training often un- 497

derperforms compared to single-task training, indi- 498

cating potential negative task transfer. The weight 499

merging method consistently delivers the best re- 500
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sults, achieving a notable improvement in average501

Kendall’s tau and performance close to that of 70B502

parameter models. These findings highlight the503

importance of positive task transfer for developing504

LLMs capable of pointwise, pairwise, and listwise505

preference ranking. Though cannot achieve univer-506

sal improvement against direct prompting, weight507

merging emerges as a viable improve strategy.508

7 Related Work509

Evaluation Metric of Personalized Recommen-510

dation Personalized recommendation systems511

are evaluated using metrics tailored to ranking-512

based and rating-based tasks. For ranking-based513

recommendations, models predict an ordered list of514

items, evaluated using metrics such as Normalized515

Discounted Cumulative Gain (NDCG) (Järvelin516

and Kekäläinen, 2002) and Hit Rate (HR) for rank-517

ing quality. Mean Reciprocal Rank (MRR) (Radev518

et al., 2002) assesses the position of the first rele-519

vant item, while Precision@K and Recall@K eval-520

uate the relevance of top-k recommendations. Met-521

rics like Coverage and Diversity capture the range522

of items recommended and their dissimilarity, re-523

spectively. For rating-based tasks, where models524

predict user ratings for query items. Metrics such525

as Mean Absolute Error (MAE) and Root Mean526

Squared Error (RMSE) (Willmott and Matsuura,527

2005) measure regression error, while R-Squared528

(Nagelkerke et al., 1991) evaluates the fit between529

predictions and actual ratings. Rating prediction530

can also be treated as a binary classification task,531

with metrics like AUC-ROC (Hanley and McNeil,532

1982), F1 Score, Precision, Recall, and Log Loss533

used to assess performance.534

LLM-based Personalized Recommendation535

Existing LLM-based methods for personalized536

recommendations can be broadly classified537

into ranking-based and rating-based approaches.538

Ranking-based methods generate an ordered list of539

items for users, leveraging user behavior history540

to predict the top-K items of interest. In-context541

learning is a popular paradigm, with several works542

exploring exemplars to improve understanding of543

user preferences (Liu et al., 2023a; Dai et al., 2023;544

Zhang et al., 2023a; Liu et al., 2023b; Hou et al.,545

2023; Du et al., 2023). Zhang et al. (2023b) intro-546

duced Chain-of-Thought prompting for top-K rec-547

ommendations. Fine-tuning LLMs has also been548

explored to improve representation and domain549

adaptation. For instance, Chen (2023) and Gen-550

Rec (Ji et al., 2023) fine-tuned Llama-7B for rec- 551

ommendation tasks, while Zhang et al. (2023b) 552

adapted Flan-T5-XL through instruction tuning. 553

Harte et al. (2023) integrated LLM embeddings 554

and prompts with traditional sequential recommen- 555

dation approaches. Rating-based methods predict 556

user ratings for specific items, probing LLMs’ abil- 557

ity to understand preferences and predict user be- 558

havior. Similar to ranking tasks, these methods 559

can involve frozen or fine-tuned LLMs. For frozen 560

LLMs, BookGPT (Zhiyuli et al., 2023) and Dai 561

et al. (2023) used prompt engineering for rating 562

prediction, while KAR (Xi et al., 2023) generated 563

user profiles and item knowledge for use in dis- 564

criminative recommendation systems. Fine-tuned 565

LLMs include Kang et al. (2023), which adapted 566

LLMs to rating prediction tasks, and TallRec (Bao 567

et al., 2023), which integrated LoRA and instruc- 568

tion tuning. OPPU (Tan et al., 2024b) introduced 569

personalized PEFT for private and accurate rating 570

prediction, while Per-Pcs (Tan et al., 2024a) opti- 571

mized PEFT for efficient personalization. 572

Ranking-based evaluations are limited by their 573

reliance on unreviewed items as distractors, as 574

these items may still be suitable recommendations 575

despite lacking user exposure. Rating-based meth- 576

ods are influenced by user rating biases and item 577

quality, often failing to accurately reflect personal- 578

ization capabilities. To address these limitations, 579

we propose PERRECBENCH, a benchmark that 580

eliminates biases from ratings and item quality, 581

relying solely on observed user preference signals 582

to evaluate true personalization effectiveness. 583

8 Conclusion 584

User rating bias and item quality significantly im- 585

pact user ratings, often hindering the evaluation 586

of user preferences. To address this, we intro- 587

duced PERRECBENCH, a personalized recommen- 588

dation benchmark that removes the influence of 589

rating bias and item quality, focusing solely on 590

observed user preference signals to evaluate per- 591

sonalization capabilities. Extensive experiments 592

on PERRECBENCH reveal that current LLMs face 593

substantial challenges in personalization, with per- 594

formance varying based on prompting methods and 595

training domains. We also investigated supervised 596

fine-tuning strategies, finding weight merging to be 597

the most effective, but enhancing LLMs’ personal- 598

ization capabilities remains an open challenge. 599
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Limitations600

We identify two key limitations in PERRECBENCH.601

First, the dataset scale is relatively small, compris-602

ing 200 user groups for each difficulty level, re-603

sulting in a total of 600 groups and 1800 users.604

This limitation arises from the strict constraints in605

selecting personalization data. Additionally, the606

user group selection criteria in PERRECBENCH607

may bias the dataset toward more popular items,608

potentially introducing item-related bias into the609

evaluation process. Second, the methods explored610

for improving LLM personalization capabilities are611

not universally effective in all scenarios, leaving612

the challenge of enhancing personalized LLM rec-613

ommendations an open research problem. Future614

work could explore encoding user histories into615

personalized PEFT parameters (Tan et al., 2024b),616

which may offer a promising direction with suffi-617

cient computational resources. Furthermore, our618

experiments employ LoRA for SFT on Llama-3.1-619

8B-it and Mistral-12B-Nemo-it. While efficient,620

this approach might impact results compared to621

full-parameter fine-tuning.622

Ethical Considerations623

Data Bias The design of PERRECBENCH relies624

on observed user preferences, and while efforts625

are made to eliminate rating bias and item qual-626

ity effects, biases inherent in the underlying data627

may still influence the evaluation and personaliza-628

tion capabilities. For instance, popular items may629

disproportionately appear in user groups, poten-630

tially introducing item-related biases. Such biases631

could skew evaluations and lead to misleading con-632

clusions about LLM personalization performance.633

Future work should explore methods to ensure di-634

versity and fairness in data selection and mitigate635

biases in both user and item distributions.636

Privacy Personalization inherently requires the637

use of user-specific data, which may include638

sensitive or private information. While PER-639

RECBENCH focuses on observed user preferences640

and anonymized data, extending this benchmark to641

real-world applications may involve privacy risks.642

Care must be taken to ensure that data used for per-643

sonalization is anonymized, securely stored, and644

handled in compliance with privacy regulations.645

Future iterations of PERRECBENCH could incorpo-646

rate privacy-preserving techniques, such as differ-647

ential privacy or personalized parameter-efficient648

fine-tuning (PEFT), to enhance privacy safeguards. 649

Accessibility The computational demands of 650

LLM training and evaluation, particularly for 651

benchmarks like PERRECBENCH, pose challenges 652

for smaller organizations or individual researchers 653

with limited resources. This may exacerbate dis- 654

parities in access to cutting-edge personalization 655

research and hinder equitable advancements in the 656

field. Efforts should focus on improving the effi- 657

ciency of benchmarking frameworks and exploring 658

lightweight alternatives to support broader accessi- 659

bility and inclusivity in AI research. 660

Fairness in Personalization While PER- 661

RECBENCH aims to evaluate personalization 662

capabilities, care must be taken to ensure that such 663

personalization does not inadvertently reinforce 664

harmful stereotypes or exclude certain user groups. 665

Models evaluated on PERRECBENCH should 666

be assessed not only for their personalization 667

accuracy but also for fairness and inclusivity, 668

ensuring equitable treatment across diverse user 669

populations. 670
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Figure 5: The statistics of PERRECBENCH, including
the distribution of actual rating, relative rating, length
of user history, and the purchase date.

Table 4: Statistics of PERRECBENCH.

Statistics Held-out Data Test Data

# Review 2,438 1,007
# User 2,140 986
# Query Item 466 200
# Rating History 157,480 61,412
# Token 289,164 111,017
Domain book, clothing, electronic, kitchen
Time Range 07/16/2022 - 05/16/2023 07/25/2005 - 04/14/2023

A PERRECBENCH Statistics983

We present the statistics of PERRECBENCH in Fig-984

ure 5, which include the distributions of actual985

ratings, relative ratings, the number of user rating986

histories, and the purchase dates of query items.987

The actual ratings are biased toward scores of 1988

and 5. The relative rating distribution peaks around989

0 and follows an approximately normal distribu-990

tion. For the distribution of user rating histories, a991

long-tail pattern is observed, with all selected users992

having more than 20 rating histories to ensure suf-993

ficient data for personalization. The purchase date994

distribution shows that most user activity in PER-995

RECBENCH occurred around 2022, indicating that996

PERRECBENCH contains up-to-date data.997

Regarding the design choice of PERRECBENCH,998

there is a potential concern that popular items may999

disproportionately appear within user groups, pos-1000

sibly introducing item-related biases. Such biases1001

could skew the evaluation towards popular items,1002

misleading assessments of LLM personalization1003

performance. To address this concern, we analyze1004

the distribution of item popularity in Table 5. The1005

analysis reveals that item popularity doesn’t show1006

significant bias toward popular items. This result1007

suggests that our dataset is not overly skewed by1008

highly popular items, mitigating concerns about1009

item popularity bias. Additionally, the distributions1010

of user activities—including actual ratings, rela-1011

Table 5: Distribution of item popularity in PER-
RECBENCH.

Range Rating Count

(0, 5000] 162
(5000, 10000] 135
(10000, 20000] 252
(20000, 50000] 363
(50000, 100000] 285
(100000, 1034896] 192

Table 6: Performance of traditional recommendation
methods on PERRECBENCH: The results indicate that
traditional methods struggle with personalization, of-
ten producing nearly non-personalized recommendation
outputs.

Model easy medium hard

pointwise pointwise pointwise

COLLABORATIVE FILTERING -0.04 0.04 0.02
MATRIX FACTORIZATION -0.20 0.04 0.02
NEURAL COLLABORATIVE FILTERING -0.27 -0.03 -0.08

tive ratings, user rating history counts, and review 1012

dates presented in Figure 5—also exhibit reason- 1013

able patterns without notable bias. Collectively, 1014

these analyses demonstrate that PERRECBENCH is 1015

both diverse and representative, ensuring reliable 1016

insights for evaluating personalized recommenda- 1017

tion performance. 1018

Regarding the data scale, our PERRECBENCH, 1019

comprising 600 user groups and 1,800 users, is 1020

comparable to, or even larger than, those used in 1021

similar LLM-based evaluation studies. For exam- 1022

ple, Kang et al. (2023) used 2,000 data points for 1023

testing, Dai et al. (2023) sampled 500 users, and 1024

Liu et al. (2023a) sampled 100 data points from 1025

Amazon Beauty reviews. Additional benchmark 1026

statistics are provided in Table 4. 1027

B Performance of Traditional 1028

Recommendation Methods 1029

We also experiment with traditional recommenda- 1030

tion methods on our PERRECBENCH, including 1031

content-based filtering (Pazzani, 2007), matrix fac- 1032

torization (Koren et al., 2009), and neural collab- 1033

orative filtering (He et al., 2017). Specifically, for 1034

content-based filtering, we adopted item-based col- 1035

laborative filtering, where given a query item, we 1036

calculate the similarity between the user’s reviewed 1037

items using Jaccard similarities and do weighted 1038

aggregation on history rating based on the simi- 1039

larities to obtain the predicted rating. For matrix 1040

factorization, we only user ID and parent_asin of 1041
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Figure 6: Performance of PERRECBENCH-EASY with
different retrieval k and and shot number. By searching
the appropriate k and shot combination, we can improve
the performance.

the item are used as input embeddings. For collab-1042

orative filtering, we adopt a two-layer MLP with1043

hidden size of 64 and 32.1044

Since traditional recommendation methods can1045

only do pointwise rating prediction, we adopt the1046

pointwise ranking setting in PERRECBENCH, pre-1047

dicting each user’s actual rating and obtain user rel-1048

ative rating by subtracting the user average rating1049

and do the ranking based on relative rating. Results1050

are presented in Table 6, we find traditional recom-1051

mendation methods fail to capture the personalized1052

preference in PERRECBENCH and give close to1053

non-personalized predictions. These results indi-1054

cate that traditional recommendation methods are1055

hard to capture the personalized preference signals.1056

C Analysis (Cont.)1057

Combination of Shot and k Although the pre-1058

liminary results in Table 2 indicate that few-shot1059

prompting does not consistently enhance person-1060

alization capabilities, its interaction with different1061

retrieval history counts (k) warrants further inves-1062

tigation to understand the role of demonstrations1063

in LLM personalization. To explore this, we vary1064

the shot size (shot ∈ {0, 1, 2, 3, 4, 5}) and the re-1065

trieval history count (k ∈ {1, 2, 4, 8, 12, 16}) and1066

visualize the performance for pointwise, pairwise,1067

and listwise evaluations, as well as the average1068

performance under the easy setting in Figure 6.1069

The results show that while few-shot prompting1070

does not consistently improve performance and1071

can sometimes degrade it, it provides relatively 1072

consistent improvements when k ∈ {2, 4} and 1073

shot ∈ {4, 5}. Furthermore, when k = 1, increas- 1074

ing the number of shots results in noticeable im- 1075

provements; however, this benefit diminishes as 1076

k increases. We hypothesize that while both shot 1077

examples and retrieval histories provide relevant 1078

information, the retrieval history is more directly 1079

aligned with the user’s personalized preferences. In 1080

contrast, patterns in randomly chosen shots may in- 1081

troduce noise, distracting the LLM and negatively 1082

affecting predictions. 1083

Performance w.r.t. User Group Size From the 1084

main results, the average performance for user 1085

group sizes of 2, 3, and 4 is 0.201, 0.052, and 0.058, 1086

respectively. These findings suggest that groups 1087

with two users are less challenging for LLMs, as 1088

they only require a single comparison between the 1089

two users. However, as the group size increases 1090

beyond two, the number of comparisons required 1091

for user preference evaluation grows, leading to sig- 1092

nificant performance degradation. We visualize the 1093

performance of pointwise, pairwise, and listwise 1094

rankings across different user group sizes in Figure 1095

7. The results show that pointwise ranking is more 1096

robust to variations in group size, with performance 1097

decreasing only slightly from 0.09 to 0.05 and 0.06. 1098

In contrast, pairwise and listwise rankings exhibit 1099

significant drops when the group size exceeds two, 1100

with pairwise ranking declining from 0.24 to 0.07 1101

and listwise ranking from 0.27 to 0.05. This trend 1102

may be attributed to the accumulation of errors in 1103

pairwise ranking and the increased complexity of 1104

the task in listwise ranking as the group size grows. 1105

Scaling Law in PERRECBENCH We analyze 1106

the performance of the Llama, Qwen, Gemma, 1107

and Mistral model families to investigate the scal- 1108

ing law in PERRECBENCH, as shown in Figure 1109

8. For the Llama and Mistral families, larger pa- 1110

rameter sizes consistently lead to better perfor- 1111

mance, aligning with the scaling law. However, this 1112

trend does not hold uniformly for the Qwen and 1113

Gemma model families. For instance, the Qwen- 1114

2.5-72B-it model significantly underperforms the 1115

Qwen-2.5-32B-it model, and the Gemma-2-27B-it 1116

model falls short compared to the Gemma-2-9B-it 1117

model. These findings suggest that while larger 1118

models often exhibit stronger performance in PER- 1119

RECBENCH, simply increasing parameter size does 1120

not guarantee performance improvements. This 1121

challenges the universal applicability of the scal- 1122
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ing law in PERRECBENCH, indicating that factors1123

beyond parameter count may play a critical role in1124

model performance.1125

D Computational Resources1126

All experiments are implemented on a server with 31127

NVIDIA A6000 GPU and Intel(R) Xeon(R) Silver1128

4210R CPU @ 2.40GHz with 20 CPU cores. For1129

model fine-tuning, it takes 9 hours, 4 hours, 121130

hours, and 25 hours to do pointwise, pairwise, and1131

listwise supervised fine-tuning on a single GPU.1132

E Scientific Artifacts1133

PERRECBENCH is built with the help of many1134

existing scientific artifacts, including PyTorch1135

(Paszke et al., 2019), Numpy (Harris et al., 2020),1136

huggingface, vllm (Kwon et al., 2023), and trans-1137

formers (Wolf et al., 2020). We will make the1138

PERRECBENCH data, source code, and all model1139

output publicly available to facilitate further re-1140

search.1141

F Discussion on Difference between 1142

PERRECBENCH and Traditional 1143

Preference Ranking Methods 1144

To observe the personalization signals, PER- 1145

RECBENCH constraint the input query to the same 1146

item, for different users, we expect different out- 1147

put that tailors the user’s personalized preference, 1148

which share some similarities with methods that 1149

use preference learning or ranking different out- 1150

put within the same user context. To strengthen 1151

the novelty of our PERRECBENCH, we discuss the 1152

difference between the PERRECBENCH and tradi- 1153

tional preference ranking method. 1154

• Unlike traditional preference learning ap- 1155

proaches, our grouping strategy is designed not 1156

for training but for benchmarking. By system- 1157

atically removing rating bias and item quality 1158

signals across grouped users, PERRECBENCH 1159

isolates a model’s ability to distinguish between 1160

preferred and dispreferred items in personalized 1161

contexts, an aspect that existing evaluation frame- 1162

works do not specifically target. 1163

• Traditional preference ranking methods typically 1164

operate within a uniform user context and rank 1165

sampled outputs based on that context. In con- 1166

trast, PERRECBENCH provides an item premise 1167

and ranks users based on their individual prefer- 1168

ences toward the same query item. This approach 1169

directly evaluates personalization signals by rec- 1170

ognizing that different users may have distinct 1171

recommendations for the same item, thereby set- 1172

ting our work apart from standard preference 1173

learning methods. 1174

• Many existing preference ranking methods de- 1175

pend on human or reward model annotations for 1176
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model outputs, which can be both expensive and1177

time-consuming to collect (Köpf et al., 2024),1178

and inconsistent data quality can limits the evalu-1179

ation (Zhou et al., 2024). Our approach leverages1180

extensive Amazon review data to isolate user rat-1181

ing bias and item quality without additional an-1182

notation efforts, offering a scalable and efficient1183

alternative for benchmarking personalization.1184

G Case Study1185

To better understand why existing large language1186

models (LLMs) struggle with personalized recom-1187

mendations and exhibit relatively limited perfor-1188

mance on PERRECBENCH, we conducted an in-1189

depth case study using relevant examples presented1190

in Tables 7 through 16. Additionally, we provide1191

Chain-of-Thought outputs from both GPT-4o-mini1192

and GPT-4o to illustrate the reasoning processes of1193

these models during recommendations.1194

For the pointwise ranking method, both GPT-4o-1195

mini and GPT-4o adopt a straightforward, neighbor-1196

based collaborative filtering approach. They iden-1197

tify the most similar items from retrieved user his-1198

tories and predict the user’s rating for the query1199

item based primarily on item similarity and general1200

scoring trends. This approach overlooks detailed1201

reasons behind user preferences, specific item char-1202

acteristics, and evolving user tastes.1203

In contrast, the pairwise ranking method pro-1204

vides a more comprehensive rationale. It begins1205

by summarizing the preferences of two users, ana-1206

lyzing the query item relative to these preferences,1207

and then making an accurate prediction. This struc-1208

tured reasoning supports the superior overall per-1209

formance of the pairwise method among the three1210

ranking approaches.1211

The listwise ranking method shares some limi-1212

tations with the pointwise approach because it in-1213

volves pointwise rating predictions. Consequently,1214

it suffers from the drawbacks of neighbor-based1215

collaborative filtering, including constraints due to1216

the retriever’s effectiveness in personalized con-1217

texts and the models’ reasoning capabilities. How-1218

ever, the listwise ranking method provides addi-1219

tional user context, enabling comparative reasoning1220

across multiple users and their preferences, thus1221

explaining its improved performance compared to1222

the pointwise method.1223

To enhance the recommendation reasoning pro-1224

cess, we propose leveraging user-generated reviews1225

as a valuable source of preference signals. Utilizing1226

review content to capture nuanced user preferences1227

can help supervise models more effectively, en- 1228

abling deeper understanding of user preferences, 1229

generating more persuasive recommendation ra- 1230

tionales, and ultimately enriching the overall user 1231

experience. 1232

H Prompt Template 1233

Pointwise Prompt Template
[System]
Act as a personalized product recommender
system. Below is a list of user’s rating history,
shown in [User History]. Your task is to predict
the user’s rating for the query item, which is
described in [Query Item Details]. Analyze each
user’s preferences for the query item based on
their historical ratings to generate the predic-
tion. Output a predicted rating ranging from
1 to 5, where 1 being not recommended and 5
being highly recommended. The final answer
should strictly follow this JSON structure:
{"predicted_rating": <rating>}

[User History]
{User Data}

[Query Item Details]
{Query Item Information}

Answer:
1234

Pairwise Prompt Template
[System]
Act as a personalized product recommender sys-
tem. Below is a pair of users, [User A] and [User
B], each with their rating history. Your task is
to determine which user is more likely to prefer
the query item, based on its details in [Query
Item Details]. Analyze each user’s preferences
for the query item using their historical ratings
and output the user more likely to prefer the
query item.
[User A]
{User A Information}

[User B]
{User B Information}

[Query Item Details]
{Query Item Information}
Which user prefer the query item more? Output
only "[User A]" or "[User B]", do not generate
anything else:

1235
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Listwise Prompt Template
[System]
Act as a personalized product recommender
system. Below is a group of users accompanied
with each user’s rating history, shown in [Users].
Your task is to rank these users based on their
preference of the query item, which is described
in [Query Item Details]. Analyze each user’s
preferences for the query item based on their
historical ratings to generate this ranking.
Output the list of user indices (e.g., 1 for User1),
ranked from highest to lowest preference for
the query item. The final output should rank
users from most preferred to least preferred
for the query item and adhere to the JSON
structure shown below: {"predicted_ranking":
<user_ranking>}

[Users]
{All User Information within User Group}

[Query Item Details]
{Query Item Information}

The answer ranks users from most preferred
to least preferred for the query item and ad-
here to the following JSON format, output
the list of user indices (e.g., 1 for User1), do
not include any additional information: {"pre-
dicted_ranking": <user_ranking>}
Answer:

1236

Prompt Template for User Profile Generation
### User Behavior history
{User Behavior List}

### Task Instruction
You are given a list of user behavior history data.
Your task is to analyze this data and create a
user profile that describes the user’s preferences,
interests, and patterns of behavior. This profile
should be written in a concise and coherent nar-
rative form. Only generate user profile without
any additional characters or formatting.

1237

Template for a Single Behavior
### Item Title
{Item Name}

### Item Author
{Author Name}

### User Rating
{User Rating}

1238

Template for a Single User
<|The Start of User Data|>
### User Profile
{User Profile}

### User Most Common Rating
{User Most Common Rating}

### User Average Rating
{User Average Rating}

{Retrieved Top-k User History Behavior}

<|The End of User Data|>
1239

Query Item Template
<|The Start of Query Item Information|>
### Item Title
{Item Name}

### Item Author
{Item Author}
<|The End of Query Item Information|>

1240

Pointwise Chain-of-Thought Prompt Tem-
plate
[System]
To predict a user’s rating for a query item,
follow these steps: 1. Analyze the user’s
preference for the query item using their history
and profile. 2. Predict the user’s rating for
the query item: If the item is likely preferred
by the user, the predicted rating should be
higher than the user’s average rating. If the
item is unlikely to be preferred by the user,
the predicted rating should be lower than the
user’s average rating. Act as a personalized
product recommender system. Below is a list
of user’s rating history, shown in [User History].
Your task is to predict the user’s rating for the
query item, which is described in [Query Item
Details]. Analyze each user’s preferences for the
query item based on their historical ratings to
generate the prediction. Output a predicted
rating ranging from 1 to 5, where 1 being not
recommended and 5 being highly recommended.
The final answer must strictly follow this JSON
structure: {"predicted_rating": <rating>}.

[User History]
{User Data}

[Query Item Details]
{Query Item Information}

Answer: Let’s think step by step.
1241

Pairwise Chain-of-Thought Prompt Template
[System]
Act as a personalized product recommender sys-
tem. Below is a pair of users, [User A] and [User
B], each with their rating history. Your task is to
determine which user is more likely to prefer the
query item, based on its details in [Query Item
Details]. Analyze each user’s preferences for the
query item using their historical ratings and out-
put the user more likely to prefer the query item.

[User A]
{User A Information}

[User B]
{User B Information}

[Query Item Details]
{Query Item Information}

Which user prefer the query item more? First
provide a short thinking step, then output your
final answer in "[User A]" or "[User B]".
Answer:

1242
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Listwise Chain-of-Thought Prompt Template
[System]
To rank user preferences, follow these steps:
1. Predict the rating of the query item for
each user. 2. Calculate the relative rating by
subtracting each user’s average rating from the
predicted rating. 3. Rank user preferences
based on the relative ratings: users with higher
relative ratings should be ranked higher, while
those with lower relative ratings should be
ranked lower. Act as a personalized product
recommender system. Below is a group of
users accompanied with each user’s rating
history, shown in [Users]. Your task is to rank
these users based on their preference of the
query item, which is described in [Query Item
Details]. Analyze each user’s preferences for
the query item based on their historical ratings
to generate this ranking. Output the list of
user indices (e.g., 1 for User1), ranked from
highest to lowest preference for the query item.
The final output should rank users from most
preferred to least preferred for the query item
and adhere to the JSON structure shown below:
{"predicted_ranking": <user_ranking>}

[Users]
{All User Information within User Group}

[Query Item Details]
{Query Item Information}

The answer ranks users from most preferred
to least preferred for the query item and ad-
here to the following JSON format, output the
list of user indices (e.g., 1 for User1): {"pre-
dicted_ranking": <user_ranking>}
Answer: Let’s think step by step.

1243
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Table 7: Pointwise ranking output in PERRECBENCH.

Input [User History]
<|The Start of User Data|>
## User Profile
The user appears to have a strong interest in home decor and organization. They
have purchased various items such as wall art, a headboard, a folding table, bed
sheets, and storage ottomans, suggesting a desire to create a comfortable and stylish
living environment. Additionally, their purchase of a vacuum cleaner and coat rack
indicates a concern for cleanliness and organization.
The user also seems to have a preference for quality and durability, as evidenced by
their purchase of high-thread-count sheets and a stainless steel coffee percolator.
They may value products that are long-lasting and well-made.
Furthermore, the user has shown an interest in area rugs, with purchases ranging
from small runners to larger rugs, potentially indicating a desire to add warmth and
texture to their living spaces.
Overall, the user profile suggests an individual who values a well-organized and
aesthetically pleasing home environment, with a focus on quality and functional
pieces that contribute to both comfort and style.
## User Most Common Rating
5.0
## User Average Rating
3.9
### Item Title
West Bend 54159 Classic Stainless Steel Electric Coffee Percolator with Heat
Resistant Handle and Base Features Detachable Cord, 12-cup, Silver
### User Rating
2.0
### Item Title
Cloth Napkins Set of 12 Cotton Linen Blend Printed Dinner Napkins Perfect for
Parties Dinners Weddings Cocktail Christmas Napkins Cloth 20x20 Blue Floral
### User Rating
5.0
### Item Title
Weavric Cloth Dinner Napkin Bulk, Set of 12, 20 X 20 Inches Wrinkle-Free
Washable Reusable Forest Green Linen Table Napkins with Hemmed Edge for
Wedding, Party, Hotel, Restaurant
### User Rating
5.0
### Item Title
Crown Mark Barlow Bicast Headboard, King
### User Rating
5.0
<|The End of User Data|>

[Query Item Details]
<|The Start of Query Item Information|>
### Item Title
Keurig K-Slim Coffee Maker, Single Serve K-Cup Pod Coffee Brewer, Multistream
Technology, Scarlet Red
<|The End of Query Item Information|>
Answer:

Gemma-2-9B-it {"predicted_rating": 4}
Qwen-2.5-14B-it {"predicted_rating": 4}
Llama-3.1-70B-it {"predicted_rating": 2.0}
GPT-4o-mini {"predicted_rating": 4.0}
Claude-3.5-Sonnet {"predicted_rating": 3}
Ground Truth actual rating: 5.0
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Table 8: Pointwise ranking output in PERRECBENCH.

GPT-4o-mini CoT To predict the user’s rating for the query item "Keurig K-Slim Coffee Maker," we
will analyze the user’s history and preferences in relation to this coffee maker.
User Preferences:
The user has shown interest in home decor and quality items. There’s a strong
emphasis on kitchen and dining items, notably the purchase of a stainless steel
coffee percolator which they rated a low 2.0. The user has invested in quality dining
items like cloth napkins, rating them highly (5.0), indicating an appreciation for
well-made home products. Analysis of Historical Ratings:
The user assigned a rating of 2.0 to the electric coffee percolator, which suggests
they may have specific preferences concerning coffee makers and possibly value
versatility and convenience. They highly rated cotton linen blend napkins (5.0) and
a headboard (5.0), indicating that when they perceive an item as aligning with their
aesthetic or functional preferences, they respond with positive ratings. Comparison
with Query Item:
The Keurig K-Slim Coffee Maker is a single-serve coffee maker, which contrasts
with the percolator they rated poorly. This implies that the user may prefer a
more traditional or more classic coffee brewing method. The K-Slim model offers
convenience but lacks the traditional appeal of a percolator; thus, it may not align
with the user’s demonstrated taste. Predicted Rating:
Given their average rating of 3.9 and the fact that they rated a similar item (the
percolator) poorly, it indicates that while they may appreciate the convenience of a
single-serve coffee maker, they also have certain expectations and preferences that
this model may not entirely meet. Based on this analysis, the predicted rating for
the Keurig K-Slim Coffee Maker is likely lower than the user’s average rating due
to their prior dissatisfaction with a similar item.
Therefore, I predict the user’s rating will be:
{"predicted_rating": 3}

GPT-4o CoT To predict the user’s rating for the "Keurig K-Slim Coffee Maker," let’s analyze the
user’s preferences:
User Profile Analysis:
The user values quality, durability, and functional home items. Their interest in
organization and stylish living spaces is notable. They have previously purchased a
stainless steel coffee percolator, indicating an interest in coffee-making appliances.
User Rating History:
The user’s most common rating is 5.0, and their average rating is 3.9. They rated
a high-quality coffee percolator at 2.0, suggesting that specific coffee-making ap-
pliances might not have fully met their expectations, possibly due to features or
satisfaction levels. Query Item Analysis:
The query item is a "Keurig K-Slim Coffee Maker," which aligns with their interest
in coffee-making appliances. The product’s emphasis on convenience with its
single-serve feature may appeal to the user’s interest in functionality. Prediction
Considerations:
Given their lower rating for a previous coffee-related purchase, it is likely they are
discerning in their evaluations of coffee makers. However, the user might appreciate
the functional and stylish aspects of the Keurig, which could positively influence
their rating. Considering these factors, the user might appreciate this item but could
potentially judge it critically based on their past experience with coffee items.
{"predicted_rating": 3.0}

Ground Truth actual rating: 5.0
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Table 9: Pairwise ranking output in PERRECBENCH.

Input [User A]
<|The Start of User Data|>
## User Profile
The user appears to have a diverse range of interests and preferences based on their
purchase history. They seem to be interested in kitchen and household items, with
purchases including a foil cutter, cheese slicer, dish soap dispenser, trash can, and
cabinet organizers. They also appear to enjoy beer and have purchased beer-related
products like a beer dispenser and bar towel.

The user’s purchase history suggests an interest in home decor and organization,
with items like decorative wall art, a vanity, and storage shelves. They have also
purchased alarm clocks, indicating a need for timekeeping devices.

In terms of electronics and appliances, the user has bought a Keurig coffee maker, a
gaming chair, and a robot vacuum cleaner, suggesting an interest in convenience
and technology.

The user’s ratings reveal a preference for high-quality and functional products,
with items like the foil cutter, cheese slicer, vanity, and oscillating fan receiving
high scores. However, they also seem to be dissatisfied with some purchases, as
evidenced by the low scores given to certain items like alarm clocks and towels.

Overall, the user appears to be practical and value-conscious, seeking products that
serve specific purposes and offer good quality and functionality. Their interests span
across various categories, including kitchen, home organization, decor, technology,
and entertainment.

## User Most Common Rating
1.0

## User Average Rating
2.1

### Item Title
Keurig K-Classic Coffee Maker K-Cup Pod, Single Serve, Programmable, 6 to 10
oz. Brew Sizes, Black
### User Rating
1.0
### Item Title
Leick Favorite Finds Coffee Table
### User Rating
1.0

### Item Title
Ottomanson CTW1008-16X30 8 Piece Turkish Cotton Towels, 16" X 30"-Set of 6,
Brown
### User Rating
2.0

### Item Title
OKP K8 Robot Vacuum and Mop Combo, 2000Pa Super Suction, Integrated Design
of Dust Box Water Tank, Self Charging, Robotic Vacuums for Pet Hair, Blue
### User Rating
1.0
<|The End of User Data|>
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Table 10: Pairwise ranking output in PERRECBENCH.

Input [User B]
<|The Start of User Data|>
## User Profile
The user appears to have a strong interest in home decor and organization. They
have purchased various items such as wall art, a headboard, a folding table, bed
sheets, and storage ottomans, suggesting a desire to create a comfortable and stylish
living environment. Additionally, their purchase of a vacuum cleaner and coat rack
indicates a concern for cleanliness and organization.

The user also seems to have a preference for quality and durability, as evidenced by
their purchase of high-thread-count sheets and a stainless steel coffee percolator.
They may value products that are long-lasting and well-made.

Furthermore, the user has shown an interest in area rugs, with purchases ranging
from small runners to larger rugs, potentially indicating a desire to add warmth and
texture to their living spaces.

Overall, the user profile suggests an individual who values a well-organized and
aesthetically pleasing home environment, with a focus on quality and functional
pieces that contribute to both comfort and style.

## User Most Common Rating
5.0

## User Average Rating
3.9

### Item Title
West Bend 54159 Classic Stainless Steel Electric Coffee Percolator with Heat
Resistant Handle and Base Features Detachable Cord, 12-cup, Silver
### User Rating
2.0

### Item Title
Cloth Napkins Set of 12 Cotton Linen Blend Printed Dinner Napkins Perfect for
Parties Dinners Weddings Cocktail Christmas Napkins Cloth 20x20 Blue Floral
### User Rating
5.0

### Item Title
Weavric Cloth Dinner Napkin Bulk, Set of 12, 20 X 20 Inches Wrinkle-Free
Washable Reusable Forest Green Linen Table Napkins with Hemmed Edge for
Wedding, Party, Hotel, Restaurant
### User Rating
5.0

### Item Title
Crown Mark Barlow Bicast Headboard, King
### User Rating
5.0

<|The End of User Data|>
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Table 11: Pairwise ranking output in PERRECBENCH.

Input [Query Item Details]
<|The Start of Query Item Information|>
### Item Title
Keurig K-Slim Coffee Maker, Single Serve K-Cup Pod Coffee Brewer, Multistream
Technology, Scarlet Red
<|The End of Query Item Information|>

Which user prefer the query item more? Output only "[User A]" or "[User B]", do
not generate anything else:

Gemma-2-9B-it [User A]
Qwen-2.5-14B-it [User B]
Llama-3.1-70B-it [User A]
GPT-4o-mini [User B]
Claude-3.5-Sonnet [User B]
GPT-4o-mini To determine which user is more likely to prefer the query item, a Keurig K-Slim

Coffee Maker, we analyze their past purchasing behavior and preferences.
User A has previously rated the Keurig coffee maker and another coffee-related
item poorly (1.0 rating for the Keurig K-Classic Coffee Maker). This indicates a
strong dissatisfaction with similar products. Despite having an interest in kitchen
appliances, their negative experiences with coffee makers suggest they would not be
inclined towards another model.
User B, while having a diverse interest in home decor and organization, demonstrates
a preference for quality products, specifically mentioning their purchase of a stainless
steel coffee percolator. Their overall positive rating history with several items
(average rating of 3.9 and common rating of 5.0) suggests they have a greater
likelihood of favoring a coffee brewer if the quality aligns with their past preferences.
Considering User A’s dissatisfaction with coffee makers compared to User B’s
interest in quality home products, User B is more likely to prefer the query item.
Final answer: [User B]

GPT-4o Thinking Step:
User A has previously bought a Keurig coffee maker but rated it very low (1.0). This
suggests dissatisfaction with this type of product or brand.
User B has shown an interest in coffee-related items, such as a stainless steel
coffee percolator, though their rating for it was only 2.0, which suggests a lack of
satisfaction. However, their overall rating trend and interest in quality household
items could indicate a cautious preference for coffee makers if it meets certain
quality and aesthetic standards.
While both users have some interest in coffee makers, User B generally rates
household items higher and values style and quality, which might lead them to give
the query item a chance despite their specific coffee-related rating being low.
Final Answer: [User B]

Ground Truth [User B]
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Table 12: Listwise ranking output in PERRECBENCH.

Input [Users]
<|The Start of User1 Data|>
## User Profile
Based on the user behavior history data, this user appears to have a strong interest
in kitchen and household items. They have purchased a variety of appliances and
tools for cooking, baking, and food preparation, such as a stand mixer, sandwich
maker, grill, and coffee maker. Additionally, they seem to value convenience and
practicality, as evidenced by their purchase of a touchless trash can and a slim,
shatterproof pitcher. The user also seems to appreciate furniture and decor items that
have a rustic or natural aesthetic, as shown by their purchase of a rustic end table.
Overall, this user likely enjoys cooking, entertaining, and creating a comfortable
and functional living space.

## User Most Common Rating
5.0

## User Average Rating
4.5

### Item Title
Keurig K-Mini Plus Coffee Maker, Single Serve K-Cup Pod & Keurig K-Cup Pod
& Ground Coffee Storage Unit
### User1 Rating
5.0

### Item Title
Keurig K-Mini Plus Coffee Maker, Single Serve K-Cup Pod & Keurig K-Cup Pod
& Ground Coffee Storage Unit
### User1 Rating
5.0

### Item Title
Signature Design by Ashley - Mestler Rustic Chairside End Table w/ Two Fixed
Multi-Colored Shelves, Brown
### User1 Rating
5.0

### Item Title
Signature Design by Ashley - Mestler Rustic Chairside End Table w/ Two Fixed
Multi-Colored Shelves, Brown
### User1 Rating
5.0
<|The End of User1 Data|>

<|The Start of User2 Data|>
## User Profile
The user appears to have a strong interest in home decor and organization. They
have purchased various items such as wall art, a headboard, a folding table, bed
sheets, and storage ottomans, suggesting a desire to create a comfortable and stylish
living environment. Additionally, their purchase of a vacuum cleaner and coat rack
indicates a concern for cleanliness and organization.

The user also seems to have a preference for quality and durability, as evi-
denced by their purchase of high-thread-count sheets and a stainless steel coffee
percolator. They may value products that are long-lasting and well-made.
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Table 13: Listwise ranking output in PERRECBENCH.

Input Furthermore, the user has shown an interest in area rugs, with purchases ranging
from small runners to larger rugs, potentially indicating a desire to add warmth and
texture to their living spaces.

Overall, the user profile suggests an individual who values a well-organized and
aesthetically pleasing home environment, with a focus on quality and functional
pieces that contribute to both comfort and style.

## User Most Common Rating
5.0

## User Average Rating
3.9

### Item Title
West Bend 54159 Classic Stainless Steel Electric Coffee Percolator with Heat
Resistant Handle and Base Features Detachable Cord, 12-cup, Silver
### User2 Rating
2.0

### Item Title
Cloth Napkins Set of 12 Cotton Linen Blend Printed Dinner Napkins Perfect for
Parties Dinners Weddings Cocktail Christmas Napkins Cloth 20x20 Blue Floral
### User2 Rating
5.0

### Item Title
Weavric Cloth Dinner Napkin Bulk, Set of 12, 20 X 20 Inches Wrinkle-Free
Washable Reusable Forest Green Linen Table Napkins with Hemmed Edge for
Wedding, Party, Hotel, Restaurant
### User2 Rating
5.0

### Item Title
Crown Mark Barlow Bicast Headboard, King
### User2 Rating
5.0
<|The End of User2 Data|>

<|The Start of User3 Data|>
## User Profile
The user appears to have diverse interests spanning personal care, kitchen gadgets,
and home organization. They seem to value quality and convenience, as evidenced
by their high ratings for items like the vanilla sticks, manual food chopper,
herb mincer, and Oster convection toaster oven. However, they also express
dissatisfaction with certain products, such as the humidifier, milk frother, can
openers, and pepper mill, suggesting a discerning eye for functionality.
The user’s interest in kitchen tools and appliances is evident, with a focus on
efficient food preparation and storage solutions. The purchase of a high-quality
food processor with a spiralizer attachment indicates a potential interest in healthy
eating or culinary exploration.
Organization and storage seem to be important to the user, as demonstrated by
their purchase of a shoe storage rack and refrigerator liners. Comfort is also a
consideration, with the purchase of a heated mattress pad and a leg elevation pillow,
although the latter received a low rating.
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Table 14: Listwise ranking output in PERRECBENCH.

Input Overall, the user appears to be a practical and discerning consumer who values
quality, convenience, and organization in their personal and kitchen-related
purchases, while also exploring new culinary avenues and prioritizing comfort at
home.

## User Most Common Rating
1.0

## User Average Rating
2.7

### Item Title
Best Cool Mist Humidifier UltraSonic Steam Vaporizer - Whisper Quiet Technology,
Moistair Electric with Warm LED Light
### User3 Rating
1.0

### Item Title
Cusinart Small Pusher
### User3 Rating
5.0

### Item Title
ZYLISS FastCut Herb Mincer
### User3 Rating
5.0

### Item Title
FRESH STICKS - Golden Vanilla
### User3 Rating
5.0
<|The End of User3 Data|>

<|The Start of User4 Data|>
## User Profile
The user appears to have a diverse range of interests and preferences based on their
purchase history. They seem to be interested in kitchen and household items, with
purchases including a foil cutter, cheese slicer, dish soap dispenser, trash can, and
cabinet organizers. They also appear to enjoy beer and have purchased beer-related
products like a beer dispenser and bar towel.

The user’s purchase history suggests an interest in home decor and organi-
zation, with items like decorative wall art, a vanity, and storage shelves. They have
also purchased alarm clocks, indicating a need for timekeeping devices.

In terms of electronics and appliances, the user has bought a Keurig coffee
maker, a gaming chair, and a robot vacuum cleaner, suggesting an interest in
convenience and technology.
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Table 15: Listwise ranking output in PERRECBENCH.

Input The user’s ratings reveal a preference for high-quality and functional products,
with items like the foil cutter, cheese slicer, vanity, and oscillating fan receiving
high scores. However, they also seem to be dissatisfied with some purchases, as
evidenced by the low scores given to certain items like alarm clocks and towels.

Overall, the user appears to be practical and value-conscious, seeking prod-
ucts that serve specific purposes and offer good quality and functionality. Their
interests span across various categories, including kitchen, home organization,
decor, technology, and entertainment.

## User Most Common Rating
1.0
## User Average Rating
2.1
### Item Title
Keurig K-Classic Coffee Maker K-Cup Pod, Single Serve, Programmable, 6 to 10
oz. Brew Sizes, Black
### User4 Rating
1.0
### Item Title
Leick Favorite Finds Coffee Table
### User4 Rating
1.0
### Item Title
Ottomanson CTW1008-16X30 8 Piece Turkish Cotton Towels, 16Ẍ 30-̈Set of 6,
Brown
### User4 Rating
2.0
### Item Title
OKP K8 Robot Vacuum and Mop Combo, 2000Pa Super Suction, Integrated Design
of Dust Box Water Tank, Self Charging, Robotic Vacuums for Pet Hair, Blue
### User4 Rating
1.0
<|The End of User4 Data|>

[Query Item Details]
<|The Start of Query Item Information|>
### Item Title
Keurig K-Slim Coffee Maker, Single Serve K-Cup Pod Coffee Brewer, Multistream
Technology, Scarlet Red
<|The End of Query Item Information|>

The answer ranks users from most preferred to least preferred for the query
item and adhere to the following JSON format, do not include any additional
information: {p̈redicted_ranking:̈ <user_ranking>}
Answer:

Gemma-2-9B-it {"predicted_ranking": [1, 2, 4, 3]}
Qwen-2.5-14B-it {"predicted_ranking": [1, 2, 4, 3]}
Llama-3.1-70B-it {"predicted_ranking": [1, 2, 4, 3]}
GPT-4o-mini {"predicted_ranking": [1, 2, 3, 4]}
Claude-3.5-Sonnet {"predicted_ranking": [1, 2, 3, 4]}
Ground Truth [2, 1, 4, 3]
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Table 16: Listwise ranking output in PERRECBENCH.

GPT-4o-mini CoT To rank the users based on their preferences for the query item "Keurig K-Slim
Coffee Maker", we follow the outlined steps:
1. Predict the Rating of the Query Item for Each User We’ll estimate how likely
each user is to rate the Keurig K-Slim Coffee Maker based on their previous ratings
and interests:
User 1: Strong interest in kitchen and coffee-making items. Given their historical
ratings and high common rating (5.0), it’s reasonable to predict a rating of 5.0.
User 2: Interest in quality kitchen items, but has diverse ratings including a low one
for an electric percolator (2.0). We can predict a rating of 3.5.
User 3: Shows strong interest in kitchen gadgets and previously rated the Cusinart
Small Pusher and ZYLISS Herb Mincer positively. Predicting a rating of 4.0.
User 4: Ratings are generally low across items, especially in categories related to
convenience and kitchen products. Given this, we can predict a rating of 2.0.
2. Calculate the Relative Rating Now we’ll calculate the relative ratings by subtract-
ing each user’s average rating from the predicted rating.
User 1: Predicted: 5.0, Average: 4.5 Relative Rating = 5.0 - 4.5 = 0.5 User 2:
Predicted: 3.5, Average: 3.9 Relative Rating = 3.5 - 3.9 = -0.4 User 3: Predicted:
4.0, Average: 2.7 Relative Rating = 4.0 - 2.7 = 1.3 User 4: Predicted: 2.0, Average:
2.1 Relative Rating = 2.0 - 2.1 = -0.1 3. Rank Users Based on Relative Ratings Now
we rank the users based on their relative ratings:
User 3 (1.3) User 1 (0.5) User 4 (-0.1) User 2 (-0.4) Final Output Based on the
computation and analysis, the final ranking of users from most preferred to least
preferred for the Keurig K-Slim Coffee Maker is as follows:
{"predicted_ranking": [3, 1, 4, 2]}

GPT-4o CoT To rank user preferences for the query item, we need to analyze the data provided:
Query Item: Keurig K-Slim Coffee Maker, Single Serve K-Cup Pod Coffee Brewer,
Multistream Technology, Scarlet Red
Step 1: Predict the Rating for Each User
User 1: Strong interest in kitchen appliances, notably coffee makers, and consistently
provides high ratings for such items. Predicted rating: 5.0
User 2: Interest in household items and coffee-related products but lower overall
ratings. Likely values quality. Predicted rating: 4.0
User 3: Preference for kitchen gadgets and appliances. Mixed ratings but an interest
in quality products. Predicted rating: 4.5
User 4: Previous low rating for a Keurig coffee maker suggests dissatisfaction.
Predicted rating: 2.0
Step 2: Calculate Relative Ratings
User 1: Relative rating = 5.0 - 4.5 = 0.5
User 2: Relative rating = 4.0 - 3.9 = 0.1
User 3: Relative rating = 4.5 - 2.7 = 1.8
User 4: Relative rating = 2.0 - 2.1 = -0.1
Step 3: Rank Users by Relative Ratings
User 3 (1.8) User 1 (0.5) User 2 (0.1) User 4 (-0.1)
Final Output: Rank users from most preferred to least preferred for the query item.
{"predicted_ranking": [3, 1, 2, 4]}

Ground Truth [2, 1, 4, 3]
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