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Abstract

In this paper, we initiate our discussion by
demonstrating how Large Language Models
(LLMs), when tasked with responding to
queries, display a more even probability distri-
bution in their answers if they are more adept,
as opposed to their less skilled counterparts.
Expanding on this foundational insight, we
propose a new self-evaluation method ProbD-
iff for assessing the efficacy of various LLMs.
This approach obviates the necessity for an ad-
ditional evaluation model or the dependence
on external, proprietary models like GPT-4 for
judgment. It uniquely utilizes the LLMs being
tested to compute the probability discrepancy
between the initial response and its revised
versions. A higher discrepancy for a given
query between two LLMs indicates a relatively
weaker capability. Our findings reveal that
ProbDiff achieves results on par with those ob-
tained from evaluations based on GPT-4, span-
ning a range of scenarios that include natural
language generation (NLG) tasks such as trans-
lation, summarization, and our proposed Xiao-
hongshu blog writing task, and benchmarks for
LLM evaluation like AlignBench, MT-Bench,
and AlpacaEval, across LLMs of varying mag-
nitudes.

1 Introduction

With the emergence of LLMs like ChatGPT, we’ve
witnessed groundbreaking progress in tasks in-
volving instruction following (Wang et al., 2023e),
intent comprehension (Lu et al., 2023), and text
generation (Zhao et al., 2023). As LLMs evolve
at a rapid pace, it becomes crucial to develop solid
evaluation frameworks to gauge their performance
accurately. Traditional evaluation methods such
as BLEU (Papineni et al., 2002) focus mainly on
superficial text differences and often fail to align
with human judgment (Liu et al., 2023b).

Critique models, trained on binary preference
and language critique datasets to simulate human
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Figure 1: An overview of ProbDiff, wherein an LLM
iteratively revises its responses, calculating the result-
ing probability discrepancies as an self-evaluation met-
ric. Larger discrepancies imply decreased confidence
in the generated outcomes, with greater variances indi-
cating poorer performance.

judgment (Ouyang et al., 2022), have emerged
as a core component of Learning from Human
Feedback (Stiennon et al., 2020). However, cri-
tique models encounter several challenges. Firstly,
they risk becoming outdated as LLMs must con-
tinually adapt to novel and intricate tasks, such
as writing in specific styles like Xiaohongshu, or
solving increasingly complex problems like tool
use (Li et al., 2023b) and role play (Lu et al., 2024).
Frozen critique models trained on past data strug-
gle to accurately assess such unseen tasks, and
it’s impractical to predefine and annotate data for
all potential tasks in labeled feedback data. Sec-
ondly, there is the issue of Reward Hacking, where
an LLM may exploit vulnerabilities in the cri-
tique models, achieving high rewards without truly
fulfilling the intended objectives (Askell et al.,
2021; Ramé et al., 2024), resulting in degraded
performance, such as linguistically flawed (Lewis
et al., 2017) or excessively verbose outputs (Sing-
hal et al., 2023). Thirdly, with each iteration and
upgrade of an LLM, there is a need to train addi-
tional critique models of matching or greater ca-



pacity, increasing the costs and resource consump-
tion. Another popular option is to allow propri-
etary models like GPT-4 to score candidate re-
sponses via API (Chen et al., 2023; Fu et al., 2023;
Jietal., 2023; Kocmi and Federmann, 2023; Wang
et al., 2023a; Zhang et al., 2023). However, GPT-
based evaluations entail the risk of potential high
costs associated with addressing data leaks (Wang
et al., 2023d), and are subject to OpenAl’s terms
of use '. Overall, there currently exists no evalu-
ation method that can fit human preferences with-
out increasing additional training costs, maintain
robustness without leaking data, and continually
improve alongside advancements in model capa-
bilities.

This paper poses a novel hypothesis: for any
query g, an LLM capable of providing accurate re-
sponse z tend to exhibit a more uniform probabil-
ity distribution log p(x|q) compared to their less
proficient counterparts. Existing studies indicate
that the initial model response x often converges
to local maxima of the log probability. when re-
fining  to generate a new response Z, the relative
reduction in log p(Z|q) compared to log p(z|q)
is insignificant. Conversely, for LLMs incapable
of producing a correct response, log p(z|q) typ-
ically demonstrates higher variance. As a result,
revised answers tend to exhibit much lower log
probabilities than the original response. We em-
pirically validate this hypothesis and observe its
consistency across various LLMs and tasks. Fig-
ure 2 and 3 illustrate the visualization of the un-
derlying hypothesis and Section 3.1 showcases the
empirical assessment. Exploiting this insight, we
introduce ProbDiff, a self-evaluation technique ap-
plicable to any LLM across tasks. Given a query
q, ProbDiff first prompts a candidate LLM to gen-
erate a response x, then asks the LLM to revise
x based on ¢, producing a refined response z. Fi-
nally, ProbDiff quantifies the probability discrep-
ancy log p(x|q) - log p(Z|q) as the evaluation met-
ric. When comparing two candidate LLMs on g,
a larger probability discrepancy indicates a lower
proficiency in handling the instruction.

Compared with critique models, ProbDiff uti-
lizes the probability characteristics of LLM to
evaluate the LLM’s performance, avoiding the re-
source waste of training a second model and ad-
dressing the issues of critique models’ inability
to dynamically adjust with the improvement of
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LLM capabilities and task changes. Unlike GPT-
based Evaluation, ProbDiff mitigates the risks of
data leakage, high API call costs, and usage re-
strictions of external models. We conduct exper-
iments on conventional generation tasks such as
translation and summarization, novel generation
tasks like Xiaohongshu blog writing, as well as
English and Chinese LLM benchmarks such as
AlpacaEval (Li et al., 2023c), MT-bench (Zheng
et al., 2023), and AlignBench (Liu et al., 2023a),
using Qwen (Bai et al., 2023), LLAMA-2 (Tou-
vron et al., 2023), Yi (01-ai, 2023), WizardLM (Xu
et al., 2023) and Tulu (Ivison et al., 2023). The
results demonstrate that ProbDiff exhibits highly
consistent performance across various tasks and
LLMs compared to the currently prevalent GPT-4
based Evaluation methods.

2 Related Work

LLM Evaluation. Current research primarily fo-
cuses on model-based evaluation, which involves
training another reward model or utilizing exter-
nal proprietary LLMs such as GPT-4 as judges.
Representative methods of the former like Pan-
daLM (Wang et al., 2023d) , Shepherd (Wang
etal., 2023c), and AUTO-J (Li et al., 2023a) distin-
guish the most superior model among various can-
didates and can provide a brief explanation or cri-
tique to support their evaluation. However, these
models are often relatively small in scale, frozen
once trained, and unable to adapt to changes in
LLM capabilities, output distributions, and task
variations. A more popular approach currently
leverages larger and more powerful LLMs like
GPT-4 to evaluate numerous natural language gen-
eration tasks, including text summarization, ma-
chine translation, and so on, showcasing remark-
able performance (Liu et al., 2023b; Wang et al.,
2023a; Kocmi and Federmann, 2023). However,
subsequent investigations have unveiled certain is-
sues with LLM evaluators, particularly concern-
ing biases related to position and verbosity (Wang
et al., 2023b; Zheng et al., 2023). Despite re-
searchers adopting multi-agent strategies and mak-
ing multiple calls to GPT models to mitigate
bias (Zhang et al., 2023; Chan et al., 2023), they
still face challenges such as data leakage and high
evaluation costs. In this paper, we propose for the
first time the concept of probability discrepancy
to enable LL.Ms to conduct self-evaluation from a
probabilistic perspective, without requiring train-
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ing extra models or invoking external ones. It al-
lows for the evaluation of model effectiveness on
any task using any LLM and achieves results sim-
ilar to current mainstream GPT-4 evaluations.

Probability Exploitation. Probability has played
a pivotal role in both detecting inconsistencies
(She et al., 2023; Jia et al., 2023) and identi-
fying machine-generated text (Tang et al., 2023;
Mitchell et al., 2023; Bao et al., 2023). Zero-shot
faithfulness evaluation with a foundation language
model(FFLM), introduced by Jia et al. (2023),
combines changes in probability based on the
premise that pre-adding a text segment consistent
with the output increases the likelihood of pre-
dicting the desired output. Controlling the pref-
erence of the generation model with the help of
the prompt (CoP) (She et al., 2023), on the other
hand, leverages the disparity in probability be-
tween a document and a coherent text prompt dur-
ing inference to detect factual inconsistencies. In
the realm of detecting machine-generated text, De-
tectGPT (Mitchell et al., 2023) posits that unlike
human-authored text, model-generated text tends
to cluster in local maxima of the log probability.
Building upon this insight, Fast-DetectGPT (Bao
et al., 2023) utilizes conditional probability curva-
ture to reveal disparities in word choices between
LLMs and human authors within a given context.
Inspired by DetectGPT, our work further analyzes
the local structure of the generation probability
function for LLMs capable and incapable of han-
dling specific queries. We observed that proficient
LLMs exhibit a flatter distribution, whereas less
capable ones exhibit a steep distribution. Con-
sequently, we propose evaluating model perfor-
mance through repeated sampling and assessing
the discrepancy in log probability between sam-
ples. Through this novel probabilistic perspective,
we successfully offer a new approach to LLM eval-
uation.

3 Method

In this section, we present our self-evaluation pro-
tocol, ProbDiff, designed to self-assess the capa-
bilities of LLMs autonomously through logarith-
mic probability changes. We begin with prelimi-
nary studies to validate the prior assumptions of
ProbDiff, followed by a detailed exposition of its
intricacies and mechanisms.

3.1 Hypothesis Validation

The first assumption underlying ProbDiff is that
when we question an LLM, the more capable it
is of providing an answer, the more confident it
should be in its response. Therefore, the propor-
tion of consistent or approximate answers in re-
peated questioning of the same question should
be higher. However, when the model lacks pro-
ficiency in a specific domain, it should exhibit
considerable uncertainty in its responses. Thus,
there would be a significant variance in the an-
swers provided upon repeated questioning. To test
this hypothesis, we conducted experiments using
two widely used LLMs: GPT-3.5 and GPT-4. It is
well-known that GPT-4 surpasses GPT-3.5 in var-
ious dimensions of capability. If our hypothesis
holds true, then for the same set of questions asked
multiple times to both GPT-4 and GPT-3.5, the
similarity between the answers provided by GPT-4
should be higher.

We employed MT-Bench as our test dataset.
Since MT-Bench is a multi-turn dataset, we uti-
lized only the first-turn query, and requested these
LLMs to provide answers three times. Specifically,
upon receiving the first answer from the LLM, we
continued to prompt with "Answer this question
again." to collect the model’s second answer, and
so forth until obtaining the third answer.

GPT-3.5-turbo GPT-4
Similarity EM  Similarity EM
x -2 86.88 21.25 92.25 26.25
x - To 90.28 18.75 90.71 25.00

Table 1: The preliminary study aims to verify the dis-
parities in similarity between responses to the same
query from a strong model (GPT-4) and a weak model
(GPT-3.5-turbo). Here, x represents the initial re-
sponse, x1 denotes the re-generated response, and x is
the response regenerated based on 1. Similarity refers
to the similarity score between two responses, while
EM stands for Exact Match, indicating the proportion
of responses that are identical in the dataset. This study
was conducted using the MT-Bench benchmark.

As depicted in Table 1, the similarity between
the first and second responses from GPT-3.5, com-
pared to GPT-4, was lower by 5.37 pts. Addition-
ally, we observed that in both GPT-3.5 and GPT-4,
a substantial proportion of responses remained ex-
actly the same across the two rounds, constituting



an exact match (EM). For instance, 21.5% of GPT-
3.5’s first and second round responses were consis-
tent, whereas this proportion increased to 26.25%
in GPT-4. Comparing the first and third round re-
sponses, although the similarity score of GPT-3.5
improved, there was still a significant difference in
exact match proportions compared to GPT-4, thus
validating our hypothesis.
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Figure 2: Log probability curves of the responses for
Yi-34B-Chat and WizardLM-70B on AlpacaEval-2.0.

So, why does this phenomenon exist? We
posit that it’s because stronger LLMs assign
higher probabilities to each token in the an-
swer output, resulting in greater determinism
and thus smaller variance in the decoded re-
sponses. To investigate this conjecture, we con-
ducted a second preliminary study. We selected
the AlpacaEval-2.0 benchmark along with the
best-performing open-source model on the bench-
mark, Yi-34B-Chat (Score 29.66%), and a rela-
tively poorer-performing model, WizardLM 70B
(Score 14.38%). We randomly sampled 10 queries
from AlpacaEval-2.0, with each query sampled for
100 responses from each model. We plotted the
log probability curves of the responses for each
model, as shown in Figure 2. It is evident that the
log probability curve of Yi-34B-Chat is flatter, in-
dicating smaller variance, with nearly all response
output probabilities being approximately equal.

Combining this conclusion with the observa-
tions of DetectGPT (Mitchell et al., 2023) forms
the theoretical foundation of ProbDiff. DetectGPT
proposes that samples = from an LLM typically
reside in regions of negative curvature of the log
probability function, where neighboring samples
like 1 and z2 exhibit lower model log probability
on average. In other words, the log probability of
the responses initially sampled by the model tends
to be at local maxima of the probability function.
As illustrated in Figure 3, we depict a simulated
probability function. Due to the fact that the log
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Figure 3: We recognize and leverage the observation
that superior LLMs typically exhibit smaller probabil-
ity variances, along with the conclusion that the model-
generated samples tend to reside in regions of negative
curvature within the probability function. These find-
ings serve as crucial distinctions for ProbDiff in dis-
cerning between models of varying capabilities.

probability p(z|q) for a specific query ¢ is compar-
atively flatter for better LLM than for worse LLM,
we can infer that models with larger probability
discrepancy, after revising their responses multiple
times, will perform worse on the current query.

3.2 Self-evaluation Protocal ProbDiff

Response Refinement Prompt

I want you to act as a Response Rewriter.
Your goal is to enhance the quality of the
response given by an Al assistant to the
#Given Prompt# through rewriting.

But the rewritten response must be reason-
able and must be understood by humans.
Your rewriting cannot omit the non-text
parts such as the emoji in #Given Prompt#
and #Given Response#.

If you think the response is already great
enough, you can keep it unchanged.

You should try your best not to change the
length of the response.

#Given Response# and #Rewritten Re-
sponse# are not allowed to appear in
#Rewritten Response#.

#Given Prompti#:

{{prompt} }

#Given Response#:

{{response}}

#Rewritten Response#:

J

Based on our validated assumptions, ProbDiff
employs a remarkably simple yet elegant strategy
for LLM evaluation. Specifically, given any LLM
a, and a query g under evaluation, we first require



« to generate a response = containing 7' tokens ac-
cording to its decoding strategy, with the average
per-token log probability log; p, (x|q) defined as:

T
1
10g;pa(:v\q)zfg Pa(xe|q, x<r). (1)
t=1

Subsequently, we prompt LLM « to revise the re-
sponse based on ¢ and z, obtaining x1, and iterate
this revision process K times to obtain the final
response g, with the revision prompt defined as
the Response Refinement Prompt. Finally, we cal-
culate the log-probability discrepancy between x
and x i as:

d(a, q) = log pa(zKlg) —log palzlg).  (2)

We aim to characterize the variance of LLM «a’s
probability distribution for ¢ using d(«,q), al-
though employing multiple evaluations for averag-
ing could yield more accurate estimates. However,
in this paper, we present a preliminary exploration
where we adopt the simplest characterization by
directly computing the discrepancy between the
two probabilities. Subsequently, for the evaluation
set D, we can compute the average d(«, q) for all
q in the set, yielding d(a, D) = ﬁ > qen (@, q)
as the probability discrepancy score of LLM «
over D. Ultimately, for the two LLMs, a and
6, under evaluation, we can compare d(«, D) and
d(0,D). A larger d(c,D) implies a higher vari-
ance in the probability distribution of the genera-
tion, indicating lower confidence in its responses
and thus poorer performance under our hypoth-
esis. Furthermore, if one wishes to statistically
analyze the win/tie/lose ratios between « and 0,
one can establish predefined thresholds for d(a, q)
and d(0, q) to determine when their performances
are comparable within a certain discrepancy range.
Beyond this range, a judgment can be made regard-
ing which model performs better.

In addition, we use Response Refinement
Promp to guide the model to revise the original
responses, instead of using multiple sampling to
calculate log probability discrepancies. This is
mainly because greedy methods are usually used
to decode in math and code tasks, such as code
and math tasks in MT-Bench. Multiple sampling
for this decoding method is meaningless, and us-
ing prompt to guide the model to revise the answer
is suitable for any decoding methods.

4 Experiment

In this section, we evaluate our ProbDiff method-
ology across three diverse natural language gen-
eration tasks: Translation, Summarization, and a
niche task designated as Xiaohongshu blog writ-
ing. To gauge ProbDiff’s efficacy, we fine-tuned
the Qwen-14B-Chat model for each specified task.
Additionally, our evaluation encompasses three
benchmarks tailored for LLM assessment: MT-
Bench (Zheng et al., 2023), AlpacaEval (Li et al.,
2023c¢), and AlignBench (Liu et al., 2023a). These
experiments are designed to comprehensively eval-
uate ProbDiff’s performance across a wide array
of linguistic tasks and benchmarks, showcasing its
applicability in measuring LLM effectiveness

4.1 Datasets

For the Translation task, we selected the WMT19
dataset (Ng et al., 2019) for Chinese-English
(Zh-En), Czech-English (Cs-En), German-English
(De-En), and Russian-English (Ru-En) translation
tasks. We randomly chose 5,000 translation pairs
for our training sets and 1,000 pairs for our test
sets, ensuring an equitable distribution between
source-to-English and English-to-source language
pairs. Regarding the Summarization task, we
opted for the XSum (Narayan et al., 2018) and
CNN_DM (Hermann et al., 2015) datasets, ran-
domly selecting 5,000 documents for the training
set and 1,000 documents for the test set from each
dataset.

We introduce an innovative Xiaohongshu blog
writing task as a novel natural language genera-
tion task to assess the instruction-following capa-
bilities of LLMs. For this, we compiled a new
benchmark by gathering 569 blogs across various
topics from the Xiaohongshu APP, a lifestyle plat-
form where users share product recommendations
or opinions. We randomly chose 469 instances
for model fine-tuning and 100 instances to evalu-
ate model performance. Detailed descriptions and
example instances of the new dataset are available
in Appendix A.

To evaluate the alignment capability of LLMs
across diverse dimensions, we undertook experi-
ments with AlignBench (Liu et al., 2023a), a com-
prehensive dataset designed to assess LLMs’ align-
ment capabilities in Chinese. It categorizes use
cases into eight principal domains: Fundamen-
tal Language Abilities, Chinese Advanced Under-
standing, Open-ended Questions, Writing Ability,



‘ Cs-En De-En Ru-En Zh-En Cnn_dm Xsum Blog
Qwen 1.0 0.3 0.6 3.0 8.4 6.0 55.0
Qweny; 91.0 93.4 92.5 91.0 63.0 69.4 57.0

Table 2: Confidence (%) obtained through ProbDiff in the translation, summarization, and Xiaohongshu blog
writing tasks. “Qwen” represents the Qwen-14B-Chat model with different parameter sizes, and “Qweny;” denotes
the fine-tuned model based on Qwen-14B-Chat with different parameter sizes. The best performance in each

column is bold.

‘ Overall Pro. Math. Fund. Logic. Writ. Chi. Role. Open.
Qwen 30.3 21.8 243 34.8 26.3 61.3 12.1 39.7 39.5
Qweny; 32.5 19.4 39.6 30.4 474 38.7 17.2 33.6 28.9

Table 3: Confidence (%) obtained through the ProbDiff in AlignBench. “Pro.” denotes Professional Knowl-
edge, “Math.” denotes Mathematics, “Fund.” denotes Fundamental Language Ability, “Logic.” denotes Logical
Reasoning, “Writ.” denotes Writing Ability, “Chi.” denotes Advanced Chinese Understanding, “Role.” denotes
Task-oriented Role Play, and “Open.” denotes Open-ended Questions. The best performance in each column is

bold.

Logical Reasoning, Mathematics, Task-oriented
Role Play, and Professional Knowledge, encom-
passing 683 samples in total. We used GPT-4 to
generate 50 text samples per use case and category
pair, and selected 15 generated samples per pair to
eliminate duplicates, culminating in a collection
of 10,245 generated samples for fine-tuning Qwen-
14B-Chat.

In addition to specific task fine-tuning of Qwen-
14B-Chat, we also conducted experiments on mod-
els listed on the existing LLM benchmark leader-
boards. We choose MT-bench? and AlpacaE-
val 2.0° as our evaluation benchmarks. MT-
bench(Zheng et al., 2023) is tailored to examine
multi-turn conversation and instruction-following
capabilities through 80 high-quality multi-turn
questions. MT-bench(Zheng et al., 2023) com-
prises 805 single-turn questions, formulated from
Alpaca Data.

4.2 Implementation Details

For all experiments except those on the MT-Bench
and AlignBench datasets, we configured the tem-
perature and top_p parameters to 0.7 and 0.8, re-
spectively, to generate initial responses. These two
benchmarks possess officially recommended gen-
eration settings, which we adhered to for relevant
experiments. To refine the generated responses,
we adjusted the temperature to 0.1 and top_p to

Zhttps://huggingface.co/spaces/lmsys/
chatbot-arena-1leaderboard
Shttps://tatsu-lab.github.io/alpaca_eval

0.9.

The effectiveness of an LLM is evaluated based
on the confidence level of its responses. This met-
ric quantifies the degree of probability enhance-
ment observed when the model’s initial response
undergoes refinement. The calculation is as fol-
lows:

con fidence = 1 Z o} 3)
ID| %
_ L dle,g) =6
= { 0, dla,q) <6 X

where ¢ is the threshold. For NLG tasks, we
set 0 to —0.02 to reduce errors. For more chal-
lenging LL.M’s alignment evaluation tasks such as
Alignbench, MT-Bench and AlpacaEval we appro-
priately relax § to —0.05.

4.3 Results

Natural Language Generation Evaluation: We
applied ProbDiff to assess Qwen-14B-Chat’s effi-
cacy in tasks such as translation, summarization,
and Xiaohongshu blog writing. Table 2 illustrates
the confidence levels in the generated sentences
by both the original and fine-tuned Qwen models
across these tasks. Subsequent to the fine-tuning
process, it was noted that the fine-tuned model ex-
hibited increased confidence in its responses upon
revision, aligning with our anticipatory hypothe-
ses. Specifically, in the Xiaohongshu blog writing
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MT-Bench AlpacaEval
ProbDiff Official ProbDiff Official
Llama2 32.50 6.86 4.10 13.87
Yi 41.25 7.58 7.58 29.66
WizardLM| 42.50 7.71 5.47 14.38
Tulu 53.75 7.89 16.27 15.98
Table 4: ProbDiff and Official results on MT-

Bench and AlpacaEval. The metrics of ProbDiff is
condifence(%), MT-Bench official metrics is model
scores(0-10) judged by GPT-4, and AlpacaEval 2.0 of-
ficial metrics is win rate(%).

task tailored for LLMs with a 14B parameter size,
we encountered a scarcity of data for fine-tuning.
Nonetheless, post-fine-tuning, there was a notice-
able enhancement in response confidence, as de-
picted in Table 2. From these results, we deduce
that fine-tuning LLMs on task-specific datasets in-
variably boosts the confidence of their responses,
markedly surpassing the performance of the pre-
fine-tuned LLM. This elevation in response confi-
dence serves as a pertinent indicator for gauging
improvements in LLM performance.

LLM’s Alignment Evaluation: To ascertain
the alignment capabilities of LLMs across diverse
dimensions, we conducted fine-tuning of Qwen-
14B-Chat using documents synthesized by GPT-4,
specifically targeting the AlignBench dataset. The
outcomes of our evaluation are presented in Table
3.

AlignBench serves as a meticulously curated
benchmark designed to assess the alignment capa-
bilities of LLMs. This benchmark poses a more
complex challenge compared to standard NLG
tasks, requiring nuanced understanding and re-
sponse accuracy from the model. As depicted in
Table 3, post fine-tuning with task-specific data,
the model demonstrates notable confidence across
most evaluated alignment abilities. However, it is
observed that in categories such as writing ability
and open-ended questions, the model’s confidence
tends to diminish, suggesting areas for further im-
provement and investigation.

Evaluation on other LLMs: To assess the gen-
eralization capabilities of our ProbDiff, we ex-
tended our evaluations to include several high-
performing LL.Ms featured on established LLM
benchmark leaderboards, specifically MT-Bench
and AlpacaEval 2.0. We employed ProbDiff to
evaluate a selection of models, including Yi-34B-

Chat (01-ai, 2023), tulu-2-dpo-70B (Ivison et al.,
2023), WizardLM-70B-V1.0 (Xu et al., 2023), and
Llama2-70B-chat (Touvron et al., 2023). Table 4
presents the response confidence of these LLMs
alongside their official benchmarks. Notably, Yi-
34B-Chat lacks official MT-Bench scores, thus we
conducted its evaluation using the benchmark’s of-
ficial protocol.

Qwen_ft Qwen

1.2
0.9
0.6

0.3

Align_gpt Align_prob Blog gpt Blog prob

Figure 4: Evaluate the validity of the Qwen-14B-
Chat and Qwen-14B-Chat_ft through GPT-4 in Align-
Bench(Align) and Xiaohongshu Blog Writing(Blog)
tasks. “Align_gpt” and “Blog_gpt” represents the win
rate judged by GPT-4, “Align_prob” and “Blog_prob”
represents the confidence evaluate by ProbDiff. Or-
ange histogram indicates fine-tuned Qwen-14B-Chat
and blue histogram indicates Qwen-14B-Chat, respec-
tively.

Within the MT-Bench framework, the official
ranking of these LLMs is Tulu, WizardLM, Yi,
and Llama?2, a sequence that aligns perfectly with
the model confidence hierarchy as determined by
ProbDiff, as illustrated in table 4. Conversely, for
AlpacaEval 2.0, the official ranking based on win
rate 1s Yi, Tulu, WizardLM, and Llama2. Our anal-
ysis, however, positions the models as Tulu, Yi,
WizardLLM, and Llama2, showcasing a slight vari-
ation from the official results.

5 Discussion

5.1 Confidence vs GPT-4 scores

In this section, to substantiate our premise that
enhancements in model efficacy are discernible
through shifts in log probability, we juxtaposed the
congruence between our evaluative outcomes and
those derived from utilizing GPT-4 as an adjudica-
tor. To juxtapose the evaluative outcomes of Prob-
Diff with those of GPT-4, we engaged GPT-4 to di-
rectly appraise which output from the two models
prevails, eschewing the assignment of a definitive



‘ Overall Pro. Math. Fund. Logic. Writ. Chi. Role. Open.
GPT-4 Qwen 5.73 620 4.83 6.85 514 656 631 649 645
Qweny; 6.62 6.19 5.62 6.49 6.93 780 586 773 7.71
CritiqueLLM Qwen 522 578 4.19 6.24 4.63 6.13 578 6.13 6.13
Qweny, 6.12 557 5.15 6.25 634 7.5 533 711 71353
ProbDiff Qwen 30.3 21.8 243 34.8 26.3 61.3 121 397 395
Qweny; 325 194  39.6 304 474 387 172 336 289

Table 5: The scores(0-10) obtained through GPT-4 and CritiqueLLM of AlignBench, and the response confi-
dence(%) obtained through ProbDiff. “Qwen” represents the Qwen-14B-Chat model, and “Qweny;” denotes the
fine-tuned model based on Qwen-14B-Chat. The bold number indicates that ProbDiff is consistent with both
GPT-4 and CritiqueLLM, while the underlined number indicates that ProbDiff is consistent with either GPT-4 or

CritiqueLLM.

score. Figure 4 illustrates that when ProbDiff adju-
dicates the fine-tuned model as superior to its base-
line counterpart, GPT-4’s evaluation of the outputs
from these models aligns with the determinations
made by ProbDiff.

As AlignBench has provided the official evalua-
tion scripts, which can generate the scores of each
model by GPT-4, or other evaluation LLM, such as
CritiqueLLM(Ke et al., 2023), we also compared
the results in table 5. To perform a systematic eval-
uation, AlignBench framed a comprehensive tax-
onomy of the abilities of LLLMs, which inspects
and summarizes their use cases into 8 main cate-
gories. We also show the details of the compar-
ison results in table 5. We can observe that al-
though there exist discrepancies between the re-
sults yielded by ProbDiff and those by GPT-4 in
certain types of assessments, such as text composi-
tion, our ProfDiff generates consistent results with
GPT-4 and CritiqueLLM in most cases.

5.2 ProbDiff vs GPT-4 and Manual
Evaluation

When we ask LLMs to modify their responses, we
use the log probability discrepancy to determine
whether the revised responses are better. We test
the consistency by measuring the degree of con-
flict among ProbDiff, GPT-4, and manual evalu-
ation. We need to illustrate that from the prob-
ability perspective, the model always outputs the
response with the highest probability. When we
ask an LLM to modify its outputs, if some sub-
tle changes appear, such as synonym replacement,
the log probability of the revised responses will be
significantly reduced. However, from the perspec-
tive of the response quality, these subtle changes
will not affect the overall response quality, GPT-

4 and manual evaluation will not treat these subtle
changes as an influential factor that can change the
response quality. Therefore, the probability is in-
deed a strict indicator, leading to the low correla-
tion coefficient among ProbDiff, GPT-4, and man-
ual evaluation.

We employed GPT-4 and manual evaluation
to check whether our ProbDiff will generate out-
puts that conflict with GPT-4 and manual evalu-
ation. we aim to examine when ProbDiff yields
d(c,q) > 0, whether GPT-4 and human annota-
tor will also confirm the quality of the response
is improved. Or when ProbDiff yields d(«, q) <
0, whether GPT-4 and human annotator will con-
firm the quality of the response is degraded. We
conduct this experiment on AlignBench and MT-
Bench, and the results are shown in table 6. As
demonstrated in table 6, ProbDiff has a low con-
flict degree with GPT-4 and manual evaluation.

| GPT-4  Humans
AlignBench 3.84 4.49
MT-Bench 6.45 4.84

Table 6: Conflict degree(%) among ProbDiff, GPT-4,
and manual evaluation. We employ 3 human annotators
to report the average results.

6 Conclusion

In this paper, we propose a novel evaluation proto-
col ProbDiff to enable the LLMs to conduct self-
evaluation based on the probability discrepancy
of the generated content. Moreover, even in the
absence of prior training and a benchmark for a
specific domain, our ProbDiff approach can effec-
tively assess the capabilities of LLMs and mitigate
the potential risks of data leakage.



Limitations

The constraints of our methodology are outlined as
follows: Firstly, while our approach is capable of
ascertaining enhancements in LLM performance,
it lacks the capacity to offer quantitative metrics
indicating the magnitude of improvement. Sec-
ondly, variations in log probability are occasion-
ally affected by sentence length. Should there be
a notable disparity in length between the original
and modified sentences, the log probability will
undergo substantial changes.
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A Xiaohongshu Datasets

According to the blog format and text style of Xi-
aohongshu App, we manually wrote 569 blogs,
covering various functional topics such as life,
beauty, travel, recommendations, etc., and con-
structed a instruction following dataset. It is char-
acterized by the addition of rich emoji elements.
The data format is shown in figure 5

USER:

Bl R R NEYE RN FRT0F

Write a 70-word Xiaohongshu blog about going to Disney to
see Winnie the Pooh.

ASSISTANT:

bl [#dL e #/NgEgie] WEAES, fRidiifang?
EX: At fe, —MENOEIRIMTT, INFEYE R R
TIREERZ, OXATZINAERE, SRERIZEE, —
AN NI, IEABRAS S, FEMN, @Yok
e, —RRFEAENLEY, FNEYEE i —
ANPURE—RIE | #3l JBH#/NRELE B

Title: [#Disney#Winnie the Pooh] s childhood dream, do you
still remember it?

Text: (#Disney is a heart-warming place, and Winnie the Pooh
is our childhood memory. [ This cute bear always likes to eat
honey. It accidentally falls into the honey jar, which makes
people laugh &. Dear, @ Come to Disney, look for the traces
of childhood together ¥, and spend a happy day with Winnie
the Pooh! #Disney#winnie the pooh)

Figure 5: Xiaohongshu blog writing data.

B Threshold analysis

In this section, we analyze the impact of different
thresholds on response confidence. We conducted
experiments in Alignbench and set the thresholds
to 0, -0.05, and -0.1 to observe the impact of the
thresholds on the experimental results.

As shown in table7, when the absolute value of
the threshold becomes higer, the confidence of the
model also becomes higher. In the case of Align-
Bench, potential errors and biases may be present
in the training data due to its generation by LLMs.
This will lead to some shortcomings in the fine-
tunued model itself. Therefore, it can also be seen
from table 3 that when we increase the threshold
appropriately, the model effect will also become
better.

11



Overall Pro. Math. Fund. Logic. Writ. Chi. Role. Open.
0 Qwen 17.7 10.5 6.3 11.6 18.9 44.0 6.9 24.1 26.3
Qwen 274 15.3 324 27.5 42.1 26.7 155 302 23.7
-0.05 Qwen 30.3 21.8 24.3 34.8 26.3 613 121 397 39.5
Qwen 32.5 194  39.6 30.4 47.4 387 172 336 28.9
01 Qwen 37.5 21.0  46.8 34.8 49.5 440 172 517 36.8
Qwen 40.3 250 378 26.1 36.8 733 155 543 553

Table 7: Confidence (%) obtained through the ProbDiff in AlignBench with different §. “Pro.” denotes Professional
Knowledge, “Math.” denotes Mathematics, “Fund.” denotes Fundamental Language Ability, “Logic.” denotes
Logical Reasoning, “Writ.” denotes Writing Ability, “Chi.” denotes Advanced Chinese Understanding, “Role.”
denotes Task-oriented Role Play, and “Open.” denotes Open-ended Questions.
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