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Abstract
Large Language Models (LLMs) primarily001
train on modern texts, limiting their ability to002
process historical language effectively. This003
study investigates methods for enhancing LLM004
adaptability to historical Korean, specifically005
focusing on the 1920s–30s literary domain. We006
construct a novel dataset of Korean literature007
from this period and introduce a sentence-final008
ending prediction task to evaluate historical009
linguistic adaptation. Our results demonstrate010
that adapting LLMs with targeted historical011
text exposure improves their ability to generate012
era-specific linguistic patterns while maintain-013
ing stability in longer contexts. The findings014
provide insights into the broader challenge of015
modeling diachronic language variations and016
highlight the potential of historical text adapta-017
tion techniques for computational humanities018
research.019

1 Introduction020

Large Language Models (LLMs) have demon-021

strated remarkable capabilities in processing mod-022

ern texts, yet their adaptability to historical lan-023

guages remains a challenge. Historical texts of-024

ten exhibit distinct grammatical structures, vocab-025

ulary, and stylistic conventions that diverge signif-026

icantly from contemporary usage, posing difficul-027

ties for models trained predominantly on modern028

corpora (Manjavacas Arevalo and Fonteyn, 2021;029

Palmero Aprosio et al., 2022; Rastas et al., 2022;030

Gabay et al., 2022; Yamshchikov et al., 2022; Al-031

Laith et al., 2024). While pretraining on historical032

corpora has been shown to improve performance in033

diachronic text processing, retraining models from034

scratch is often impractical due to the computa-035

tional demands and scarcity of historical text data.036

Thus, effective methods for adapting existing mod-037

els to historical language remain an open research038

question.039

Korean from the 1920s–30s presents an ideal040

testbed for studying historical language adaptation041

due to its substantial syntactic and morphological 042

differences from modern Korean. However, histori- 043

cal Korean has received relatively little attention in 044

NLP research, particularly in the context of large- 045

scale language models. This study addresses this 046

gap by investigating how exposure to historical Ko- 047

rean texts can improve LLMs’ ability to process 048

diachronic linguistic patterns. 049

Since Western languages dominate the training 050

data of most LLMs (Lai et al., 2024), low-resource 051

historical languages such as early 20th-century Ko- 052

rean provide an opportunity to explore the extent 053

to which LLMs can generalize beyond their pri- 054

mary training distribution. To evaluate historical 055

language adaptation, we introduce a sentence-final 056

ending prediction task—a linguistically significant 057

feature in Korean that encodes grammatical, stylis- 058

tic, and pragmatic information (Han, 2020). Given 059

that sentence-final endings play a crucial role in 060

meaning construction, their accurate prediction 061

serves as a proxy for assessing a model’s ability to 062

internalize historical linguistic structures. 063

To this end, we constructed a dataset of 1,000 064

books from the 1920s–30s, capturing a diverse 065

range of sentence-final endings and stylistic pat- 066

terns. Using this dataset, we adapted various con- 067

temporary LLMs and evaluated their performance 068

on the sentence-final ending prediction task. Our 069

experiments show that exposing models to histori- 070

cal text significantly enhances their ability to gen- 071

erate era-specific linguistic patterns, with an av- 072

erage accuracy improvement of 3.78 percentage 073

points. Moreover, models trained on historical data 074

demonstrated greater stability in longer contexts, 075

suggesting that historical text adaptation can lead to 076

improved coherence in diachronic text processing. 077

These findings provide insights into the broader 078

challenge of modeling historical languages and 079

highlight the potential of targeted adaptation strate- 080

gies for computational humanities research. By ex- 081

amining how LLMs respond to historical linguis- 082
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tic variations, this study contributes to the devel-083

opment of more adaptable AI systems capable of084

processing diverse textual domains across time pe-085

riods.086

2 Related Work087

Adapting language models to historical texts088

presents unique challenges, as linguistic features089

evolve over time, leading to significant shifts in syn-090

tax, vocabulary, and orthographic conventions. Var-091

ious studies have explored how different training092

strategies influence language model performance093

on diachronic text processing.094

One approach involves pretraining models on095

historical corpora to improve their ability to pro-096

cess texts from specific time periods. For example,097

MacBERTh, trained on a historical English cor-098

pus spanning 1450 to 1900, demonstrated that era-099

specific linguistic patterns strongly influence model100

performance (Manjavacas Arevalo and Fonteyn,101

2021). Similarly, BERToldo, which integrates both102

pretraining and fine-tuning, has shown significant103

improvements in processing Dante Alighieri’s clas-104

sical Italian texts (Palmero Aprosio et al., 2022). In105

French, D’AlemBERT, trained on the early modern106

French corpus FREEMmax, has exhibited cross-107

temporal generalization, adapting effectively to lan-108

guage variations across different periods (Gabay109

et al., 2022). Greek and Latin NLP models have110

leveraged transfer learning techniques to improve111

performance on historical texts, particularly for112

author identification tasks (Yamshchikov et al.,113

2022). In Scandinavian languages, models trained114

on 19th-century Danish and Norwegian corpora115

have outperformed modern-text-trained models in116

tasks such as word sense disambiguation and senti-117

ment analysis (Al-Laith et al., 2024).118

While historical text adaptation has been ex-119

plored in several Indo-European languages, low-120

resource historical languages remain underrepre-121

sented in this field. Since most LLMs are trained122

predominantly on modern and Western-language123

corpora (Lai et al., 2024), investigating how mod-124

els adapt to historical Korean—a low-resource lan-125

guage with substantial diachronic linguistic varia-126

tion—offers new insights into the generalizabil-127

ity of language models. Unlike Indo-European128

languages, Korean is an agglutinative language129

where grammatical meaning is heavily encoded in130

sentence-final endings (Han, 2020). These endings131

convey stylistic, pragmatic, and syntactic informa-132

tion, making them a linguistically rich evaluation 133

metric for historical adaptation. 134

This study builds on prior research by examining 135

how targeted exposure to historical Korean texts 136

influences LLMs’ ability to internalize diachronic 137

linguistic shifts. Unlike previous work that primar- 138

ily focuses on pretraining, our study investigates 139

whether existing models can be effectively adapted 140

to historical language through structured domain 141

adaptation techniques, without requiring compu- 142

tationally expensive full-scale pretraining. By fo- 143

cusing on sentence-final ending prediction as a key 144

evaluation metric, we aim to provide a fine-grained 145

analysis of how LLMs process linguistic variation 146

across time. 147

3 Corpus and Task Design 148

3.1 Corpus Construction 149

Korean has undergone substantial linguistic trans- 150

formations over the past century due to major socio- 151

historical events, including the Japanese colonial 152

period and the Korean War (Hong, 2009). By the 153

1960s, Korean had shifted toward its modern form, 154

exhibiting significant changes in syntax, morphol- 155

ogy, and vocabulary (Han, 2015). This study fo- 156

cuses on Korean from the 1920s–30s, a period 157

that retains distinct linguistic structures, making it 158

an ideal testbed for evaluating historical language 159

adaptation. 160

To facilitate this research, we constructed a cor- 161

pus of 1,145 novels written by 56 authors, sourced 162

from Gongumadang1, a South Korean government 163

platform for public domain works. Only texts with 164

expired copyrights were included to ensure legal 165

compliance. The dataset reflects authentic language 166

usage from the early 20th century, capturing key 167

grammatical and stylistic patterns of the era. 168

3.2 Sentence-Final Ending Prediction Task 169

To systematically evaluate how models adapt to 170

historical Korean, we introduce sentence-final end- 171

ing prediction as a core evaluation task. Sentence- 172

final endings in Korean encode grammatical, stylis- 173

tic, and pragmatic information, making them a lin- 174

guistically rich feature for assessing historical text 175

understanding (Han, 2020). Predicting the correct 176

ending requires a model to grasp historical mor- 177

phosyntactic structures and stylistic conventions, 178

beyond simple lexical memorization. 179

1https://gongu.copyright.or.kr/gongu/main/
main.do
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For this task, sentence-final endings were re-180

moved from literary texts, and models were181

prompted to generate the most contextually appro-182

priate completion. This design allows us to measure183

a model’s ability to internalize historical linguis-184

tic patterns and maintain coherence over different185

context lengths.186

To ensure that models were not inadvertently187

exposed to the dataset during pretraining, we ap-188

plied the Name Cloze task(Chang et al., 2023),189

which tests whether a model can recover masked190

character names from context. With a measured191

accuracy of 0%, we confirmed that the corpus had192

not been included in pretraining data, ensuring un-193

biased evaluation. Additional details are provided194

in AppendixB.195

4 Experimental setup196

4.1 Model Selection197

To assess how exposure to historical texts influ-198

ences model adaptation, we selected seven base199

models spanning different architectures and train-200

ing paradigms: Qwen 2.5 7B, Mistral 7B, Llama 3201

8B, Llama 3.2 3B, Llama-3-Korean-Bllossom-8B,202

EEVE-Korean 2.8B, and EEVE-Korean 10.8B (see203

Appendix C for details).204

Each model was further adapted using the LoRA-205

based parameter-efficient tuning approach (Hu206

et al., 2021), resulting in 14 models (7 base and 7207

adapted). LoRA enables efficient fine-tuning while208

maintaining the generalization capabilities of the209

base models. Additional training details are pro-210

vided in Appendix D.211

4.2 Evaluation Procedure212

We designed two evaluation settings to assess his-213

torical language adaptation across different context214

lengths. In both cases, the sentence-final ending215

prediction task was used as the primary metric:216

3-Sentence Test: Each test instance consisted217

of three sentences, ensuring sufficient contextual218

information while filtering out overly short exam-219

ples. This resulted in 939 test instances (average220

59.1 tokens per example).221

10-Sentence Test: To analyze the impact of222

longer contexts, each instance contained ten sen-223

tences, producing 304 test instances (average 232.5224

tokens per example).225

4.3 Performance Metrics 226

Model performance was measured as the propor- 227

tion of correctly predicted sentence-final endings, 228

averaged over three trials. This metric provides 229

insights into how well models internalize histori- 230

cal morphosyntactic patterns and whether longer 231

contexts contribute to improved prediction consis- 232

tency. 233

5 Results and Discussion 234

Rank Llama 3 8B Llama 3 8B (Fine-tuned)

1 -오(-o) (3.98%) -지(-ji) (5.95%)
2 -지(-ji) (2.99%) -다(-da) (2.97%)
3 -습니다(-seumnida) (2.10%) -읍니다(-umnida) (2.42%)
4 -어(-eo) (1.99%) -니(-ni) (2.20%)
5 -다(-da) (1.88%) -나(-na) (2.20%)
6 -요(-yo) (1.88%) -소(-so) (2.09%)
7 -고(-go) (1.77%) -느냐(-neunya) (1.98%)
8 -니(-ni) (1.77%) -오(-o) (1.87%)
9 -는가(-neunga) (1.66%) -요(-yo) (1.87%)
10 라(-ra) (1.55%) -구나(-guna) (1.65%)

Others (78.43%) Others (74.80%)

Table 1: Top 10 most frequent sentence-final endings
generated by Llama 3 8B and Llama 3 8B (Fine-tuned)
in the 10-sentence prediction task. Bolded endings indi-
cate archaic sentence-final forms.

5.1 Adaptation to Historical Linguistic Norms 235

Table 1 presents the impact of historical text adap- 236

tation on sentence-final endings. In the base model 237

(Llama 3 8B), only -오(-o) appears among the Top 238

10 archaic endings. However, after adaptation, the 239

model generates multiple archaic forms, including 240

-읍니다(-umnida), -소(-so), and -느냐(-neunya), 241

demonstrating an improved grasp of period-specific 242

linguistic structures. 243

A notable example is -읍니다(-umnida), a 244

sentence-final ending officially replaced by -습 245

니다(-seumnida) in a 1988 language reform. The 246

adapted model correctly generates this form, sug- 247

gesting that historical text exposure enhances the 248

model’s ability to reflect linguistic norms from ear- 249

lier eras. 250

5.2 Performance Across Models 251

Table 2 summarizes sentence-final ending predic- 252

tion performance across different models. On aver- 253

age, historical text adaptation improved accuracy 254

by 3.78 percentage points. The largest relative gain 255

was observed in Llama 3 8B, where accuracy in the 256
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Test

Model
Base Fine-tuned

3 sentence 10 sentence 3 sentence 10 sentence

Qwen 2.5 7B 10.87 8.36 12.12 12.43
Mistral 7B 5.08 4.73 9.63 10.34
Llama 3 8B 7.92 5.61 12.19 12.54

Llama 3.2 3B 6.79 4.18 8.17 8.18
Bollossom 8B 8.39 6.38 11.19 11.55
EEVE 2.8B 5.86 4.18 6.82 8.03
EEVE 10.8B 13.96 13.75 16.95 18.70

GPT 4o 14.39 15.84 - -

Table 2: The table compares accuracy between base and
fine-tuned models across different context lengths. The
bolded values represent the highest accuracy recorded
across all test conditions, including different context
lengths and whether the model was fine-tuned.

10-sentence test increased from 5.61% to 12.54%257

(123.5%).258

Interestingly, GPT-4o achieved the highest over-259

all accuracy among baseline models (14.39% in260

the 3-sentence test, 15.84% in the 10-sentence test).261

However, it still underperformed compared to the262

adapted EEVE 10.8B model (16.95% and 18.70%,263

respectively). This suggests that even state-of-the-264

art models struggle with historical Korean, reinforc-265

ing the importance of targeted historical adaptation266

for diachronic language modeling.267

5.3 Effect of Context Length268

Context length significantly influenced model per-269

formance. While most base models showed a de-270

cline in accuracy as context length increased (with271

some dropping by 38.4%), adapted models main-272

tained or improved performance.273

Adapted models showed an average improve-274

ment of 2.60 percentage points in the 3-sentence275

test, which increased to 4.94 percentage points in276

the 10-sentence test, suggesting that historical adap-277

tation not only enhances single-sentence comple-278

tion but also benefits longer-context coherence.279

Interestingly, GPT-4o deviated from this trend280

by improving with longer context lengths, simi-281

lar to the adapted models. This is likely due to its282

advanced long-context comprehension ability (Li283

et al., 2024), but its lower overall accuracy com-284

pared to specialized models indicates that pretrain-285

ing alone does not fully compensate for historical286

language shifts.287

5.4 Generalization Across Multilingual Models288

As shown in Table 2, the best-performing model289

overall was EEVE 10.8B, a Korean-specialized290

model. However, adaptation also significantly im-291

proved multilingual models, particularly Llama 3 292

8B, which showed the highest relative accuracy 293

gain. 294

This finding suggests that historical adaptation 295

benefits are not limited to language-specific models. 296

Even models without explicit Korean pretraining 297

exhibited improved historical text understanding, 298

indicating that adaptation techniques could be ex- 299

tended to low-resource historical languages beyond 300

Korean. 301

6 Conclusion 302

This study investigated how adapting LLMs to his- 303

torical texts enhances their ability to process di- 304

achronic linguistic structures. We constructed a cor- 305

pus of 1920s–30s Korean literature and introduced 306

sentence-final ending prediction as an evaluation 307

method tailored to the linguistic characteristics of 308

historical Korean. 309

Our findings demonstrate that historical text 310

adaptation improves model accuracy in generating 311

period-specific linguistic forms, with an observed 312

3.78 percentage point increase in prediction perfor- 313

mance. Adapted models exhibited greater stability 314

over longer contexts and a stronger ability to reflect 315

historical grammatical norms, as seen in their use 316

of archaic sentence-final endings. Notably, multi- 317

lingual models such as Llama 3 8B also benefited 318

significantly, indicating that historical adaptation 319

techniques can enhance performance even in mod- 320

els without explicit pretraining on Korean. 321

These results suggest that targeted adaptation 322

strategies can improve LLMs’ handling of di- 323

achronic language variations, offering valuable in- 324

sights for both NLP research and computational hu- 325

manities. Future work could explore more efficient 326

adaptation techniques, such as domain-adaptive 327

pretraining or contrastive learning, to further refine 328

historical language modeling. Additionally, expand- 329

ing evaluation beyond sentence-final ending predic- 330

tion—through style transfer, historical text transla- 331

tion, or broader syntactic analysis—could provide 332

a more comprehensive assessment of model adap- 333

tation to historical languages. 334

Limitations 335

Single-Task Evaluation This study primarily em- 336

ploys sentence-final ending prediction as an evalua- 337

tion metric for historical text adaptation. While this 338

task captures key morphosyntactic and stylistic pat- 339

terns, it does not comprehensively assess semantic 340
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coherence, discourse-level understanding, or prag-341

matic adaptation to historical texts. Future research342

should complement this approach with style trans-343

fer, historical text translation, or broader syntactic344

evaluation to provide a more holistic measure of345

diachronic language adaptation.346

Additionally, sentence-final ending prediction347

is a newly introduced task, and its reliability in348

measuring historical adaptation warrants further349

validation. While our findings indicate its poten-350

tial as an effective proxy for evaluating histori-351

cal linguistic adaptation, future work should ex-352

plore inter-annotator agreement studies, benchmark353

comparisons, and human evaluation frameworks to354

strengthen its credibility.355

Single-Language Evaluation This study fo-356

cuses exclusively on historical Korean, and the357

generalizability of our approach to other languages358

remains untested. Given that languages such as359

Japanese, Mongolian, and Turkish also rely on360

sentence-final structures to encode grammatical361

and stylistic variation, extending this approach362

to other agglutinative languages would provide363

stronger cross-linguistic validation.364

Furthermore, while our results suggest that his-365

torical adaptation improves diachronic text mod-366

eling even in multilingual models, the extent to367

which similar gains can be observed in non-Korean368

datasets remains an open question. Future research369

should investigate how historical adaptation im-370

pacts low-resource historical languages beyond371

Korean, particularly in underrepresented linguis-372

tic families.373

Data Availability and Bias Although our374

dataset is derived from public domain Korean lit-375

erary texts from the 1920s–30s, it may not fully376

capture the linguistic diversity of the time period.377

The dataset consists primarily of formal literary378

works, which could introduce stylistic bias, making379

it less representative of spoken language or infor-380

mal writing styles from that era.381

Additionally, authorial and regional biases may382

exist within the dataset, as certain dialects or so-383

ciolects could be underrepresented. Future work384

should aim to expand the dataset by incorporat-385

ing historical newspapers, personal letters, and le-386

gal documents to enhance linguistic diversity. Fur-387

thermore, evaluating models on diachronic cor-388

pora spanning multiple historical periods (e.g.,389

18th–20th centuries) could provide deeper insights390

into how models adapt to gradual linguistic shifts.391

Model Size and Computational Constraints392

Our study primarily examines mid-sized models 393

(2.8B–10.8B parameters), leaving open the ques- 394

tion of whether larger-scale LLMs (e.g., GPT-4, 395

PaLM-2, Llama 70B) exhibit similar historical 396

adaptation trends. While preliminary results sug- 397

gest that even state-of-the-art models struggle with 398

diachronic variation, further investigation is needed 399

to determine whether scaling up model size miti- 400

gates the need for explicit historical adaptation. 401

Moreover, our adaptation approach relies on 402

parameter-efficient tuning (LoRA) rather than full 403

pretraining on historical data. While this provides 404

a computationally feasible strategy, it remains un- 405

clear whether pretraining from scratch on histor- 406

ical corpora would yield fundamentally different 407

adaptation patterns. Future research could compare 408

the effectiveness of pretraining vs. fine-tuning vs. 409

domain-adaptive pretraining in historical language 410

modeling. 411

Practical Applications and Real-World De- 412

ployment While our results demonstrate improve- 413

ments in historical text modeling, the practical ap- 414

plicability of these adaptations remains underex- 415

plored. Real-world applications, such as historical 416

document analysis, machine translation for archaic 417

texts, and linguistic preservation efforts, require 418

additional validation to determine whether adapted 419

models generalize beyond controlled evaluation 420

settings. 421
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7 Appendix 548

A Korean Sentence-Final Endings 549

Table 3 compares sentences in English and Korean. 550

While English sentences exhibit variation through 551

changes in word order and the addition or omis- 552

sion of constituents, Korean sentences are primar- 553

ily determined by sentence-final endings such as 554

-다(-da), -라(-ra), -니(-ni), and -자(-ja). 555
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English Korean

Declarative I went to school.
나는학교에갔다.

naneun hakgyoe gatda.

Imperative Go to school.
너는학교에가라.

neoneun hakgyoe gara.

Interrogative Did you go to school?
너는학교에갔니?

neoneun hakgyoe gatni?

Propositive Let’s go to school.
우리,학교에가자.
uri, hakgyoe gaja.

Table 3: Comparison of English and Korean sentence
types.

Unlike English, Korean features a highly de-556

veloped honorific system. The appropriate use of557

honorific expressions requires consideration of fac-558

tors such as age, rapport, position, and family hi-559

erarchy, all of which are reflected in the forms of560

sentence-final endings. For example, the propos-561

itive sentence-final ending -자(-ja) shown in Fig-562

ure 2 can be replaced by forms such as -시지요563

(-sijiyo), -ㅂ시다(-psida), -세(-se), -세요(-seyo), -564

셔요(-syeoyo), and -지(-ji) depending on the de-565

gree and manner of honorificity (National Insti-566

tute of Korean Language, 2005). Considering the567

additional variations introduced by the speaker’s568

attitude, intent, dialect, and historical context, se-569

lecting the appropriate sentence-final ending poses570

a significant challenge for beginners learning Ko-571

rean.572

B Name Cloze573

또결혼두그렇지,법률에성년이란게있는데스물하나가
돼야 비로소 결혼을 할 수 있는 걸세. 자넨 물론 아들이 늦
을 걸 염려하지만 [MASK]를 말하면 이제 겨우 열여섯이
아닌가.그렇지만아까빙장의말씀이올갈에는열일을제
치고라도성례를시켜주겠다니좀고마울겐가.
→점순이 (Kim Yu-jeong, Spring-Spring, 1935)

고개가앞에놓인까닭에세사람을나귀를내렸다.둔덕은
험하고 입을 벌리기도 대근하여 이야기는 한동안 끊겼다.
나귀는 건듯하면 미끄러졌다. [MASK]는 술이 차 몇 번이
고 다리를 쉬지 않으면 안 되었다. 고개를 넘을 때마다 나
이가 알찼다. → 허생원 (Lee Hyo-seok, When Buckwheat
Flowers Bloom, 1936)

Figure 1: An example of the Name Cloze task applied to
a Korean literary dataset from the 1920s–1930s.The
bold text is the name of the character that goes in
[MASK]

In this study, the sentence-final endings in the lit-574

erary works were removed, and LLMs were tasked575

with predicting them. If an LLM had previously en-576

countered this data during pretraining, its inference577

results might be biased, thereby compromising ex-578

perimental objectivity. To mitigate this, the Name 579

Cloze task was employed across the set of LLMs 580

used in our experiments to assess potential con- 581

tamination within the 1920s–30s Korean literature 582

dataset as illustrated in Figure 1. 583

Modern LLMs demonstrate remarkable rea- 584

soning and generation capabilities through train- 585

ing on vast datasets; however, debate contin- 586

ues as to whether these models truly understand 587

text or merely memorize it (Wu et al., 2024; 588

Hodel and West, 2024). Additionally, the issue of 589

data contamination has become a significant con- 590

cern—referring to the unintentional inclusion of 591

downstream test sets in a model’s pretraining data, 592

which can affect evaluation and performance (Ma- 593

gar and Schwartz, 2022). 594

Chang et al. (2023) proposed the Name Cloze 595

task to assess data contamination in copyright- 596

expired English book datasets. In this task, a single 597

name in a given sentence is masked as [MASK], 598

with the sentence consisting of 40 to 60 tokens and 599

containing no other names. The model must predict 600

the correct name for the [MASK] solely based on the 601

provided context; a prediction is considered correct 602

only if it exactly matches the actual name. Human 603

accuracy on the Name Cloze task approaches 0%, 604

making it nearly impossible to infer the correct an- 605

swer based solely on context. Even a strategy that 606

always predicts the most frequent name achieves 607

only 0.6% accuracy. Consequently, this test is well 608

suited for evaluating the extent to which a model 609

has memorized the text rather than its general lan- 610

guage understanding capabilities. 611

According to Chang et al. (2023), data contam- 612

ination was evident in copyright-expired English 613

book datasets. For example, GPT-4 achieved an 614

accuracy of 98% on Lewis Carroll’s Alice’s Adven- 615

tures in Wonderland, and similarly high accuracies 616

were observed for Harry Potter and the Sorcerer’s 617

Stone, 1984, and The Lord of the Rings. 618

C Korean-Specific Models 619

Bllossom Llama-3-Korean-Bllossom-8B is a vari- 620

ant of the Llama 2 enhanced for Korean. This 621

model achieves vocabulary expansion by com- 622

bining the vocabularies of KoBERT and Llama 623

2 and employs bilingual pretraining to align se- 624

mantic knowledge between high-resource and low- 625

resource languages. It has demonstrated perfor- 626

mance improvements ranging from an average of 627

1.8% to 8% across eight benchmark tasks, outper- 628
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forming existing Korean models such as Kullum629

and Polyglot by 93% (Choi et al., 2024).630

EEVE EEVE-Korean-2.8B/10.8B is an efficient631

model designed to extend an English-centric large632

language model to Korean. Through parameter633

freezing and subword initialization, it achieves ex-634

cellent performance with relatively few training635

tokens. The model sequentially trains from input636

embeddings through to all parameters, effectively637

transferring the advanced capabilities of the orig-638

inal English model to Korean. As a result, EEVE639

exhibits outstanding performance in Korean and640

is recognized as a leading Korean model within641

the open-source community. The 2.8B version was642

fine-tuned as Phi-2, while the 10.8B version was643

meticulously fine-tuned as SOLAR-10.7B (Kim644

et al., 2024)645

D Fine-Tuning646

This study aimed to construct a language model647

that reflects the characteristics of historical Korean648

by applying a uniform fine-tuning approach to vari-649

ous pretrained models. To achieve consistency, data650

preprocessing and training processes were stan-651

dardized while taking into account the architectural652

differences among models.653

For fine-tuning, the dataset constructed from Ko-654

rean literary works of the 1920s–1930s was em-655

ployed. This dataset comprises 1,145 novels by 56656

authors, from which approximately 5 million to-657

kens were extracted through preprocessing. The658

dataset was subsequently split into training (80%),659

validation (10%), and test (10%) sets. Tokenization660

was performed using AutoTokenizer, and an appro-661

priate maximum sequence length was set for each662

model.663

Fine-tuning was conducted in an unsupervised664

manner, ensuring that the models learned patterns665

from the historical text without explicit annotations.666

To optimize memory usage, LoRA was applied dur-667

ing training, which consistently enhances perfor-668

mance across various LLMs and datasets, partic-669

ularly in complex reasoning tasks. LoRA scales670

effectively regardless of model size and achieves671

high efficiency with minimal computational re-672

sources (Hu et al., 2023). The training process673

was carried out on four GeForce RTX 3090 GPUs,674

enabling efficient parallelization. Despite varying675

model architectures, fine-tuning for each model676

was completed within 5 hours.677

Common hyperparameters were set across all678

models: the learning rate was fixed at 2e-4, the opti- 679

mizer used was AdamW, and a linear decay sched- 680

ule was employed. Weight decay was set to 0.01, 681

and the maximum training steps were capped at 682

1,000—adjusted as needed based on each model’s 683

characteristics. Batch sizes varied by model, with 684

gradient accumulation steps set to 2 and warm-up 685

steps to 5 to ensure training stability. 686

Model performance was monitored by saving 687

checkpoints based on evaluation loss, and the 688

model with the lowest evaluation loss was selected 689

for the experiments. 690
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