
000
001
002
003
004
005
006
007
008
009
010
011
012
013
014
015
016
017
018
019
020
021
022
023
024
025
026
027
028
029
030
031
032
033
034
035
036
037
038
039
040
041
042
043
044
045
046
047
048
049
050
051
052
053

Under review as a conference paper at ICLR 2025

OPTIMAL CAUSAL REPRESENTATIONS AND THE
CAUSAL INFORMATION BOTTLENECK

Anonymous authors
Paper under double-blind review

ABSTRACT

To effectively study complex causal systems, it is often useful to construct repre-
sentations that simplify parts of the system by discarding irrelevant details while
preserving key features. The Information Bottleneck (IB) method is a widely used
approach in representation learning that compresses random variables while re-
taining information about a target variable. Traditional methods like IB are purely
statistical and ignore underlying causal structures, making them ill-suited for
causal tasks. We propose the Causal Information Bottleneck (CIB), a causal ex-
tension of the IB, which compresses a set of chosen variables while maintaining
causal control over a target variable. This method produces representations which
are causally interpretable, and which can be used when reasoning about interven-
tions. We present experimental results demonstrating that the learned representa-
tions accurately capture causality as intended.

1 INTRODUCTION

Natural systems typically consist of a vast number of components and interactions, making them
complex and challenging to study. When investigating a specific scientific question, which is often of
a causal nature, it is frequently possible to disregard many of these details, as they have a negligible
impact on the outcome. These details can then be abstracted away. A classic example (Rubenstein
et al., 2017; Chalupka et al., 2017) is the relationship between particle velocities, temperature, and
pressure. To control the pressure on the walls of a room, it would be necessary to influence the
velocities of the approximately 1023 particles in the room. However, controlling the velocity of each
individual particle is not required to achieve this. Instead, manipulating the high-level variable of
temperature is sufficient. For an ideal gas, temperature is directly proportional to the average kinetic
energy of the particles in the gas (Blundell & Blundell, 2010), and modifying the temperature alters
the particle velocities accordingly.

Methods that disregard the causal structure of a system when constructing abstractions may yield
results that are uninformative or even misleading, particularly when the objective is to manipulate
the system or gain causal insights. The following running example will serve as a useful illustra-
tion of the potential drawbacks of neglecting causal considerations when learning representations.
Consider a mouse gene with four positions s1, s2, s3, s4 under study1where nucleotides may be
mutated, corresponding to the binary variables Xi, i = 1, . . . , 4, which indicate whether there is a
mutation at position si. These mutations can interact in a complex manner with respect to a pheno-
type of interest Y , say the body mass of the mouse. This type of complex interaction is known as
epistasis (Phillips, 2008). One could create a abstraction T of X1, X2, X3, X4 that would be blind
to differences between mutation configurations (X1, X2, X3, X4) that do not provide information
about Y . With the current description, it may seem that there is no need for considering causality,
and that one could simply use a purely statistical method to learn a good “epistasis gauger” T . This
is, however, not the case, since the Xi and T are typically confounded by the population structure,
that is, “any form of relatedness in the sample, including ancestry differences or cryptic relatedness”
(Sul et al., 2018). Based on the discussion in Sul et al. (2018), we consider the population structure
variable S encoding the strain of the mice (laboratory vs wild-derived strains), which is associated
with both distinct X and body masses Y (high in laboratory strains and low in wild-derived strains).

1The number of locations in the genome that may affect Y may be orders of magnitude larger than what
we consider here and span many genes. We use small numbers to illustrate the problem.
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A possible resulting causal graph can be seen in Figure 3. As a result, mutations that are more preva-
lent in mice from the wild-derived strain will exhibit a strong correlation with low body mass, even
if there is no underlying causal relationship between them. This is an example of how population
structure can work as a confounder. In humans, population structure in the form of ancestry plays a
similar role to the mouse strains here.

The construction of abstractions, in the form of representations, has been a prominent area of re-
search in non-causal machine learning for many years, with both theoretical and applied contribu-
tions. A “good” representation should facilitate the learning task (Goodfellow et al., 2016), achiev-
ing multiple benefits: it should conserve space, simplify computations, and accelerate processing,
while also uncovering the essential aspects of X , which may help with interpretability. It may also
make the learning task easier because highly flexible machine learning algorithms often struggle
with overfitting, which is exacerbated by the presence of unimportant information (Bishop, 2006).
It is essential to recognize that the determination of which information is spurious critically depends
on the specific task at hand. Building a representation is therefore a balancing act between keep-
ing enough information for the task and avoiding including unnecessary details. This is the insight
which Tishby et al. (2000) build on. The authors formalize the learning of the optimal representation
T for an input variable X and a chosen target variable Y as a minimization problem. This problem
involves finding a balance between compressing X as much as possible and maintaining as much
information about Y as possible. The functional proposed by Tishby et al. (2000) to be minimized is
called the Information Bottleneck (IB) Lagrangian, and it has inspired a significant body of work in
representation learning (see for example Alemi et al. (2016); Kolchinsky et al. (2018; 2019); Tishby
& Zaslavsky (2015); Achille & Soatto (2018)).

The IB method is not aware of causality. The learned representations cannot be used to reason
causally about the system. In particular, when X and Y are heavily confounded, the IB method
will create a representation T that preserves the information X has about Y , but a significant por-
tion of this information is spurious from a causal perspective. This not only leads to sub-optimal
compression but can also result in misleading conclusions, where the values of T are mistakenly in-
terpreted as corresponding to meaningful interventions. The importance of constructing appropriate
causality-aware representations and abstractions has been recognized previously (Schölkopf et al.,
2021; Beckers & Halpern, 2019; Rubenstein et al., 2017; Chalupka et al., 2017; Höltgen, 2021; Jam-
malamadaka et al., 2023), but the successful construction of such representations remains an open
challenge (see Section 9).

In this paper, we present a new method for finding representations of a set of input variables X which
retain the causal information between X and a specified target variable Y . Namely, we introduce a
causal version of the IB Lagrangian designed to attain its minima when the representation T of X
compresses X as much as possible while maintaining as much causal control over Y as desired, with
the trade-off between these properties governed by a parameter β. We derive the Causal Information
Bottleneck (CIB) Lagrangian by first establishing an axiomatic description of what constitutes an
optimal causal representation. Similar to the original Information Bottleneck paper (Tishby et al.,
2000), we take all variables to be discrete, and we assume that we have access to the joint distribution
over all variables. Additionally, the causal graph containing X and Y is taken to be known.

The contributions of this paper can be stated as follows:

• We propose an axiomatic definition of optimal causal representation, which naturally ex-
tends previous definitions of optimal representation.

• We derive a causal version of the Information Bottleneck Lagrangian from those axioms,
thereby formulating the problem of optimal causal representation learning as a minimiza-
tion problem. To the best of our knowledge, this is the first time that representations of
variables are designed to be interventionally relevant for the target variable.

• We propose a definition of equivalence for representations and an information-theoretical
metric to capture it in the deterministic case.

• We derive a backdoor criterion formula for representations, enabling us to compute a rep-
resentation’s post-intervention distribution from observational data.

This paper is structured as follows: In Section 2 we briefly review the necessary concepts from the
theories of causal models, causal information, and the information bottleneck method. Section 3
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defines optimal causal representations and formulates the constraint minimization problem whose
solutions are the optimal causal representations. The causal information bottleneck Lagrangian is
introduced in Section 4, which is used to solve the aforementioned minimization problem. Section 5
defines interventions on representations, and Section 6 builds on this to derive a backdoor adjustment
formula for representations. In Section 7 we define when two representations are equivalent, and pro-
pose an informational-theoretical metric that can detect it in the deterministic case. These elements
are then used when learning the optimal causal representations in 3 different experiments, whose
results are reported in Section 8. Finally, Sections 9 and 10 discuss related work and the obtained
results, and propose future research directions. All proofs can be found in the Appendix, which also
contains various supplements to the main text. The code repository containing the experiments can
be found in the file submitted alongside the paper.

2 PRELIMINARIES

2.1 CAUSAL MODELS AND INTERVENTIONS

A Structural Causal Model (SCM) provides a representation of a system’s causal structure, analo-
gous to a Bayesian network but with a causal interpretation. An SCM C = (V,N, S, pN) is com-
prised of endogenous variables V, exogenous variables N, deterministic functions between them S,
and a distribution over the noise variables pN. Each SCM C has an underlying DAG GC, called its
causal graph. Each node in the DAG corresponds to an endogenous variable, while the edges stand
for the causal relationships between them. We denote the parents and children of an endogenous
variable X by Pa(X) and Ch(X), respectively. Furthermore, we denote the range of a random vari-
able X by RX and its support by supp(X). The value of each endogenous variable is determined
by a deterministic function of its parent variables and an independent exogenous variable, which ac-
counts for the system’s randomness. A key feature of SCMs is their capacity to model interventions
on a variable X , which involve altering the variable’s generating process. This results in a new SCM
with its own distribution, reflecting the system’s state post-intervention. The most common type of
intervention is an atomic intervention, where a variable X is set to a specific value x, effectively
severing its connection to its parents and assigning a fixed value instead. We denote such an inter-
vention by do(X = x), the resulting SCM by Cdo(X=x), and the post-intervention joint distribution
of a set of variables W by p

do(X=x)
W (w) or p(w | do(X = x)). For more details, see Appendix A.3.

2.2 CAUSAL ENTROPY AND CAUSAL INFORMATION GAIN

We now introduce two concepts: causal entropy and causal information gain, both of which are
fundamental to our method. For more details, see Appendix A.2, or refer to the work by Simoes
et al. (2023). The causal entropy Hc(Y | do(X)) measures the average uncertainty remaining about
the variable Y after we intervene on the variable X . This concept is closely related to conditional
entropy but adapted for situations where interventions on X , as opposed to conditioning on X , are
considered. The causal information gain Ic(Y | do(X)) extends the idea of mutual information to
the causal domain. It quantifies the reduction in uncertainty about Y after intervening on X , offering
a measure of the causal control that X exerts over Y . Essentially, it tells us how much more we know
about Y due to these interventions on X .

2.3 THE INFORMATION BOTTLENECK LAGRANGIAN

Let X be a random variable. By a representation T of X , we mean a variable that can only depend on
X , whether deterministically or stochastically. This means in particular that T must be independent
of Y when conditioning on X . This generalizes the notion of representation used by Achille &
Soatto (2018) for cases with more variables than only X and Y . Furthermore, a representation T is
characterized by its encoder, which codifies how T depends on X . We formalize this as follows:

Definition 1 (Representation). A random variable T is a representation of a random variable X if
T is a function of X and an independent noise variable. The encoder of the representation T is the
function qT |X : RT × RX → [0, 1] such that qT |X(t | x) is the conditional probability q(t | x) of
T = t given X = x.

3
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In Tishby et al. (2000), the authors aim at finding a representation T of X which “keeps a fixed
amount of meaningful information about the relevant signal Y while minimizing the number of bits
from the original signal X (maximizing the compression).” This is accomplished by introducing the
Information Bottleneck Lagrangian Lβ

IB[qT |X ] = I(X;T ) − βI(Y ;T ), where β is a non-negative
parameter which manages the trade-off between compression (as measured by I(X;T )) and suffi-
ciency (as measured by I(Y ;T )). The problem of finding such a representation becomes then the
problem of finding an encoder qT |X which minimizes the Lβ

IB. They minimize this Lagrangian by
adapting the Blahut-Arimoto algorithm from rate distortion theory (Blahut, 1972) to their case, re-
sulting in a coordinate-descent optimization algorithm. Crucially, this adaptation relies on the fact
that, similarly to Blahut (1972), searching for the zero-gradient points of the Lagrangian results in
self-consistency equations that can be exploited to construct a coordinate-descent algorithm. This
construction hinges on viewing mutual information as a KL divergence.

The IB method proposed by Tishby et al. (2000) effectively solves the following minimization prob-
lem:

argmin
qT |X∈R|RT |·|RX |

I(X;T ) s.t.
{
∀x ∈ RX , qT |X=x ∈ ∆|RT |−1

I(Y ;T ) = D
, (1)

where ∆|RT |−1 is the probability simplex, and D belongs to the sufficiency values compatible with
the chosen β. Notice that in particular qT |X is then constrained to ∆ :=×x∈RX

∆|RT |−1 (see
Appendix E for details).

3 OPTIMAL CAUSAL REPRESENTATIONS

For the remainder of the paper, let X ⊆ V be a set of endogenous variables of an SCM C =
(V,N, S, pN), T be a representation of X with encoder qT |X , and t be an element of RT .

In a natural extension of the qualitative description of optimal representation in Section 2.3 to the
causal context, our problem can be described as finding representations T of X which retain a chosen
amount D of causal information about the relevant signal Y while minimizing the information that
T preserves about X . We propose an axiomatic characterization of optimal causal representation to
formally capture this description using information-theoretical quantities. This can also be seen as a
causal variant of the characterization of optimal representation from Achille & Soatto (2018). Since
we use Ic(Y | do(T )) to measure the causal information that T has about Y , and I(X;T ) is the
information that T keeps about X , the result is the following:
Definition 2 (Optimal Causal Representation). A optimal causal representation of X at sufficiency
D is a representation T of X such that:

(C1) T is interventionally D-sufficient for the task Y , i.e., Ic(Y | do(T )) = D.

(C2) I(X;T ) is minimal among the variables T satisfying (C1).

We can then formulate the problem of finding an optimal causal representation as the following
minimization problem:

argmin
qT |X∈R|RT |·|RX |

I(X;T ) s.t.
{
∀x ∈ RX , qT |X=x ∈ ∆|RT |−1

Ic(Y | do(T )) = D
. (2)

Recall that the IB Lagrangian can be seen as arising from the minimization problem in Equation (1).
Likewise, the CIB Lagrangian will be introduced to solve the minimization problem in Equation (2).

4 THE CAUSAL INFORMATION BOTTLENECK

We can find the solution(s) to Equation (2) within the minimizers of a Lagrangian. Specifically, we
can minimize (for some chosen X , Y and RT ) the causal information bottleneck Lagrangian Lβ

CIB
defined as follows:
Definition 3 (Causal Information Bottleneck). The causal information bottleneck (CIB) Lagrangian
with trade-off parameter β ≥ 0 is the function Lβ

CIB : R|RT | × R|RX | → R given by

Lβ
CIB[qT |X ] := I(X;T )− βIc(Y | do(T )). (3)

4
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The trade-off parameter β is the Lagrange multiplier for the interventional sufficiency constraint,
and is taken to be fixed. Notice that the constraint qT |X ∈ ∆ still needs to be enforced explicitly. As
for the IB Lagrangian, fixing β restricts the values D that Ic(Y | do(T )) can take when minimizing
Lβ
CIB (Kolchinsky et al., 2018). In general, we expect larger β to favor interventional sufficiency

over compression, resulting in smaller values of D and larger values of I(X;T ). We assume β to be
a non-negative real number in view of its interpretation as a trade-off parameter.

As discussed in Appendix E, developing a method to minimize Equation (3) analogous to that of
Tishby et al. (2000) is challenging, if not infeasible. Instead, we employ constrained optimization
iterative local search algorithms based on gradient descent to find the minima of Lβ

CIB while adhering
to the probability simplices constraint qT |X ∈ ∆.

5 INTERVENTIONS ON REPRESENTATIONS

As discussed in Section 1, there is often interest in creating representations that can be intervened
on. An intervention on a representation T of X must correspond to interventions on the low-level
variables X . Therefore, an intervention on T will induce a distribution over the possible interven-
tions on X , which we denote by p⋆(x | t) and will refer to as the “intervention decoder”. We require
that p⋆(x | t) be compatible with the encoder q(t | x), in the sense that both must agree with a
common joint distribution over T and X .

Definition 4 (Intervention Decoder). The intervention decoder p⋆(x | t) for the representation T of
X is computed from the encoder qT |X using the Bayes rule with a chosen prior p⋆(x), that is,

p⋆(x | t) := q(t | x)p⋆(x)∑
ẋ q(t | ẋ)p⋆(ẋ)

(4)

Notice that a choice of prior over the possible atomic distributions on X still needs to be made. In
practice, we will make the choice that p⋆(x) be uniform, so that p⋆(x | t) = q(t|x)∑

ẋ q(t|ẋ) .

In order to compute the effect of intervening on T on the SCM variables V, we compute the effect
of the atomic interventions do(X = x), and weight them with the likelihood of that intervention
using the intervention decoder.

Definition 5 (Representation Intervention). The representation intervention distribution p
do(T=t)
V is

the weighted average of the atomic intervention distributions p
do(X=x)
V over x ∈ RX , where the

weights are given by the intervention decoder p⋆(x | t). That is,

p
do(T=t)
V (v) = p(v | do(T = t)) :=

∑
x

p⋆(x | t)pdo(X=x)
V (v). (5)

6 BACKDOOR ADJUSTMENT FOR REPRESENTATIONS

In order to learn the optimal causal representation, the learning algorithm will need to estimate
Lβ
CIB = I(X;T ) − βIc(Y | do(T )) at each iteration step, making use of the encoder qT |X at that

iteration and the joint pV. The compression term I(X;T ) can be directly computed using pX and
the encoder, while the interventional sufficiency term Ic(Y | do(T )) demands the computation of
p(y | do(T = t)). Equation (15) allows us to write p(y | do(T = t)) in terms of the encoder q(t | x)
and the intervention distributions p(y | do(X = x)). Hence, p(y | do(T = t)) is identifiable (i.e.,
computable from the joint pV) if p(y | do(X = x)) also is. Satisfaction of the backdoor criterion
is one of the most common ways to have identifiability. In case a set Z ⊆ V exists satisfying the
backdoor criterion relative to (X,Y ), then p(y | do(X = x)) is identifiable, and is given by the
backdoor adjustment formula (Pearl, 2009). From the definition of representation intervention and
the backdoor adjustment formula, one can derive a backdoor adjustment formula for representations.

Proposition 6 (Backdoor Adjustment Formula for Representations). Let T be a representation of
X with encoder q(t | x), and Z be a set of variables of C satisfying the backdoor criterion relative
to (X,Y ) in C. Then the representation intervention distribution for Y is identifiable and is given

5
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by:

p(y | do(T = t)) =
∑
z

p(z)
∑
x

p(y | x, z)p⋆(x | t)

=
∑
z

p(z)
∑
x

p(y | x, z) q(t | x)p⋆(x)∑
ẋ q(t | ẋ)p⋆(ẋ)

,
(6)

where p⋆(x | t) is the intervention decoder for T , and p⋆(x) is the prior over interventions on X .

Remark 7 (Interpretation of the backdoor adjustment formula for representations). Since Z meets the
backdoor criterion for (X,Y ), the probability p(y | x, z) can be seen as the probability of observing
Y = y in the subpopulation Z = z given that one does do(X = x). Furthermore, p⋆(x | t) is the
probability that X is set to x, given that T is set to t. Thus, the sum over x can be seen as the average
effect of X on Y in the subpopulation Z = z and given that T is set to t. Hence the post-intervention
probability q(y | do(t)) is the average over all subpopulations Z = z of the average effects of X on
Y , given that T = t.

Proposition 6 allows us to express the interventional sufficiency term of the CIB in terms of the
encoder and the joint pXY Z as long as there is a set Z which satisfies the backdoor criterion relative
to (X,Y ). The expression for Ic(Y | do(T )), and thus for the CIB, will have the same form in all
such cases. From now on, we will assume that such a set Z exists. Note that this imposes a restriction
solely on the graph structure.

Assumption 8. A set of random variables Z satisfying the backdoor criterion (Pearl, 2009) relative
to (X,Y ) in the SCM C can be conditioned on.

Assumption 8 is introduced for the sake of convenience and simplifying the algorithm. If violated,
p(y | do(t)) may still be identifiable. In that case, one can make use of do-calculus (Peters et al.,
2017) to obtain an expression for p(y | do(x)), and thus also for p(y | do(t)), which will hold for
that specific causal graph.

7 COMPARING REPRESENTATIONS

After learning a representation T1, we may want to compare it with another representation T2, which
could either be one learned earlier or one considered as the ground truth. Simple equality of their en-
coders is not an appropriate criterion for this comparison. Two representations might have different
encoders and still be “equivalent” in the sense that they coincide when the values of the represen-
tations are relabeled. This is especially apparent in the case of completely deterministic representa-
tions. For example, consider two binary representations T1 and T2 of a low-level variable X with
range RX = {0, 1, 2}, defined by deterministic functions ϕT1 and ϕT2 . Suppose ϕT1 maps 0 and 1 to
0, and 2 to 1, while ϕT2 maps 0 and 1 to 1, and 2 to 0. Intuitively, T1 and T2 represent the same rep-
resentation because relabeling the values of T1 (i.e., swapping 0 and 1) yields a representation that
produces the same values as T2 for the same low-level values of X . Formally, and extending to the
non-deterministic case, this is to say that equivalence arises whenever the conditional distributions
are identical up to a bijection σ of the values of the Ti. This leads to the following definition:

Definition 9 (Equivalent representations). Two representations T1 and T2 of X are equivalent if
there is a bijection σ : supp(T1) → supp(T2) such that ∀t1 ∈ supp(T1), x ∈ supp(X), qT1|X(t1 |
x) = qT2|X(σ(t1) | x), where qT1|X , qT2|X are the encoders for T1 and T2. We then write T1

∼= T2.

One can show that ∼= is an equivalence relation (see Proposition 19). We call abstraction an equiv-
alence class of ∼=, that is, the elements of ∆/∼= . In practice, it is unlikely that two representations
will be exactly equivalent. Thus, it will be useful to have a measure that quantifies the dissimilar-
ity between two representations, indicating how far they are from being equivalent. This measure
should be minimized when the representations are equivalent. We do not present such a metric for
the general case. In our experiments, we will want to compare learned encoders with a deterministic
encoder corresponding to the ground truth T for the case β → +∞. Hence, a metric that captures
equivalence between a representation T and a deterministic representation T will suffice. The vari-
ation of information (Meilă, 2003; 2007) VI(T1;T2) := H(T1 | T2) +H(T2 | T1) is such a metric:
VI(T, T ) = 0 exactly when T and T are equivalent (see Proposition 20).
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8 EXPERIMENTAL RESULTS

In our experiments, we aim to minimize a reparameterized version of the CIB, given by
Lγ
CIB[qT |X ] := (1 − γ)I(X;T ) − γIc(Y | do(T )), where γ ∈ [0, 1] is the trade-off parameter.

By a slight abuse of notation, we distinguish this from the original parameterization of the CIB
solely by the superscript γ. The parameter γ has a more intuitive interpretation than β, representing
the fraction of the CIB that the interventional sufficiency term accounts for. Additionally, it simpli-
fies hyperparameter searches when using optimization algorithms, since the magnitude of the values
of Lγ

CIB remains relatively stable with variations in γ, unlike what happens with Lβ
CIB and β. It is

straightforward to verify that minimizing the CIB Lβ
CIB is equivalent to minimizing its reparameter-

ization Lγ
CIB, provided that γ is selected appropriately (see Proposition 18).

In this section, we will demonstrate the application of the CIB Lagrangian by finding its minimum
for three problems of increasing complexity and for different values of γ, using the local search algo-
rithms2(Simplex) Projected Gradient Descent (pGD) and (Simplex) Projected Simulated Annealing
Gradient Descent (pSAGD) described in Appendix E, and checking whether the results are what we
expect.

Specifically, in each experiment we will check whether:

(a) If γ = 1, the learned representation T coincides (modulo ∼=) with the ground truth T of
that experiment. That is, whether VI(T, T ) = 0.

(b) If γ = 0, the learned representation has I(X;T ) = 0.
(c) Larger γ values correspond to larger (or at least not smaller) values of Ic(Y | do(T )). That

is, if γ1 > γ2, one has that the causal information gain for the encoder learned when γ = γ1
is larger or equal to that of the encoder learned when γ = γ2.

If (a), (b), and (c) hold, this provides evidence that the CIB can be used to learn representations
that maximize control (by setting γ = 1), maximize compression (by setting γ = 0), or strike a
balance between the two (by setting γ ∈ (0, 1)). This is also evidence that the proposed local search
algorithms succeed in optimizing the CIB objective. Note that ground truth is only available for
γ = 1 and γ = 0. For γ = 1, the optimal solution will be clear for the proposed case studies.
For γ = 0, the solution should be maximally compressive, regardless of causal control over Y .
For γ /∈ {0, 1}, there is no obvious ground truth, but the reasonableness of the results can still be
assessed as described in (c). It is also noteworthy that encoders trained with different γ values may
achieve the same Ic(Y | do(T )), although increasing γ should not decrease Ic(Y | do(T )). This
property is analogous to the Information Bottleneck (IB) framework, where distinct β values often
yield the same sufficiency value (Kolchinsky et al., 2018).

8.1 LEARNING ODD AND EVEN

Setup Consider the SCM in Figure 2a, which represents a scenario where the parity of X deter-
mines the outcome Y with some uncertainty, parameterized by uY . To preserve the control that X
has over Y , a representation T of X should reflect the parity of X . Consequently, when T is binary
and we aim to maximize the causal control of T over Y , T must be equivalent to T = X mod 2.
This will serve as the ground truth (modulo ∼=) for the case γ = 1.

Results For each γ value, we employ an ensemble of 4 pGD optimizers with learning rates 1.0
and 0.1. As shown in Figure 1a, the experiment satisfies all checks (a), (b), and (c).

This case is straightforward, with T abstracting a single variable and no confounders. The backdoor
criterion is trivially satisfied by the empty set, and the Conditional Information Bottleneck (CIB)
reduces to the standard Information Bottleneck (IB). We now consider a more complex case where
controlling for confounding is crucial.

2The learning rates were chosen based on hyperparameter searches for the γ = 1 cases as well as the typical
values of the gradient norm.
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(a) Odd and Even experiment with
uY = 0.2.
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(b) Confounded Addition experi-
ment with rY = 0.5.
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(c) Genetic Mutations experiment
with bXi = 0.3, bY = 0.1 and
bS = 0.5.

Figure 1: Experimental results. Each line corresponds to the representation found for the chosen
γ ∈ {0, 0.2, . . . , 1.0}. The axis labels gamma, IcdoT, MI XT and VI of T and T correspond
to γ, Ic(Y | do(T )), I(X;T ) and VI(T, T ), respectively. Maximal γ leads to maximal causal
control and learning the ground truth, while minimal γ leads to maximal compression, as expected.
Larger γ values result in larger (or at least not smaller) causal control. Notice that some lines overlap.

8.2 LEARNING ADDITION IN THE PRESENCE OF STRONG CONFOUNDING

Setup Consider the SCM in Figure 2b, which represents a situation where Y is controlled by
X = (X1, X2) through the sum X1 + X2 ∈ {0, 1, 2}, and W confounds X1 and Y . Notice that
W satisfies the backdoor criterion relative to (X,Y ). To preserve the control that X has over Y , a
representation T of X should keep the value of X1+X2 ∈ {0, 1, 2}. This is because, by construction
of the Structural Causal Model (SCM), the sum of X1 and X2 is the only aspect of X that can
be manipulated to affect Y . Therefore, if T is chosen to be a 3-valued variable and one aims to
maximize causal control of T over Y , it follows that T should be equivalent to T = X1 +X2. This
will be the ground truth abstraction (modulo ∼=) for the case γ = 1.

Results For each value of γ, we employ an ensemble of 6 pSAGD optimizers with a temperature
of 10.0, learning rates 1.0 and 10.0. As shown in Figure 1b, the experiment satisfies all checks (a),
(b), and (c). This shows in particular that our method successfully deals with the confounding effect
of W .

X Y
Y := X +NY mod 2

NX ∼ U{0, . . . , 6}
NY ∼ Bern(uY ), uY < 0.5

(a) SCM for the Odd and Even experiment. We
use uY = 0.2.

X1

X2

Y

W


Y := W + (X1 +X2)NY

X1 := min(NX1
+ W/3 ·X2, 1)

X2 := NX2

W := 3NW

NXi
, NW ∼ Bern(1/2)

NY ∼ Bern(rY ), rY > 0

(b) SCM for the Confounded Addition experiment. We use
rY = 0.5. Notice that Y ∈ {0, 1, 2, 3, 4, 5} and W ∈ {0, 3}.

Figure 2: SCMs for two experiments.

8.3 GENETIC MUTATIONS

Setup Consider the SCM depicted in Figure 3, which represents a scenario of genetic mutations
in mice like the one described in Section 1. Notice that S satisfies the backdoor criterion relative to
(X,Y ). By inspecting the structural assignments in Figure 3, we can see that the mutations interact
in a complex, non-additive way with respect to the body mass Y . Specifically, individual mutations at
s1 or s2 have an equivalent, relatively small effect on Y , while having both mutations simultaneously
would have a profound impact, larger than the sum of the impacts of the individual mutations.
Furthermore, having a mutation at s3 has no effect on its own, but partially protects against the
effect of simultaneous mutations at s1 and s2. Finally, X4 has no effect on Y whatsoever. This
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means in particular that T should be able to distinguish cases where both s1 and s2 are mutated but
s3 is not, and where all three are mutated.

This setting is characterized by an increased number of variables, confounding, and complex
epistatic interactions between variables, which the learned encoder must capture. Furthermore, the
encoder should recognize that the maximal control solution does not need to to account for one of
the variables in X (specifically, X4). Denote by θ(X) the sum X1 +X2 + (2−X3) ·X1 ·X2 of all
the terms in the structural assignment of Y which involve X . This expression represents the aspect
of Y that X can influence, and thus it is the information that T should capture to achieve maximal
control. It follows that a 4-valued representation learned with γ = 1 case should be equivalent to the
representation T with encoder qT |X given by qT |X(t | x1, x2, x3, x4) = δt,θ(x1,x2,x3,x4). This will
be the ground truth abstraction (modulo ∼=) for the case γ = 1.

Results For each value of γ, we employ an ensemble of 12 pSAGD optimizers with a temperature
of 10.0, learning rates 100, 101, 102 and 104. As shown in Figure 1c, the experiment satisfies all
checks (a), (b), and (c). This shows that our method can capture complex interaction effects between
the variables, while simultaneously dealing with the confounding effect of S.

X1

X2

X3

X4

Y

S



S := NS

X1 := NX1

X2 := NX2

X3 := S ·NX3
+ (1− S) · (1−NX3

)

X4 := S ·NX4
+ (1− S) · (1−NX4

)

Y := S +X1 +X2 + (2−X3) ·X1 ·X2 +NY

NS ∼ Bern(bS)

NXi
∼ Bern(bXi

)

NY ∼ Bern(bY )

Figure 3: SCM for the Genetic Mutations experiment. This models the running example introduced
in Section 1, so that the Xi indicate the existence of mutations at certain locations in a mouse gene,
S is the population strain, and Y is the mouse body mass. We fix bXi = 0.3, bY = 0.1 and bS = 0.5.

9 RELATED WORK

There has been other work investigating a problem related to our search for an optimal causal repre-
sentation. In Chalupka et al. (2017; 2014; 2016b;a)), the authors search for “causal macrovariables”
of higher-dimensional “microvariables”, described as coarse representations of the microvariables
X and Y which preserve the causal relation between them3. Their definition of macrovariable is
distinct from our definition of optimal causal representations. Namely, it is not based on information-
theoretical concepts such as compression and sufficiency, but on clustering together the values of X
resulting in the same post-intervention distributions over Y . It would be interesting to see in what
cases our approach coincides with theirs. Note that the two approaches cannot align in general,
since their method does not incorporate causality, as their clustering procedure relies on conditional
distributions, which, as they demonstrate, necessarily yield a finer-grained representation than truly
causal clusters. Moreover, our abstractions T can, at least for γ ̸= 1, be stochastic mappings of X ,
while their macrovariables are deterministic mappings of X . Höltgen (2021); Jammalamadaka et al.
(2023) tried to address the problem of finding causal macrovariables using the standard informa-
tion bottleneck framework. Specifically, they use variational autoencoders (VAEs), relying on the
fact that β-VAEs (when used for the task of reconstruction) minimize the information bottleneck
(Achille & Soatto, 2018). However, their method does not account for causality, being limited to
scenarios without confounding due to its reliance on the standard IB.

The study of causal abstractions has been conducted from yet another, although related, point of
view. Namely, there have been efforts to formalize when exactly a given causal model can be seen as

3In general, they search for representations not only of X but also of Y . We are only interested in how they
construct representations of X .

9



486
487
488
489
490
491
492
493
494
495
496
497
498
499
500
501
502
503
504
505
506
507
508
509
510
511
512
513
514
515
516
517
518
519
520
521
522
523
524
525
526
527
528
529
530
531
532
533
534
535
536
537
538
539

Under review as a conference paper at ICLR 2025

a causally consistent abstraction of another one (Rubenstein et al., 2017; Beckers & Halpern, 2019).
The core idea is that intervening on a variable in the low-level model and then transitioning to the
high-level model should yield the same distribution over the model variables as first transitioning to
the high-level model and then intervening. To account for cases where this commutativity between
abstracting and intervening is imperfect, Beckers et al. (2020) introduced approximate abstractions.
Although these works do not provide methods for constructing causal model abstractions, recent
efforts have focused on learning such high-level models. Notably, Xia & Bareinboim (2024) present
a method for constructing high-level models based on clustering low-level variables, while Zennaro
et al. (2023) and Felekis et al. (2024) focus on learning an abstraction map given both low-level and
high-level SCMs, each by minimizing a distinct measure of abstraction error. In contrast, our method
does not learn a high-level SCM, but a representation of X which is causally relevant. It seems to
us that a possibly fruitful avenue of research consists of studying whether representation learning
method introduced in this paper can be used to construct high-level causal models. In fact, the con-
nection between causal representation learning and the task of learning abstractions of causal models
has been noted before (Zennaro et al., 2023). Furthermore, the macrovariables from Chalupka et al.
(2017) were already shown to induce high-level causal models that satisfy the definition of approxi-
mate abstraction (Beckers et al., 2020), suggesting that the causal representations learned using the
CIB method may play a similar role.

10 CONCLUSION AND FUTURE WORK

We extended the notion of optimal representation to the causal setting, resulting in an axiomatic
characterization of optimal causal representations. Just as the information bottleneck (IB) method
can be used to learn optimal representations, so can the causal information bottleneck (CIB) method
introduced in this paper be used to learn optimal causal representations. The CIB, which depends on
the interventional distributions p(y | do(t)), needs to be computed during the learning procedure,
which consists of solving a constrained minimization problem. The exact expression for the CIB will
depend on the causal structure of the system under study. We focused on cases where there is a set Z
satisfying the backdoor criterion relative to (X,Y ). This allows us to derive a backdoor adjustment
formula for p(y | do(t)), and thus successfully apply a minimization algorithm to minimize the CIB.
Specifically, we introduced a local search algorithm, referred to as projected simulated annealing
gradient descent (pSAGD), which integrates simulated annealing and gradient descent techniques
with a projection operator to maintain constraint satisfaction throughout the minimization process.
In order to compare different representations learned by our algorithm, we introduced a novel notion
of equivalence of representations, which partitions representations into equivalence classes, termed
abstractions, and showed that the variation of information can be used to assess whether two repre-
sentations are equivalent, as long as one of them is deterministic. We experimentally validated that
the learned representations in three toy models of increasing complexity align with our expectations.

Future research directions include exploring alternative methods for incorporating causality into the
information bottleneck framework, such as focusing on causal properties other than causal control,
like proportionality (Pocheville et al., 2015). Our approach can also be extended to scenarios where
the backdoor criterion does not hold by leveraging do-calculus, allowing for the automatic com-
putation of post-intervention distributions for interventions on representations. Another area worth
investigating relates to fine-tuning the trade-off between compression and interventional sufficiency.
Kolchinsky et al. (2018) highlight that, in the context of the Information Bottleneck (IB), different
values of β can often result in the same sufficiency. Similarly, in our experiments we observed that
different values of γ (and thus β) often produced the same interventional sufficiency values. Fu-
ture work could explore strategies similar to those used by Kolchinsky et al. (2018) to address this.
Additionally, another natural next step would be to adapt the causal information bottleneck (CIB)
method to continuous variables, for example by using variational autoencoders (Kingma & Welling,
2013) to minimize the CIB Lagrangian, as was previously done for the standard IB (Alemi et al.,
2016). Finally, one can explore the relationship between our representation learning method and the
framework of causal abstractions, similar to how Beckers et al. (2020) connect the latter with the
approach from Chalupka et al. (2017).
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A MORE PRELIMINARIES

A.1 ENTROPY AND MUTUAL INFORMATION

In this subsection we will state the definitions of entropy, conditional entropy and mutual informa-
tion. In the interest of space, we will not try to motivate these definitions. For more, see Cover &
Thomas (2006).
Definition 10 (Entropy and Cond. Entropy (Cover & Thomas, 2006)). Let X be a discrete random
variable with range RX and p be a probability distribution for X . The entropy of X w.r.t. the
distribution p is4

HX∼p(X) := −
∑

x∈RX

p(x) log p(x). (7)

Entropy is measured in bit. If the context suggests a canonical probability distribution for X , one
can write H(X) and refers to it simply as the entropy of X .
The conditional entropy H(Y | X) of Y conditioned on X is the expected value w.r.t. pX of the
entropy H(Y | X = x) := HY∼pY |X=x

(Y ):

H(Y | X) := Ex∼pX
[H(Y | X = x)] . (8)

This means that the conditional entropy H(Y | X) is the entropy of H(Y ) that remains on average
if one conditions on X .

There are two common equivalent ways to define mutual information (often called information gain).
Definition 11 (Mutual Information and Cond. Mutual Information (Cover & Thomas, 2006)). Let
X and Y be discrete random variables with ranges RX and RY and distributions pX and pY ,
respectively. The mutual information between X and Y is

I(X;Y ) :=
∑

x,y∈RX×RY

pX,Y (x, y) log
pX,Y (x, y)

pX(x)pY (y)
. (9)

Or equivalently:
I(X;Y ) := H(Y )−H(Y | X)

= H(X)−H(X | Y ).
(10)

Let Z be another discrete random variable. The conditional mutual information between X and Y
conditioned on Z is:

I(X;Y | Z) := H(Y | Z)−H(Y | X,Z)

= H(X | Z)−H(X | Y,Z).
(11)

The view of mutual information as entropy reduction from Equation (10) is the starting point for the
definition of causal information gain.

A.2 MORE ON CAUSAL ENTROPY AND CAUSAL INFORMATION GAIN

In this section, we will define causal entropy and causal information gain. The latter will be an
essential component of our method. See Simoes et al. (2023) for a thorough discussion about these
concepts. Let X and Y be endogenous variables of an SCM C. The causal entropy of Y for X
is the entropy of Y that remains, on average, after one atomically intervenes on X . Its definition is
analogous to that of conditional entropy (see Definition 10). Concretely, causal entropy is the average
uncertainty one has about Y if one sets X to x with probability pX⋆(x), where pX⋆ specifies the
distribution over interventions.
Definition 12 (Causal Entropy, Hc (Simoes et al., 2023)). Let Y , X and X⋆ be random variables
such that X and X⋆ have the same range and X⋆ is independent of all variables in C. We say that
X⋆ is an intervention protocol for X . The causal entropy Hc(Y | do(X ∼ X⋆)) of Y for X given
the intervention protocol X⋆ is the expected value w.r.t. pX⋆ of the entropy H(Y | do(X = x)) :=

H
Y∼p

do(X=x)
Y

(Y ) of the interventional distribution p
do(X=x)
Y . That is:

Hc(Y | do(X ∼ X⋆)) := Ex∼pX⋆ [H(Y | do(X = x))] . (12)
4In this article, log denotes the logarithm to the base 2.

13



702
703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755

Under review as a conference paper at ICLR 2025

Causal information gain extends mutual information/information gain to the causal context. While
mutual information between two variables X and Y is the average reduction in uncertainty about Y
if one observes the value of X (see Equation (10)), the causal information gain of Y for X is the
average decrease in the entropy of Y after one atomically intervenes on X (following an intervention
protocol X⋆).
Definition 13 (Causal Information Gain, Ic (Simoes et al., 2023)). Let Y , X and X⋆ be ran-
dom variables such that X⋆ is an intervention protocol for X . The causal information gain
Ic(Y | do(X ∼ X⋆)) of Y for X given the intervention protocol X⋆ is the difference between
the entropy of Y w.r.t. its prior and the causal entropy of Y for X given the intervention protocol
X⋆. That is:

Ic(Y | do(X ∼ X⋆)) := H(Y )−Hc(Y | do(X ∼ X⋆)). (13)

The causal information gain of Y for X was proposed in Simoes et al. (2023) as a measure of
the “(causal) control that variable X has over the variable Y ”, that is, the reduction of uncertainty
about Y that results from intervening on X . It is noteworthy that Ic(Y | do(X)) can be negative, in
contrast with mutual information.

As described in Section 5, we choose a uniform prior over the interventions on X; that is, a uniform
protocol pX⋆ = p⋆ over the low-level variables X . This induces an intervention protocol p⋆(t) =∑

x q(t | x)p⋆(x) for T . To simplify notation, we omit the protocol and write simply Ic(Y | do(X))
and Ic(Y | do(T )).

A.3 MORE ON STRUCTURAL CAUSAL MODELS

One can model the causal structure of a system by means of a “structural causal model”, which can
be seen as a Bayesian network (Koller & Friedman, 2009) whose graph G has a causal interpre-
tation and each conditional probability distribution (CPD) P (Xi | PaXi

) of the Bayesian network
stems from a deterministic function fXi

(called “structural assignment”) of the parents of Xi. In this
context, it is common to separate the parent-less random variables (which are called “exogenous”
or “noise” variables) from the rest (called “endogenous” variables). Only the endogenous variables
are represented in the structural causal model graph. As is commonly done (Peters et al., 2017),
we assume that the noise variables are jointly independent and that exactly one noise variable NXi

appears as an argument in the structural assignment fXi
of Xi. In full rigor5(Peters et al., 2017):

Definition 14 (Structural Causal Model). Let X be a random variable with range RX and W a
random vector with range RW. A structural assignment for X from W is a function fX : RW →
RX . A structural causal model (SCM) C = (X,N, S, pN) consists of:

1. A random vector X = (X1, . . . , Xn) whose variables we call endogenous.

2. A random vector N = (NX1 , . . . , NXn) whose variables we call exogenous or noise.

3. A set S of n structural assignments fXi for Xi from (PaXi , NXi ), where PaXi ⊆ X
are called parents of Xi. The causal graph GC := (X, E) of C has as its edge set E =
{(P,Xi) : Xi ∈ X, P ∈ PaXi}. The PaXi must be such that the GC is a directed acyclic
graph (DAG).

4. A jointly independent probability distribution pN over the noise variables. We call it simply
the noise distribution.

We denote by C(X) the set of SCMs with vector of endogenous variables X. Notice that for a given
SCM the noise variables have a known distribution pN and the endogenous variables can be writ-
ten as functions of the noise variables. Therefore the distributions of the endogenous variables are
themselves determined if one fixes the SCM. This brings us to the notion of the entailed distribution5

(Peters et al., 2017):
Definition 15 (Entailed distribution). Let C = (X,N, S, pN) be an SCM. Its entailed distribution pCX
is the unique joint distribution over X such that ∀Xi ∈ X, Xi = fXi(PaXi , NXi). It is often simply
denoted by pC. Let x−i := (x1, . . . , xi−1, xi+1, . . . , xn). For a given Xi ∈ X, the marginalized

5We slightly rephrase the definition provided in Peters et al. (2017) for our purposes.
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distribution pCXi
given by pCXi

(xi) =
∑

x−i
pCX(x) is also referred to as entailed distribution (of

Xi).

An SCM allows us to model interventions on the system. The idea is that an SCM represents how
the values of the random variables are generated, and by intervening on a variable we are effectively
changing its generating process. Thus intervening on a variable can be modeled by modifying the
structural assignment of said variable, resulting in a new SCM differing from the original only in
the structural assignment of the intervened variable, and possibly introducing a new noise variable
for it, in place of the old one. Naturally, the new SCM will have an entailed distribution which is in
general different from the distribution entailed by the original SCM.

The most common type of interventions are the so-called “atomic interventions”, where one sets a
variable to a chosen value, effectively replacing the distribution of the intervened variable with a
point mass distribution. In particular, this means that the intervened variable has no parents after
the intervention. This is the only type of intervention that we will need to consider in this work.
Formally5 Peters et al. (2017):
Definition 16 (Atomic intervention). Let C = (X,N, S, pN) be an SCM, Xi ∈ X and x ∈ RXi .
The atomic intervention do(Xi = x) is the function C(X) → C(X) given by C 7→ Cdo(Xi=x), where
Cdo(Xi=x) is the SCM that differs from C only in that the structural assignment fXi

(PaXi
, NXi

) is
replaced by the structural assignment f̃Xi(ÑXi) = ÑXi , where ÑXi is a random variable with
range RXi and6pÑXi

(xi) = 1x(xi) for all xi ∈ RXi . Such SCM is called the post-atomic-
intervention SCM. One says that the variable Xi was (atomically) intervened on. The distribution
pdo(Xi=x) := pC

do(Xi=x)

entailed by Cdo(Xi=x) is called the post-intervention distribution (w.r.t. the
atomic intervention do(Xi = x) on C).

B SUPPLEMENTARY MATERIAL ON THE CIB

B.1 LAGRANGE MULTIPLIERS AND THE CIB

Remark 17 (Distinctions from classical Lagrange multipliers). The minimization problem in Equa-
tion (2) involves both equality and inequality constraints. To tackle this problem using the method
of Lagrange multipliers (Nocedal, 2006) directly, we would need to construct a Lagrangian of the
form L(qT |X , β, (λx)x, (µx,t)x,t) = I(X;T )− β(Ic(Y | do(T ))−D)−

∑
x λxgx((qT |X=x)x)−∑

x,t µx,thx,t(qT=t|X=x), where the gx are the restriction functions ensuring that all the conditional
distributions qT |X=x are normalized and the hx,t are the inequality restriction functions ensuring
non-negativity of the conditional distributions. Hence the last two terms of L, along with the appro-
priate Karush-Kuhn-Tucker (KKT) conditions, would guarantee that the conditional distributions
qT |X=x belong to the simplex ∆|RT |−1. However, finding the stationary points of the Lagrangian
with respect to all its arguments, i.e., those where ∇qT |X ,(λx)x,(µx,t)L = 0, would be a formidable
task. Instead, we follow the approach of Tishby et al. (2000); Strouse & Schwab (2017) and impose
the simplex constraint separately, outside of the Lagrangian multipliers method, leaving us only with
the sufficiency constraint. Furthermore, in contrast with the classic method of Lagrangian multipli-
ers, the multiplier β is fixed, so that D is not chosen directly, but only indirectly through the choice
of β.

B.2 WEIGHTED CAUSAL INFORMATION BOTTLENECK LAGRANGIAN

In this section, it will be useful to distinguish Lγ
CIB from the original CIB Lβ

CIB. We call the former
the weighted causal information bottleneck (wCIB) Lagrangian and denote it Lγ

wCIB.

Proposition 18. Let β ∈ R+ and γ = β
1+β . Then the minimizers of Lβ

CIB[qT |X ] are the same as
those of Lγ

wCIB[qT |X ].

6We denote by 1x the indicator function of x, so that 1x(xi) =

{
1, xi = x

0, otherwise
.
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Proof.

Lγ
wCIB = (1− γ)I(Y ;X)− γIc(Y | do(T ))

=
1

1 + β
I(Y ;X)− β

1 + β
Ic(Y | do(T ))

=
1

1 + β
Lβ
CIB.

(14)

Therefore, the wCIB with the chosen γ is simply a rescaling of the CIB with scaling factor 1
1+β ∈

(0, 1]. Since this factor is always positive, it follows that Lγ
wCIB and Lβ

CIB attain their minima at the
same points.

Notice that β = γ
1−γ for γ < 1, and that β → +∞ as γ → 1. In case maximal causal control of T

is desired without consideration of compression, we can use the wCIB with γ = 1, in which case
we formally set β = +∞.

C SUPPLEMENTARY MATERIAL ON INTERVENTIONS ON REPRESENTATIONS

C.1 EFFECT OF A REPRESENTATION INTERVENTION ON THE TARGET VARIABLE

For Y ∈ V, one has that

p
do(T=t)
Y (y) = p(y | do(T = t)) =

∑
v1,...,vm,x̃

p(v1, . . . , vm, x̃, y | do(T = t))

=
∑
x

p⋆(x | t)
∑

v1,...,vm,x̃

p(v1, . . . , vm, x̃, y | do(X = x))

=
∑
x

p⋆(x | t)p(y | do(X = x)),

(15)

where V1, . . . , Vm are all the variables in V except for X and Y .

C.2 PROOF OF THE BACKDOOR ADJUSTMENT FORMULA FOR CAUSAL REPRESENTATIONS

Proof of Proposition 6.

p(y | do(t)) =
∑
x

p⋆(x | t)pC;do(X=x)(y)

=
∑
x

p⋆(x | t)
∑
z

pC(z)pC(y | x, z)

=
∑
z

pC(z)
∑
z

pC(y | x, z) q(t | x)p⋆(x)∑
ẋ q(t | ẋ)p⋆(ẋ)

,

(16)

where the second equality follows from the backdoor adjustment formula (Pearl, 2009), and the last
one from the definition of the intervention decoder.

D SUPPLEMENTARY MATERIAL ON COMPARING REPRESENTATIONS

Proposition 19. The relation ∼= of equivalence of abstractions is an equivalence relation.

Proof. Reflexivity of ∼= is immediate: just take σ = id. We now show that ∼= is symmetric. Assume
that T1

∼= T2, with corresponding bijection σ. Denote by σ−1 its inverse. Let t2 ∈ supp(T2) and
t1 = σ−1(t2). Then,

qT2|X(t2 | x) = qT2|X(σ(t1) | x)
= qT1|X(t1 | x)
= qT1|X(σ−1(t2) | x).

(17)
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This shows that T2
∼= T1. Finally, we show transitivity. Let T1, T2 and T3 be representations of X

such that T1
∼= T2 and T2

∼= T3, with bijections σ12 and σ23. Then,

qT1|X(t1 | x) = qT2|X(σ12(t1) | x)
= qT3|X(σ23(σ12(t1)) | x).

(18)

Hence T1
∼= T3 with bijection σ23 ◦ σ12.

Proposition 20. Let T1 and T2 be representations of X . If VI(T1, T2) = 0, then T1
∼= T2. Further-

more, the converse also holds if T1 is a deterministic representation of X .

Proof. Note that VI(T1, T2) = 0 if and only if H(T2 | T1) = H(T1 | T2) = 0. Recall that
H(T2 | T1) = −

∑
t1∈supp(T1)

p(t1)
∑

t2∈supp(pT2|T1
) p(t2 | t1) log p(t2 | t1), which is zero if

and only if p(t2 | t1) ∈ {0, 1} for all t1, t2 in the respective supports. By the same token, p(t1 |
t2) ∈ {0, 1}. Define σ : supp(T1) → supp(T2) by σ(t1) = argt2(p(t2 | t1) = 1). Similarly, define
σ−1 : supp(T2) → supp(T1) by σ−1(t2) = argt1(p(t1 | t2) = 1). Then, σ−1 is the inverse of σ. To
see this, note that, for all t∗2 ∈ supp(T2), one has σ(σ−1(t∗2)) = argt2(p(t2 | σ−1(t∗2)) = 1). But

p(t∗2 | σ−1(t∗2)) =
p(σ−1(t∗2)|t

∗
2)p(t

∗
2)

p(σ−1(t∗2))
=

1·p(t∗2)
p(σ−1(t∗2))

, which cannot be zero. Since p(t2 | t1) ∈ {0, 1}
for all t1, t2, one then has that p(t∗2 | σ−1(t∗2)) = 1, and therefore σ(σ−1(t∗2)) = t∗2. Now, let
t1 ∈ supp(T1) and t2 = σ(t1). Then qT1|X(t1 | x) = qT1|X(σ−1(t2) | x) = qT2|X(t2 | x) =
qT2|X(σ(t1) | x). Hence T1

∼= T2.
Assume now that T1 is a deterministic representation of X , i.e., qT1|X(t1 | x) ∈ {0, 1} for all
t1 ∈ RT , x ∈ supp(X). Assume further that T1

∼= T2 with bijection σ. Then clearly T2 is also
deterministic. Making use of the definition of representation, we have p(t2 | t1) =

∑
x p(t2 |

x)p(x | t1). If there is no x for which p(t2 | x) = 1, then this is zero. Otherwise, p(t2 | t1) =∑
x p(t2 | x) p(t1|x)p(x)∑

ẋ p(t1|ẋ)p(ẋ) =
∑

x qT2|X(t2 | x) qT1|X(t1|x)p(x)∑
ẋ qT1|X(t1|ẋ)p(ẋ) =

∑
x∈S

qT1|X(t1|x)p(x)∑
ẋ qT1|X(t1|ẋ)p(ẋ) =∑

x∈S

qT2|X(σ(t1)|x)p(x)∑
ẋ qT2|X(σ(t1)|ẋ)p(ẋ) , where S is the set of values x where qT2|X(t2 | x) = 1. Notice that,

for x ∈ S, we have that qT2|X(σ(t1) | x) is zero if σ(t1) ̸= t2 (and is one otherwise). Therefore,

p(t2 | t1) = 0 if σ(t1) ̸= t2, and in case σ(t1) = t2 we have p(t2 | t1) =
∑

x∈S qT2|X(σ(t1)|x)p(x)∑
ẋ∈S qT2|X(σ(t1)|ẋ)p(ẋ) =

1. Hence p(t2 | t1) can only take the values 0 and 1. From the expression for H(T2 | T1) above,
one concludes that H(T2 | T1) = 0. A similar argument holds for H(T1 | T2). This shows that
VI(T1, T2) = 0.

E THE LEARNING ALGORITHMS

A natural way for us to construct a method for minimizing Equation (3) would be to replicate the
procedure in Tishby et al. (2000) using an implicit analytical solution for ∇qT |XLβ

IB = 0 to formu-
late the minimization of Lβ

IB as a multiple-minimization problem solvable by a coordinate descent
algorithm (see Section 2.3). However, the expression resulting from ∇qT |XLβ

CIB = 0 is much more
complicated than that for ∇qT |XLβ

IB = 0. Furthermore, the derivation in Tishby et al. (2000) relied
on the fact that mutual information can be written as a KL divergence, but the causal information
gain cannot (Simoes et al., 2024). So, although we did not show it is impossible to find a coordinate
descent algorithm of the style of the Blahut-Arimoto algorithm, it is clear that a derivation of such
an algorithm would have to take a very different form from the one in Tishby et al. (2000). Instead,
we opted to find the minima of Lβ

CIB while staying constrained to the probability simplices using
two types of projected gradient descent algorithms, which we now discuss.

Since T is discrete, each conditional distribution qT |X=x can be seen as a vector of probabilities
(qT=t|X=x)t∈RT

in the Euclidean space R|RT |. Furthermore, since X is also discrete, the encoder
qT |X can be seen as a vector of probabilities

(qT=t1|X=x1
, . . . , qT=t1|X=x|RX | , qT=t2|X=x1

, . . . , qT=t|RT ||X=x|RX |) ∈ R|RT |·|RX |.

The |RT |-dimensional subspace of R|RT |·|RX | corresponding to qT |X=x will be denoted R(·|x). Each
conditional distribution vector (qT=t|X=x)t∈RT

must lie in the probability simplex ∆|RT |−1, so that
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qT |X must belong to the cartesian product of simplices ∆ :=×x∈RX
∆|RT |−1. The causal infor-

mation bottleneck problem can then be formulated as finding the global minimum of Lβ
CIB[qT |X ]

with qT |X constrained to ∆. We will use projected Gradient Descent (pGD) and projected simulated
annealing gradient descent (pSAGD). The pSAGD algorithm takes its inspiration from simulated an-
nealing methods which help hill-climbing algorithms avoid local minima in discrete search spaces
(Russell & Norvig, 2021). The pSAGD is a simulated annealing version of pGD which does some-
thing analogous. Being itself a local search algorithm, pSAGD still may converge to local minima.
Re-running pSAGD a few times (effectively using an ensemble of pSAGD learners) will increase
the likelihood of finding the global minimum.

Projected Gradient Descent In projected gradient descent (pGD) (Bertsekas, 2016), each itera-
tion step is of the form:

q
(t+1)
T |X = Π∆

(
q
(t)
T |X − α∇qT |X (Lβ

CIB)
∣∣∣
q
(t)

T |X

)
, (19)

where Π∆ is the Euclidean projection onto the constraint space ∆ and α is the learning rate for
the gradient descent step. It is easy to check that projecting onto ∆ is equivalent to projecting each
qT |X=x onto the probability simplex ∆|RT |−1. In other words, we can apply the projection to each
conditional distribution qT |X=x ∈ R|RT | separately. That is,

q
(t+1)
T |X=x = Π∆|RT |−1

(
q
(t)
T |X=x − α∇qT |X=x

(Lβ
CIB

∣∣
R(·|x))

∣∣∣
q
(t)

T |X=x

)
. (20)

This is illustrated in Figure 4. The Euclidean projection onto each probability simplex is done using
our implementation of the algorithm for projection onto the probability simplex described in Duchi
et al. (2008). Our implementation is vectorized, so that we can simultaneously apply the projection
to each qT |X=x separately.

Projected Simulated Annealing Gradient Descent In complex systems, multiple local minima
of the CIB may exist. Projected simulated annealing gradient descent (pSAGD) addresses this issue
by introducing randomness, or “jittering”, into the gradient descent process, controlled by a temper-
ature parameter. At each iteration t, instead of taking a step in the direction of the negative gradient
(followed by a projection) at the current point q(t), there is a chance of jumping to a random neigh-
bor, that is, a point q̃ ∈ ∆ obtained by uniformly sampled from the sphere centered on q(t) of radius
equal to the learning rate (and applying a projection onto the simplex if necessary). The probability
of accepting the proposed q̃ depends on the temperature and the quality of the proposal. Specifically,
if the loss L = Lβ

CIB at q̃ is lower than L(q(t)), then q̃ is accepted, i.e., q(t+1) = q̃. Otherwise, the

acceptance probability is given by exp(−L(q̃)−L(q(t))
T (t) ), where T (t) is the current temperature. The

temperature decreases according to a chosen cooling rate c ∈ (0, 1), such that T (t+1) = c · T (t). If
q̃ is not accepted, a pGD step is taken instead.

Implementation details We employed gradient clipping to prevent gradient explosions, which can
destabilize the optimization process. Additionally, a cycle detection mechanism was incorporated,
so that the optimization process stops if the algorithm cycles between two encoders, at which point
the best solution is selected. We observed that using relatively large learning rates was necessary for
effective training. This appears to stem from the small gradients encountered during optimization.
Unsurprisingly, we also observed that, the higher the dimension of the search space, the larger the
learning rates need to be. A cooling rate of 0.99 was selected for the simulated annealing schedule,
as it provides a reasonable decay curve for the probability of acceptance across different tempera-
tures and typical step sizes, balancing the exploration and exploitation phases effectively. During the
experiments, we noted that many local minima at which the optimizers got stuck corresponded to
encoders that did not fully utilize the entire range of T . We call such representations non-surjective.
We want to avoid such representations, since we would like the chosen range RT to be respected.
To address this, we introduced a penalty term in the loss function that discouraged the optimizer
from approaching non-surjective encoders. We tested this for γ = 1, where this adjustment greatly
improved the accuracy of the optimizer, that is, the frequency at which it identified the ground truth.
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∆2

(1, 0, 0)

(0, 1, 0)

(0, 0, 1)

q′

q(t)

q(t+1)

qT=t1,X=x

qT=t2,X=x

qT=t3,X=x

Π
∆2

GD

pGD

Figure 4: Illustration of a Projected Gradient Descent step in the |RT |-dimensional slice R(·|x) ∼=
R|RT | of R|RT |·|RX | corresponding to the conditional distribution qT |X=x, for the case where
|RT | = 3. Here, q(t) denotes q

(t)
T |X=x and q′ denotes the output of the Gradient Descent (GD)

step, that is, q′ = q
(t)
T |X=x − α∇qT |X=x

(Lβ
CIB

∣∣
R(·|x))

∣∣∣
q
(t)

T |X=x

.

Despite achieving these high accuracies, we employed ensembles of optimizers to further enhance
the likelihood of finding the global minimum. All experiments, along with the exploration of differ-
ent parameter settings and additional results, are available in the accompanying code repository.
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