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Abstract

Stochastic gradient descent (SGD) is perhaps the most prevalent optimization
method in modern machine learning. Contrary to the empirical practice of sampling
from the datasets without replacement and with (possible) reshuffling at each epoch,
the theoretical counterpart of SGD usually relies on the assumption of sampling
with replacement. 1Tt is only very recently that SGD using sampling without
replacement — shuffled SGD — has been analyzed with matching upper and lower
bounds. However, we observe that those bounds are too pessimistic to explain
often superior empirical performance of data permutations (sampling without
replacement) over vanilla counterparts (sampling with replacement) on machine
learning problems. Through fine-grained analysis in the lens of primal-dual cyclic
coordinate methods and the introduction of novel smoothness parameters, we
present several results for shuffled SGD on smooth and non-smooth convex losses,
where our novel analysis framework provides tighter convergence bounds over all
popular shuffling schemes (IG, SO, and RR). Notably, our new bounds predict
faster convergence than existing bounds in the literature — by up to a factor of
O(y/n), mirroring benefits from tighter convergence bounds using component
smoothness parameters in randomized coordinate methods. Lastly, we numerically
demonstrate on common machine learning datasets that our bounds are indeed
much tighter, thus offering a bridge between theory and practice.

1 Introduction

Originally proposed in [38]], SGD has been broadly studied in the machine learning literature due to
its effectiveness in large-scale settings, where full gradient computations are often computationally
prohibitive. When applied to unconstrained finite-sum problems

1 n
i h = - i s P
min f(z), where f(z) = g filx) (P)
SGD performs the update x; = x;—1 — nV fi,(z¢—1) for iy € [n] ([n] := {1,...,n}), in each
iteration ¢. Traditional theoretical analysis for SGD builds upon the assumption of sampling i; € [n]
with replacement according to a fixed distribution p = (p1,...,p,)" over [n], which leads to
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Figure 1: An illustration of the convergence behaviour of shuffled SGD for logistic regression
problems on LIBSVM datasets 1uke, 1eu and a9a, where we use step sizes from existing bounds
and our work. Due to randomness, we average over 20 runs for each plot and include a ribbon around

each line to show its variance. However, as suggested by the concentration of L (see Section [4.1|and
Appendix @), the variance across multiple runs is negligible, hence the ribbons are not observable.

E;, [V fi,(@i—1)/(np;,)] = V f(x+—1), and thus much of the (deterministic) gradient descent-style
analysis can be transferred to this setting. By contrast, no such connection between the component
and the full gradient can be established for shuffled SGD — which employs sampling without
replacement — making its analysis much more challenging. As a result, despite its fundamental
nature, there were no non-asymptotic convergence results for shuffled SGD until a very recent line
of work [2,[12} 20} 121}, 130} 31},134) 135, 142]]. All existing results consider general finite sum problems,
with the same regularity condition constant (Lipschitz constant of f; or its gradient) assumed for all
the component functions. As a result, the obtained convergence bounds are typically no better than
for (full) gradient descent, and are only better than the bounds for SGD with replacement sampling if
the algorithm is run for many full passes over the data 30, [34].

Furthermore, there is a large gap between the empirical performance of shuffled SGD and the
predicted convergence rates from prior work [20l [30]. One cause for this discrepancy are overly
pessimistic bounds on the step size in prior work, which are of order 1/(nLyax ), Where L.y is the
maximum smoothness constant over components f; in (P). In practice, the step sizes are tuned to
achieve better convergence bounds than predicted by the current theory. We illustrate how restrictions
on the step size affect convergence of shuffled SGD (with random permutations in each epoch) in
Fig.|l| where we plot the resulting optimality gap over full data passes when shuffled SGD is applied
to logistic regression problems on standard datasets. To compare the effect of the step size 7 from

prior work and our work, we choose take 77 = 1/(v/2nLyax) based on [30], and n = 1/(nV LL)

from our work, where L, L are our novel fine-grained, data-dependent smoothness parameters defined
in Section 3] for smooth convex finite-sum problems with linear predictors. As can be observed from
Fig.[T] larger step sizes resulting from our theory lead to faster convergence of shuffled SGD and, as
a result, our convergence bounds better predict the performance of shuffled SGD.

Building on these insights, we introduce a fined-grained theoretical analysis to transparently show
how the structure of the data and the possibly different Lipschitz constants of the component functions
or their gradients affect the performance of shuffled SGD, thus providing a better explanation of the
heuristic success of shuffled SGD in modern machine learning.

1.1 Background and related work

SGD (with replacement) has been extensively studied in many settings (see e.g., [, 9,10} 38]] for
convex optimization). Compared to SGD, shuffled SGD usually exhibits faster convergence in
practice [8l 37]], and is easier and more efficient to implement [S]]. For each epoch k, shuffled SGD-
style algorithms perform incremental gradient updates based on the sample ordering (permutation of
the data points) denoted by 7(¥). There are three main choices of data permutations: (i) 7(*) =  for
some fixed permutation of [n] for all epochs, where shuffled SGD reduces to the incremental gradient
(IG) method; (ii) 7(*) = 7 where 7 is randomly chosen only once, at the beginning of the first epoch,
referred to as the shuffle-once (SO) scheme; (iii) 7(*) randomly generated at the beginning of each
epoch, referred to as random reshuffling (RR).

For general smooth convex settings, the convergence of shuffled SGD has been established
only recently. For the number of epochs K sufficiently large, [31] proved a convergence rate



Table 1: Comparison of our results with state of the art, in terms of individual gradient oracle
complexity required to output &y With ]EL f(@ou) — f(xs)] < €, where € > 0 is the target error and
. is the optimal solution. Here, 02 = + 7" | ||V f;(2.)[|3, D = ||@o — @.||2, and generalized
linear model refers to objectives of the form f(z) = 13"  /;(a/ x) as defined in Section

Parameters L9 , L9 are defined in Sectionand satisfy L9 < % 21;1 L; and L9 < Lax. Parameters
L, L, and G are defined in Section and are discussed in the text of this section.

PAPER COMPLEXITY ASSUMPTIONS STEP SIZE
NGUYEN ET AL. [34 , D2 ; - 2
CHA T AL, [12][ 1 (RR)  O(2fmaxDZ 4 ‘/%"* Lo fi: Limax-SMOOTH, CONVEX O ()
2 2
MISHCHENKO ET AL. [30] (RR/SO) O (2LmaxDZ ‘/%"* PZ) fi: Lmax-SMOOTH, CONVEX O (7o)
T g7 2 7 2
[Ours, Theorem \ (RR/SO) ~ O(2MLILIDZ 4 ¥ "fg/";D ) fi: L;-SMOOTH, CONVEX o( ngiy
n
nVLLD? nio.D? £;: L;-SMOOTH, CONVEX i
[Ours, Theorem ‘ (RR/S0) O( € + e3/2 ) GENERALIZED LINEAR MODEL O( L L )
CHA ET AL. [12]] ViLmaxos D2 fit Limax-SMOOTH, CONVEX, i
LOWER BOUND (RR) Q( I:?:L/X2 : ) LARGE K o ( nLmax )
o B2G2 .. _£i: Grax-LIPSCHITZ, CONVEX
SHAMIR [42] (RR/SO) (=) , B-BOUNDED ITERATES, ||a;|| < 1 O(ﬁ)
(K =1,n=2Q(1/¢%)) GENERALIZED LINEAR MODEL
nGD? £;: G ;-LIPSCHITZ, CONVEX 1
[Ours, Theorem ‘ (RR/SO) o( 2 ) GENERALIZED LINEAR MODEL o( nVGEK )

O(1/v/nK) for RR, which leads to the complexity matching SGD. This result was later improved
to O(1/(n'/?K?/3)) by [12,30,34] for K sufficiently large and with bounded variance assumed at
the minimizer, while the same rate holds for SO [30]. These results were complemented by match-
ing lower bounds in [[12], under sufficiently small step sizes as utilized in prior work. The results
in [30} [34] require restricted O(1/(nL)) step sizes and reduce to O(1/K) for small K, acquiring the
same iteration complexity as full-gradient methods. Unlike in strongly convex settings, we are not
aware of any follow-up work with improvements under small K for smooth convex settings.

The major difficulty in analyzing shuffled SGD comes from characterizing the difference between the
intermediate iterate and the iterate after one full data pass, for which current analysis (see e.g., [30]]
in smooth convex settings) uses the global smoothness constant with a triangle inequality. Such a
bound may be too pessimistic and fail capturing the nuances of intermediate progress of shuffied
SGD, which leads to a small step size and large K restrictions. To provide a more fine-grained
analysis that narrows the theory-practice gap for shuffled SGD, we notice that such a proof difficulty
is reminiscent of the analysis of cyclic block coordinate methods relating the partial gradients to the
full one. This natural connection was further emphasized in studies of cyclic methods with random
permutations [24, 47]]; however, these results were limited to convex quadratics. More generally, it is
possible to interpret shuffled SGD as a primal-dual method performing cyclic updates on the dual side
(see in Section2.1]and in Section [3). We note here that prior work on dual coordinate
methods [41]] provided theoretical guarantees only for the algorithms that choose the dual coordinate
to optimize uniformly at random, while the cyclic variant (related to shuffled SGD) had only been
studied numerically up until this work. Further discussion of related work appears in Appendix [A]

1.2 Contributions

In this work, we study the convergence rates of shuffled SGD in various settings through a unified
primal-dual perspective, making intriguing connections to cyclic coordinate methods. This analysis
framework is novel and allows us to leverage cyclic bias accumulation techniques on the dual
side to obtain fine-grained convergence bounds. The obtained bounds mirror the improvements
in randomized coordinate methods, which come from different coordinate smoothness parameters.
While coordinate methods are no better than full-gradient methods in the worst case, on typical



problem instances, they are much faster and the improvements come precisely from a more fine-
grained view of smoothness. We see a similar phenomenon in our analysis, which highlights the
usefulness of the fine-grained smoothness characterizations introduced in our work.

We provide improved bounds for all three popular data permutation strategies RR, SO and IG, in
smooth convex settings. When the problem objective narrows to empirical risk minimization with
linear predictors, we are able to exploit the data-dependent structure and uncouple the linear and
nonlinear parts of the objective function, allowing us to provide tighter data-dependent bounds, up to
a factor of O(y/n). Moreover, we show that our techniques extend to non-smooth convex settings,
providing improved bounds over existing work.

We summarize our results and compare them to the state of the art in Table[I] As is standard, all
complexity results in Table[I]are expressed in terms of individual (component) gradient evaluations.
They represent the number of gradient evaluations required to construct a solution with (expected)
optimality gap €, given a target error € > 0.

Extensions to mini-batching and IG. When presenting our results for general finite-sum problems
(in Section [2), we consider simple updates without mini-batching for ease of presentation and to
avoid introducing excessive notation. However, we emphasize that all our results can be extended to
shuffled SGD with mini-batching. Our results are also the first to provide convergence bounds that
demonstrate benefits of mini-batching in shuffied SGD. For completeness and generality, the proofs
in the appendix are carried out for mini-batch settings with arbitrary batch sizes b € {1,...,n}.
Thus, all the results stated in Section [2|can be recovered by setting b = 1. Moreover, our framework
can provide similar fine-grained convergence bounds for IG. However, as IG is not as commonly
used in practice compared to RR and SO and due to space constraints, we only present our results for
RR and SO in the main body and include the results for IG in the appendix.

1.3 Notation

We consider a real d-dimensional Euclidean space (R, || - ||) where d is finite and || - | is the £>-norm.
For a vector x, we let &’ denote its j-th coordinate. For any positive integer m, we use [m] to
denote the set {1,2,...,m}. Given a matrix A, || Al := supgepa |z <1 [| A denotes its operator

norm. For a positive definite matrix A, || - ||a denotes the Mahalanobis norm, ||z||a = /(Az, x).
We use I to denote the identity matrix, and diag(v) to denote the diagonal matrix with vector v
on the main diagonal. For any j € [n], we define I+ as the matrix obtained from the identity
matrix I by setting the first j diagonal elements to zero, and let I; be the matrix with only the j-th
diagonal element nonzero and equal to 1. To handle the cases with random data permutations, we

use the following definitions corresponding to the data permutation 7 = {7, 72,... 7"} of [n]:
T . . . T
A, = [a771 s S am} permuting the rows based on 7 given a matrix A = [a1,a2,...,a,] ",
T . . .
and v, = (v“l , ™2, v”") permuting the coordinates/subvectors based on 7 given a vector
v=(vv% ... ,0o")".

2 Primal-Dual Framework for Smooth Convex Finite-Sum Problems

Throughout this section, we make the following standard assumptions.

Assumption 1. Each f; is convex and L;-smooth, and there exists a minimizer . € R? for f(x).

Assumption [I| implies that f and all component functions f; are L-smooth, where L.

maX;c[,) Li. It also implies that each convex conjugate f is L _strongly convex [3]. In this

L;
section, we define A = diag(Ly,...,L1,...,Ln,...,L,) € R">"4 and slightly abuse the no-
d d
tation to use Ay = diag( Ly1,...,Ly1,..., Lyn, ..., Lyn ) given a permutation 7 of [n]. For the
d

permutation 7y, at the k-th epoch, we denote A, = A, , for brevity.
We further assume that the variance at x.. is bounded, same as prior work [30, 34].

Assumption 2. The quantity 02 = L 37" ||V f;(z.)||? is bounded.

n



Algorithm 1 Shuffled SGD (Primal-Dual View, General Convex Smooth)

1: Input: Initial point g € R?, step size {1} > 0, number of epochs K > 0
2: fork=1to K do
3:  Generate some permutation 7, of [n] (either deterministic or random)

4 Tr11 =Tk

5. for ¢ = 1 to n in the ordering of 71 do

6: YL = arg Max, i cga { <yi,-’13k—1,i> - fl*(yl)}

7: T—1,i+1 = argMingcpa { <yll<:7 5'3> + %,,CHSC - mk—l,iH2} =xp_15 — MV [(Tr_1,0)

8: end for .
9: LTy = Tk—-1,n+1> Yk = (y]iay]%vvy]?)
10: end for K K

11: Return: Tr =Y 1 MeTr/ Y pq M

2.1 Primal-dual view of shuffled SGD

Problem (P) can be reformulated into a primal-dual form using the standard Fenchel conjugacy
argument (see, e.g., 13} [14]]),

1 <& , ,
i L(x,y):=— ( ta)y— fr l)}, PD
i e (L) o= 03 (0 2) = ) "
where we slightly abuse the notation to denote y = (y*,...,y")" € R™ and f; is the convex

conjugate of f; defined by f7 (y) = supgepa { (y, ) — fi(x)}. Welety, = (yl,...,y2) " € R™
be the conjugate pair of & € R%, i.e., y, = arg max, cga{(y, z) — f{ ()}, and we denote y, = ys.

Given a primal-dual pair (z,y), the primal-dual gap of (PD) is defined by Gap(x,y) =
max (4,0 {L(x,v) — L(u,y)}. In particular, we consider the pair (z,y.) for z € R?, and bound
Gap®(z,ys) := L(x,v) — L(x,,y.) for an arbitrary but fixed v. To finally obtain the function
value gap f(x) — f(z.) for (P), we only need to choose v = arg max,, L(x, w) = Y.

Using this primal-dual formulation and standard convex conjugacy arguments, we can equivalently
write the standard shuffled SGD algorithm in a primal-dual form as summarized in Algorithm [T}

Improved bounds with new smoothness constants. To prove a convergence bound for shuffled
SGD in this general setting, we first construct an upper estimate of Gap® (¢, y.) for some fixed v
to be set later, as summarized in the following lemma.

Lemma 1. Under Assumption for any k € [K), the iterates {y}.}?_, and {x)_, ;}7 generated
by Algorithm|[I|satisfy

n

n
& < %k Z (Yoo Tk — Th—1,i41) + T Z (V}, = Ypo Tk — Th—1,i)
i=1 i=1

(1)

n
Nk 2 Nk 2 1 2
— o 1k = vkllg - = oy = yenly— = o 21 l&k—1,i+1 — Te—1,i%
o

where £ := 1 Gap® (i, Yu) + 5 |4 — T3 — 55 T4 — o1l v = Vo, and Yok = Yoo
are the (block-wise) permuted vectors based on the permutation Ty, at the k-th epoch.

‘We note that the first term 77 := %’“ Z?:l <y}€, T — a:k_171-+1> from Lemmacan be aggregated
into the terms capturing the primal progress within one epoch and cancelled by the last term in Eq. (T))
The precise bound on 7; and its proof are provided in Lemma[I0]in Appendix [C.I] The second term
To =30 (vl — yi, @) — @r_1,;) requires us to relate the intermediate iterate x_1,; to the
iterate xj, after one full data pass, which corresponds to a partial sum of the component gradients,
each at different iterates {x;_1 ; };‘:Z In contrast to prior analyses (e.g., Mishchenko et al. [30])
using the global smoothness and triangle inequality to bound this partial sum, we provide a tighter
bound on 75 that tracks the progress of the cyclic update on the dual side, in the aggregate.



To simplify the notation in the following lemmas and to clearly compare our results, we introduce the
following novel definitions of smoothness constants for shuffled SGD:

1 ., ) )
L7 = THA}/Q(Ziﬂ Id(i—1)¢EETId(¢—1)¢)A71r/2H27 L% = max L7,

§ B B )
L = |AY2 (X0, Iy EE T4y ) AV, L9 = max L,
where I(4;) = Z;jl i1y Ljand E = [Iy,..., I;]" € R"*? Permutation-dependent quantities
N ——’

n
L9 and LY defined in (2) are obtained directly from our analysis. We remark that L9 is bounded by
the average smoothness of f and L9 is bounded by the max of individual smoothness constants of f,,
see more details in Appendix l However, as we argue in later sections, these upper bounds on Lg

and LY are loose in general, and so the convergence bounds based on L¢ and L¢ that we obtain align
better with the empirical performance of shuffled SGD.

Assuming that a uniformly random data shuffling strategy is used (SO or RR), the resulting bound on
7T is summarized in Lemma 2] while its proof is deferred to Appendix

Lemma 2. Under Assumptions Iandl for any k € [K], the iterates {yj}?", and {xy_1;}75)
generated by Algorithm[I|with uniformly random shuffling (RR/SO) satisfy

ne(n + 1)I~ﬂ 9

7 7 Tk
E(T5) < E[ninL? o Ly = yenlhos + 55 lon = welli o | + B2—=—0?,

where 'TQ = %“ Z:L:l <’U]lC — y,i,ack — wk—l,i>’ Vi, = Uy(k) and Yk = y*’w(k).

With Lemmas ] and [2]in tow, we are ready to present the main result of this section.

Theorem 1. Under Assumptions|l|and|2| if ny < ———— and Hg = ZK_ Nk, the output
I nyf2L9 L7 k=1

& i of Algorithm[I|with uniformly random (RR/SO) shuffling satisfies

1 K 3+ 1)09
Bl (&) = fle)] < 5o =l + 2 Bl DL

As a consequence, for any € > 0, there exists a choice of a constant step size M, = 1 for which

E[f(¢x) — f(@.)] < e after O("Y L Lo @023 | VnLoo-|zo—e. |3

373 ) individual gradient queries.

3 Tighter Bounds for Convex Finite-Sum Problems with Linear Predictors

To study the effect of the structure of the data on the convergence of shuffled SGD, we sharpen the
focus from general finite-sum problems to convex finite-sum with linear predictors:

min {f(a;) = :L;Ei(ajm)}, (PL)

where a; € R? (i € [n]) are data vectors and ¢; : R — R are convex and either smooth or Lipschitz
nonsmooth functions associated with the linear predictors (a;, ) for ¢ € [n]. In addition to their
explicit dependence on the data, it is worth noting that problems of the form (PL) cover most of the
standard convex ERM problems where shuffled SGD is commonly applied, such as support vector
machines, least absolute deviation, least squares, and logistic regression.

Problem (PL) admits an explicit primal-dual formulation using the standard Fenchel conjugacy
argument (see, e.g., [13}[14]]),

xzeRI yeR™

1 1 n 1 n
min max {L(m,y) = (Az,y) — - Zﬁf(y = Z a] zy' — 0 ( ))}, (PL-PD)
i=1 i=1

where A = [ay,as,...,a,]" € R"*?is the data matrix and £} : R — R is the convex conjugate
of ¢;. This observation allows us to again interpret without-replacement SGD updates as cyclic



coordinate updates on the dual side. Note that due to the objective structure in (PL)), the primal-dual
formulation can decouple the linear (a x) and the non-linear (¢;) parts within individual
loss functions f;. We redefine the conjugate pair of x € R tobe y, = (yL,...,y?)T € R", with
Yy, = argmaxyicp{y'al x — £ (y")}.

In this section, we consider shuffled SGD with mini-batch estimators of size b and assume without

loss of generality that n = bm for some positive integer m. The detailed primal-dual view of shuffled
SGD adapted to (PL-PD) and mini-batch estimators is provided in Alg.[2]in Appendix

3.1 Smooth and convex objectives
Throughout this subsection, we make the following (standard) assumptions, corresponding to As-
sumptions [I|and 2] from Section

Assumption 3. Each ¢; is convex and L;-smooth (i € [n]), i.
x,y € R. There exists a minimizer &, € arg mingcpa f(:c)

i(#) = i(y)] < Lilx — y| for any

We remark that Assumptlonl implies that both f and each component function f;(x) = ¢;(a, x)
are L ax-smooth, where Ly = max;e[n) Li|la; 2. Assumptlon 3[also implies that each convex

conjugate £ is ?-strongly convex [3]. In the following, we let A = diag(L4, Lo, ..., L,), and
A =diag(L1, Ly, ..., Lyn), given a permutation 7 of [n].

We further assume bounded variance at x.,., same as prior work [30, 34} 45| 46].

Assumptiond. o2 := 15" ||V f;(x,)|? = L 30 (¢ (a] ®.))?||a;|3 is bounded.

Improved bounds with new smoothness constants. Our convergence bounds depend on the
smoothness parameters defined in Eq. (3) below. We provide a detailed discussion on how these
parameters relate to traditional smoothness parameters both in the worst case and on typical datasets,
in Section[d.1] with additional numerical results provided in Appendix [E]

Lri= HAW(Z] 1Tt Ar AT Ty A, L=maxLy, 3)

, L:mT?XLﬂ,

iw = *HA}T/Q(Zmﬂ I(J A ATIJ)) 1/2’

where Iy := Zf b(j—1)+1 I;. In comparison to the smoothness constants defined in Eq. (Z) for
general finite-sum problems, we note that the constants in Eq. (3) applying to generalized linear
models are tighter and more informative estimates, as the data matrix A and the smoothness constants
from the nonlinear part A are separated in Eq. (3). Thus, the constants L, and L directly depend on
the data matrix, which explicitly demonstrates how the structure of the data affects the convergence of
shuffled SGD. The following theorem states the convergence of Algorithm [2] with these new refined

smoothness constants, while its proof is provided in Appendix [C|

Theorem 2. Under Assumptions |3 and ifn, < ——2—— and Hg = Zszl Nk, then the

ny/ 2£W(k) Ew(k)

output & i of Alg. |l|with uniformly random (RR/SO) shuffling satisfies

L(n b)(n+b)o2
P —1)

E[Hx (f(&x) - f(z.))] < —nwo — 23+ Z it

As a result, given € > 0, there exists a constant step size n, = 1 such that E[f (&) — f(z.)] <€
nV LL||xo—w. |2 (n—b)(n+b) VnLo.|zo—z.|32
after O( = 2 4 0 2

n(n—1) €3/2

) individual gradient queries.

A few remarks are in order here. When b = n, we recover the standard guarantee of gradient descent,

which serves as a sanity check as in this case the algorithm reduces to standard gradient descent.
_ (n—b)(n+b)o? . S nV LL||eo—.||2

When € = Q(W)’ the resulting complexity is O (“¥—==120—2=12)

can happen when either e is large (compared to, say, 1/n) or when o, is small (it is, in fact, possible
for o, to be zero, which happens, for example, when the data rows are linearly independent). Unlike

. Observe that this case



in bounds from previous work, we observe from our bounds the benefit of using shuffled SGD

compared to full gradient descent, where the difference is by a factor that can be as large as 1/n, as we
_ 2

have discussed in the introduction (see also Section4)). When € = O(%), the second term

in our complexity bound dominates. In this case, when b = 1, we recover the state of the art results

from [12, 30, 34], while for b > 1 our bound provides the €(/ % . %)—factor improvement,
providing insights into benefits from the mini-batching strategy commonly used in practice.

3.2 Extension to non-smooth convex objectives

In non-smooth settings, we make the following standard assumption.

Assumption 5. Each {; is convex and G;-Lipschitz (i € [n]), ie, [¢;(x) — 4i(y)|] < Gilz — y|
for any x,y € R; thus |g;(z)| < G; where g;(x) € 0l;(x). There exists a minimizer T, €
arg ming cpa f().

If Assumption |5 holds, each /;(a, ) is also Gax-Lipschitz with respect to @, where Gy =
max;c(n Gilla;fl2.  To state our results, we define I' := diag(G3,G3,...,G2) and T, =
diag(G2 G2

w1 Twer

., G2 ), given a data permutation 7 of [n].

We now extend our analysis of Algorithm [1|to convex nonsmooth Lipschitz settings, where the
conjugate functions £ (y*) are only convex. Proceeding as in Lemmal|l| we obtain a bound on the
primal-dual gap similar to (I)), but lose two retraction terms induced by smoothness. Instead of
cancelling the corresponding error terms like in the smooth case, we rely on the boundedness of the
subgradients to bound these terms under a sufficiently small step size, which is common in nonsmooth
Lipschitz settings. Similar to Section [2] we introduce the following quantities to obtain a tighter
guarantee with respect to the data matrix and Lipschitz constants

G = — |02 (X7 To-1r A AT L0 T2,

1
mn
~ 1 m

Gr = EHI‘}/z(Zj:l I(j)AwAII(j))I‘}f/ZHQ

We discuss the improvements in convergence from Grand G in Section while the convergence
of Algorithm2]is described in Theorem 3] with its proof deferred to Appendix [D}

Theorem 3. Under Assumption if Hgx = Zle ke and G = E [V Gﬁéﬁ], the output & i of
Alg. [l|with possible uniformly random shuffling satisfies

K
. 1 _
ElHk (f(@x) = f(z))] < 5 llwo — a.||3 + ; 2ninG,
As a result, for any € > 0, there exists a step size 0y, = 1 such that B[f(Zx) — f(x.)] < € after
~ 2
O(nGllwo;m*Hg

) individual gradient queries.
€

4 Discussion of Our New Smoothness Constants and Numerical Results

To succinctly explain where our improvements come from, we now consider (PL)) where ¢; is 1-smooth
and b = 1, ignoring the gains from the mini-batch estimators (for large K) and our softer guarantee

that handles individual smoothness constants. For this specific case, L = Lyax = maxi<;<n [|a@il|?,
and thus our results for the smooth case and the RR and SO variants match state of the art in the

2 2
second term, which dominates when there are many (K = Q(La;‘#)) epochs. When there are
2 2 *
K = O(L“‘a;#) epochs in the SO and RR variants or for all regimes of K in the IG variant, the
difference between our and state of the art bounds comes from the constant L that replaces Lax,

and our improvement is by a factor \/ Liax/ L. Note that © (%) from prior bounds, which is the

dominating term in the small K regime, is even worse than the complexity of full gradient descent,
as the full gradient Lipschitz constant of f in this case is L[| AAT |2 < Liax.



Given a worst-case permutation 7, and denoting by A the data matrix A with its rows permuted

according to 7, our constant L can be bounded above by L. using the following sequence of
inequalities:

A (1)
L=l Z?:l I 11 Az AT _1y4ll2 < 5 Z?:l L1+ Az AL 1yt l2

(21) n
< L3S ARAL “)
@ i

< =2 llall3 < maxi<ico [|laill3 = Liax,

where (i) holds by the triangle inequality, (i¢) holds because the operator norm of the matrix
Ij_1ytAxALI;_1) (equal to the operator norm of the bottom right (n — j 4+ 1) x (n — j + 1)
submatrix of A, A)is always at most | A, A | = ||AAT||, for any permutation 7, and (4i7) holds
by bounding above the operator norm of a symmetric matrix by its trace. Hence L is never larger
than Ly, but can generally be much smaller, due to the sequence of inequality relaxations in ().
While each of these inequalities can be loose, we emphasize that (ii7) is almost always loose, by a
factor that can be as large as n.

As a specific example where L is smaller than L, by a factor of n, consider the example of
Gaussian data, where we draw n i.i.d. standard Gaussian vectors from N(0,1;) and take d = n.
By standard concentration results, with high probability, all columns/rows of A in this case are
near-orthogonal (see, e.g., [7, Chapter]) and ||a;||3 ~ d = n for all i. As a result, the operator norm
to trace inequality (7i7) is loose by a factor d = n, with high probability. Note that in this example all
individual smoothness parameters of components f; are essentially the same (w.h.p.) and equal ||a;]|3,
thus the improvement of our bound on the smoothness parameter does not come from averaging but
from the structure of the data. This observation is important for contrasting the results from Section 2]
and Section[3] In particular, focusing solely on the finite sum structure and ignoring the structure of
the data matrix would provide no improvements in the resulting convergence bounds.

As further evidence, we empirically evaluate L,y / Lonl5 large-scale machine learning datasets
and demonstrate that on those datasets Lyax/L is of the order n®, for « € [0.15,0.96] (see Sec.
for more details), providing strong evidence of a tighter guarantee as a function of n.

For the nonsmooth settings, by a similar sequence of inequalities, we can show that G < G2, _,

which can be loose by a factor 1/n due to the operator norm to trace inequality. Thus, our bound is
never worse than what would be obtained from the full subgradient method, but can match the bound
of standard SGD, or even improveﬂ upon it for at least some data matrices A.

4.1 Numerical results and discussion

In this section, we provide empirical evidence to support our claim about usefulness of the new
convergence bounds obtained in our work. In particular, we conduct numerical evaluations to compare

L to the classical smoothness constant L on synthetic datasets and on popular machine learning
benchmark datasets.

For a more streamlined comparison and to focus on the dependence on the data matrix, we as-
sume that the loss functions ¢; all have the same smoothness constant, which leads to Lyax/L =
(maxi<i<n{|la:ll*})/ (|l Z?Zl I;_1+ Az ALI;_1)4]]2). Since the scale of the smoothness con-
stant of the loss functions is irrelevant for the ratio Lyax/ L in this case, for simplicity, we take it to

equal one. Note that assuming different smoothness constants over component loss functions would
only make our bound better compared to related work (see Eq. (3)) and the discussion following it).

We also compare L and L.« on a number of benchmarking datasets from LIBSVM [15],
MNIST [[17]], CIFAR1O0 [22], and Broad Bioimage Benchmark Collection [28]. For each dataset,

we generate a uniformly random permutation 7 for the data matrix A and compute L. We repeat

this procedure 1000 times for all datasets and display the average Liax/ L in Table except
for e2006train, CIFAR10, MNIST, and BBBCOO5 where we do 20 repetitions due to limitations of

'This is because it is possible for inequalities (¢) and (i4) to be loose, in addition to (4i7).



Table 2: The following table shows the computed values of Lyay/ L where L is the empirical mean

of L over random permutations. We note that the quantity 1/ Lax/ L represents the improvement
provided by the bound via our novel primal-dual perspective, compared to previous work.

DATASET H#FEATURES (d) ~ #DATAPOINTS (1)  Linax/L 108, Lmax/L 108 in(a.ny Lmax/L
AlA 123 1605 5.50 0.231 0.354
A9A 123 32561 5.49 0.164 0.354
BBBC005 361920 19201 18.3 0.295 0.295
BBBCO010 361920 201 7.04 0.368 0.368
CIFAR10 3072 50000 10.0 0.213 0.287
DUKE 7129 44 38.0 0.962 0.962
E2006TRAIN 150360 16087 5.35 0.173 0.173
GISETTE 5000 6000 3.52 0.145 0.148
LEU 7129 38 32.8 0.960 0.960
MNIST 780 60000 19.1 0.268 0.443
NEWS20 1355191 19996 42.1 0.378 0.378
RCV1 47236 20242 111 0.475 0.475
REAL-SIM 20958 72309 194 0.471 0.529
SONAR 60 208 6.26 0.344 0.448
T™C2007 30438 21519 10.9 0.239 0.239

computation resources required for each calculation. We observe that among the datasets that we
consider, which contain all three data matrix “shapes” d >> n, d << n, and d = n, our novel bound
dependent on L is much tighter. For instance, for rcv1 and real-sim datasets, where d and n are of
the same order, we observe that L,/ L are approximately 111 and 194, respectively. For news20

dataset where d >> n, Lmax/f/ ~ 42.1. For MNIST, where d << n, Lmax/ﬁ ~ 19.1. Further
results are provided in Appendix [E]

Finally, as a justification for using the empirical mean of L, over random permutations 7 in the
results displayed in Table 2| we observe in our evaluations that the values of L.y / L, are fairly
concentrated around their empirical mean values. Histogram plots showing the empirical distributions
of Linax/ I:,r for each of the datasets are provided in Appendix

We conclude with a few additional remarks. Our results indicate that the structure of the data is
important for predicting behavior of popular machine learning methods such as variants of shuffled
SGD considered in our work, and thus should be incorporated in their study: as demonstrated in the
Gaussian data example, considering simple finite sum structure and ignoring the dependence on the
data can lead to overly pessimistic bounds. Thus it would be interesting to provide a further theoretical
study of shuffled SGD that incorporates distributional assumptions for the data. Additionally, as
mentioned in the previous paragraph, we empirically observed that permutation-dependent parameter
L concentrates around its mean for permutations generated uniformly at random. Thus, it would be
interesting to consider whether our theoretical results can be strengthened to depend on the mean

value of L (as opposed to maximum). We leave such considerations for future work.
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Supplementary Material

Outline. The supplementary material of the paper is organized as follows:

* Section [A]provides a brief survey on shuffled SGD and its related work.

* Section [B]presents the proofs related to the smooth convex setting from Section[2] where we only
assume each component function f; to be convex and L;-smooth.

* Section |C| presents the proofs related to the smooth convex setting with linear predictors from
Section

* Section[D]presents the proofs related to the non-smooth convex setting with linear predictors from
Section[3]

* Section [E] presents the full details of the computational experiments performed in the paper.

A Further Related Work

In this section, we continue with the discussion on the background of shuffled SGD from Section 1]
We would like to briefly recall that shuffied SGD usually performs better in practice when compared to
SGD, and is also easier and more efficient to implement. However, in terms of the theoretical analysis,
sampling without replacement introduces the sampling bias at each iteration, making it difficult to
approximate shuffled SGD by full gradient descent. Using empirical observations, shuffled SGD
was conjectured to converge much faster than SGD with replacement, based on the noncommutative
arithmetic-geometric mean inequality conjecture [36], which was later proved to be false [16][23]]. As
a consequence, whether or not shuffled SGD can be faster than SGD at least in some regimes remained
open [8] until a breakthrough result in [20], where it was shown that for the class of smooth strongly
convex optimization problems, the convergence of the RR variant of shuffled SGD is essentially of the
order-(1/K?) for K full passes of the data (also called epochs), which is faster than order-(1/nK)
convergence of SGD for sufficiently large K. This bound for the smooth strongly convex case was
later improved under various regimes and additional assumptions [2, 21} 30} 31} |34} 42]], while the
tightest of those bounds were matched by lower bounds in [[12} 135,39, 51]].

Since our results are for the general (non-strongly) convex regimes, in this section we focus on the
results that apply to those (convex, smooth or nonsmooth Lipschitz) regimes. For convex nonsmooth
Lipschitz problems, we are only aware of the results in [42]. These results are only useful when the
number of data passes K is small and the number of component functions n is large, as they contain

an irreducible order- \/15 error, and are not directly comparable to our results.

For the IG variant of SGD without replacement (deterministic order), asymptotic convergence was
established in [6, [29]], with further convergence results for both smooth and nonsmooth settings
provided in [[18} 251130} 132} [341150]]. As IG does not benefit from randomization, it is known to have a
worse convergence bound than RR under the Lipschitz Hessian assumption [18| 21]], which was also
shown in more general settings [30].

In this paper, we viewed shuffled SGD as a primal-dual method where the updates are performed
on the dual side in a cyclic manner, thus we can leverage techniques from general cyclic methods.
However, in contrast to randomized methods (corresponding to standard SGD), cyclic methods are
usually more challenging to analyze [33]], basic variants exhibit much worse worst-case complexity
than even full gradient methods [4} [19, 26| 26, 40| 44} 48| |49]], with more refined results being
established only recently [L1, 27, 43]]. While the inspiration for our work came from these recent
results [[L1} 27, |43]], they are completely technically disjoint. First, all these results rely on non-
standard block Lipschitz assumptions, which are not present in our work. Second, all of them leverage
proximal gradient-style cyclic updates to carry out the analysis, which is inapplicable in our case for
the cyclic updates on the dual side, as otherwise the method would not correspond to (shuffled) SGD.
Finally, [27, 143]] utilize extrapolation steps, which would break the connection to shuffled SGD in our
setting, while [11] relies on a gradient descent-type descent lemma, which is impossible to establish
in our setting.
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B Omitted Proofs From Section 2

In this section, we consider the general finite-sum setting where we assume that each component
function f; is convex and smooth, and derive the refined analysis under this setting. Here we focus
on the smooth convex problems as prior work did [30, [34]], since smoothness is essential to showing
the advantage of shuffled SGD [31]] over SGD, otherwise the rate of SGD is optimal. In particular,
we study the general smooth convex finite-sum problem (P)

zERY

min {f(ac) ;:iz”:fi(a:)}, ®

where each f; is convex and smooth. (P) is equivalent to

R yeRnd

. IR : e 1 1~ .
min max {L(@.y) =~ (('@) - £(v) = = (Bey) - > £y}, D)
1= i=1
where we slightly abuse the notation in this section and use y* € R? to be the i-th d elements of
the vector y such that y = (y',...,y")" € R", E = [I,...,I;]" € R4 is the vertical
——

n
concatenation of n identity matrices I; € R%*? and f is the convex conjugate of f; defined by

fi(x) = supyicga (y',z) — f7(y"). In the following, we consider the mini-batch estimator of

batch size b, and let y( € RY denote the vector comprised of the i bd elements of y. For
simplicity and without loss of generality, we assume that n = bm for some positive integer m, so that
Y = (y(l), e ,y(m))T. Note that if choosing b = 1, our setting is the same as the ones in [30} 34].
Then we have the primal-dual view of shuffled SGD scheme for general smooth convex minimization
asin Alg. where B = [I,...,1,)7 € R*>? s the vertical concatenation of b identity matrices

b

I, € R%*4, Given the data permutation 7(¥) = {ng), W;k), cee 7T7(Lk)} of [n] at the k-th epoch, we
. (®) () (F) (k) .
use the same notation of vy, = (v™ ,...,v™ )T € R, y, , = (yi' ,...,y:" )T € R"asin
. . (ORI . .
previous sections except now each v™ ,y,' are d-dimensional subvectors. Further, we denote the
permuted smoothness constant matrices by Ay = diag(Lﬂw) R, Lﬂm, e Lﬂ(m, ... 7LW(;C)) €
1 1 n n

d d
R™4*7d and we use I for I,,4 € R"¥*"4 throughout this section.

New smoothness constants and comparisons. We first recall the new smoothness constants for
any permutation 7 of [n], defined in Eq. (2):

R 1 . . R
L = %HA}/z(Zi:l Ibd(i—l)TEETIbd(i—l)T)A7lr/2||27 L = max L3,

1 ,
Lf =S| A2 (2L 1) EET I(4)) Ay

79 — 79
g H27 LY = max LY,
s

bdi
where I(di) = Zj:lbd(i71)+1 I;.

To compare ﬁ?r and L := max;c[,) L;, we make use of the Kronecker product with notation ®
defined by

AnB -+ A;,B

AeB=| : .
AmB -+ A,,B

for two matrices A € R™*" and B € RP*9. The following lemma states a useful fact for the
Kronecker product.

Lemma 3. For square matrices A and B of sizes p and q and with eigenvalues \; (i € [p]) and p;
(j € [q]) respectively, the eigenvalues of A ® B are \;jij fori € [p], j € [q].
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We now use the following chain of inequalities to compare ﬁ;‘r and L for any permutation 7 of [n]:
1 m
fg— —HA1/2< Loyt EET Iys_ )AWH
= A ; vai-1)t BB Ta-1yt ) AL?||

< EHA1/2EETA1/2H
n 2

s
OREYY
== ;L <L,
where we define Ir = (\/Lry, /Ly, -1/ 7T") For (i), we use Lemma [3| and notice that

the eigenvalues of I all equal 1, while the largest elgenvalue of LU =3 =" Li sothe
operator norm of (1)) @ I;is Y1 | L

To compare Iifr and L, we notice that
AV L4y EE I )AY? = 37 LAY EETAY I gy

is a block diagonal matrix whose operator norm is the maximum of the operator norms over its
diagonal block submatrices, so we have

iy =< max HI(dl)AlﬂEETAl/QI(dl)

ze[m

= - max HI(dz) l 1l ) ® Id)I(dq)

b ie [m]

b
@) 1
= maxgz m-nes < Lo

where for (i) we use Lemma I for each submatrix (l(l)l( )T) ® I, and 1Y

0,8/ Ly 1y -0V Ly 0, 0)". Similar to the case of generalized linear models,
the inequality is tight When b =1 but can be loose for other values of b.

Before proceeding to the omitted proofs, we first state the following standard definitions and first-order
characterization of strong convexity, for completeness.

Definition 1. A function f : R¢ — R is said to be pi-strongly convex with parameter 1 > 0, if for
any x,y € R and any \ € (0,1):

fOz+ (1 =Ny) <Af(x)+ (1 -A)[f(y) - %A(l = Nllz - yl3.

Lemmad4. Let f : RY — R be a continuous ji-strongly convex function with ji > 0. Then, for any
x,y € R

f@) = f(@) + (go.y — @) + Sl — yll,
where g, € Of(x), and O f (x) is the subdifferential of | at .

We also include the following lemma on the variance bound under without-replacement sampling,
which is useful for our proof.

Lemma 5. Let B be the set of |B| = b samples from [n], drawn without replacement and uniformly
at random. Then, Vx € R,

B[l 2 Vi@ - V@] = r B IV AE) - V@)

i€B
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Proof. We first expand the square on the left-hand side, as follows
1
Es[|; 3 Vi) - Vi@)|2]
i€B
1
= 5Bs| > (Vfi(@) = V@), Vu(@) - V()]

i,i’eB

= SB[ Y (VA@) - V@), Vielw) - Vi) | + E(IVi@) - Vi@)I3).

i,i' €B it

Since the batch B is sampled uniformly and without replacement from [n], the probability that any

pair (i,’) from [n] with ¢ # ¢’ is in B is 28’;11)). By the linearity of expectation, we have
Es| 2 (VhE) V@), V() - V()]
= EB[ 7/ [z]:;é Lives(Vfi(z) = Vf(z),Vfi(z) - Vf(w)ﬁ
i, €[n] it/
- [2]3 LB Lives (V@) = V(@) Vo (@) - V(@) |
i, €[n] i/
=" T (V) =10 Viele) - Vi)

where 1 is the indicator function such that 1, ;g = 1if both 4,4 € /5 and is equal to zero otherwise.
Hence, we obtain

Es[|; 3 Vi) - Vi@)|7]

iceB

b—1 1
= m Z (Vfilx) = Vf(x),Vfu(x)—Vflx))+ gEz’[Hsz'(ﬂ?) - Vf(ac)\ﬂ

4,1 €[n] i

b—1 n—>ob

=T ix) — » Vifirle) — E; ilx) — ?
1) Z[ | (Vii(@) = V(@) Viv(@) = V(@) + o Bl Vfil@) = Vf(@)]]
(i) n—= ) .
= b(T_l)Ei [Hv]fz(w) - V]f(w)llz],
where (i) isdue to f = = > | f; having the finite sum structure. O
Now we provide the omitted proofs from Section 2]
Lemma 6. UnderAssumptzonlfor any k € [K)|, the iterates {y,(ci) m o and {xy,_1 ;Y4 generated
by Algorithm([I]satisfy
m
Mk (1) Mk )
& < n2;<EbTyk s Tk — Tho— 11+1> + n2;<Eb (vy, i —y;(c)),ﬂ?k _Cck—l,i>

(&)

Nk 2 Mk 2 2
= ok = vklla - = S llye = yenly - — o~ Z lTr—1,i+1 — Te—1.4[7

where E; := 1,Gap® (T, Ys) + o [|s — @i |3 — 2|12 — 1 [|3

Proof. We first note that based on Line 6 of Alg.[I] we have

<Eb @ » Ll— 1z> Zf (k) j):Z<<ijwk—1,z f (k) (yj))-

Th(i=1)+; = To(i=1)+j

17



Since the max problem defining vy, is separable, we have for b(i — 1) +1 < j < bi and i € [m]

yi = arg max{ <yj7wk71,i> - f:(k) (yj)},
yieRd J

which leads to ,_1; € 9f", (yi) Further, since each component function f7 is %-strongly
T J

J
convex thus for b(i — 1) + 1 < j < bi, we also have

j||2

Froo(0) 2 Lo () + (@il =) + 57— o) -
™

J

which leads to

L(zg,v)
:7Z<<Eb v @y 1z>_ i f:<k>(”i))+%i<EJU;(€)’ k_mkfl,i>
j=b(i—1)+1 i=1
< fz (Bl wr1i) - bZ ) +:L§:<EJU£>’% @)

Il
_

j=b(i—1)+1 °’ i

1 2
o

Using the same argument, as @, € 0/ (y?) for i € [n], we have

A _ . A 1 A ,
f:(m (Yr) > f:(m (Yix) + <ﬂ?*7y2 - yi,k> + m”yi - yi,kH2'
T

i

Thus,
»C(CL'*,'!J*)
m bi
1 ; o
=S ((Bye) - > Fe@l)
i=1 j=b(i—1)+1 ’
m bi
1 ; .
>SS ((BTw )= > frwo) + gl - veal
=1 j=b(i—-1)+1
a bi
:lz<<Ezjy(i) w*>+in*—wk71iH2_i”ill*—wkfli”Q_ Z f*w)(yj))
n ko 2 : 2 , oo (U

i=1 ' j=b(i—1)+1

+ ) 2
m Yk 'y*,k A,:l'

Using the updating scheme of @1 ;41 and noticing that ¢’ (x) = <ETy( 2 > 27lk |lx—xk_1.]?

is %-strongly convex and minimized at &1 ;4+1, we have

b
(B ) 5 = @l

; b b
> <Ez;ryz(€l)a $k71,i+1> + TH«’BIFMH — $k71,i||2 + —|®p—1,i+1 — -’B*H27
Nk 21y,

18



which leads to

m bi

L@ey) = -3 (Bl mrin) + 5o — @il = > Flw(wh)
ni4 21k j=b(im)41

- 1
3 (Ionerinn = @l = fonor — ) + ol — pos

2
|AT1
277/17k =1 k

bi
<<EbTyl(C ),mk—1,¢+1> + o—ll@e—1,i41 — Tho14l* — Z fﬂ@»(’yi))

I
3=
NE

i=1 20 j=b(i—1)+1
b oo (s ] — lno — ?) + s~ el
2nmy 2n A

Hence, combining the bounds on £(xy, v) and L(x., y.) and letting

b b
& 1= (L) — £l y) + o @ s

we obtain
Nk - T (i) ) ) Nk “ T () _
& < - Z E,y,' k-1, — Tk—1,i+1) + o Z E, v, )y —xp_1,
=1 i=1
il n b
k 2 k 9 )
_ %H'yk*’kaA;l - %Hyk 7y*,k||A’:1 - %;Hmk_lﬂqu 73}]6_17,&”
1=
n m 0 m
k i % A ,
T 2 <E1,Ty,(f),ack B mk_1=i+1> tn > <EbT (o) — u) e — xk—l,i>
i=1 i=1
N n b
k 2 k 2 9
~ g l¥e = Okl = 5 s = vl — 50 21 k1,041 — k1]l
iz
thus completing the proof. O

We note that the first inner product term 7; := ‘= ZZ’;I <EbTy,(j), Ty — wk_l,i+1> in Eq. (3)) can

be cancelled by the last negative term —% S k1,41 — Tr—1,i ||? therein, as precisely proved

in Lemma[I0]of Appendix [C| In the following subsections, we continue our analysis and handle the
remaining terms in Eq. (3) according to different shuffling and derive the final complexity.

B.1 Random reshuffling/shuffle-once schemes

We introduce the following lemma to bound the second inner product term 7o =
D <EbT (’UIE:Z) _ y,(:)) L Th — agk_u> in Lemma|§|when there are random permutations.

Lemma 7. Under Assumptionsandfor any k € [K), the iterates {3/1(:)};11 and {xy_ ; } 41
generated by Algorithm[I|with uniformly random shuffling (RR/SO) satisfy

L (n —b)(n+b) ,

ninii<k>ii<k> o
6b%(n — 1) *

E[Ts] < B[ =205 |y — g

2 Nk 2
s+ o llon —well3 ] +
where T := "= 37" <El;r (U,(f) — y,(:’)), Ty — wk71,z‘>~
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Proof. First note that o — @x_1; = Yo, (Tho1j41 — Thory) = — %Y By =
7%ETIbd(i—1)T'yk, so we have

<ET( ©_ y;(g)),ﬁck - ﬂb‘k—1,¢>

g ))7 Z("qu,jﬂ - -’Bk1,j)>
=i

(ET T (ve — yr), B Lhgi—1)1yn)

=N

«
Il
-

I
3 |$
INgE
—
=
<A

o
Il
N

I
|
SIS
INgE

@
Il
—

(E"Iqi (v — y), BT Tyag—1yr (Y — Ysi))

I
|
gl
INgE

s
Il
=

I

|
S
-

N
Il
—

(E" Iaiy)(vi — yr), B Dyagi—1)1Yuk) -

I
For the term Z;, we use Young’s inequality with o > 0 to be set later and obtain

2 m
L=~ ZT]; (B Iqiy(vi — y), ET Tyagi— 11 (Y — Ysi))
=1
< 772 m BT 2 nka ETT 6
< Zna 2= 1B Tan (o — w0l + EEIH i@~ gL ©)
=1

Further, notice that

77 (6]
k ZHE Loai—1yr (Yk — Yo |12

m

7] «Q
= 2’;)7 Z(yk — Y se) Loa— i EE T Tpagi— 1)1 (Yk — Yuk)
=1
_ nka - T
T (Yk — Yurk) (ZIbd(iq)TEE Ibd(iq)T) (Yk — Yu.k)
(6% —
- ZZ (yr — yur) A, V2A UQ(ZIbd@ W EE I 1)T)A1/ Ay 1/2(% — Yu k)
=1
2 m
N 1/2 T 1/2 2
< 227”1&’“ (Z;Ibd(i—mEE Ibd(i—l)T)—Ak/ H2||yk - y*,kIIA;1
n2mo -
= k2b 7r(k)”yk y*,k”i;u @)

where for the last inequality we use Cauchy-Schwarz inequality. Using the same argument, we can
bound

2 m
My 1/2 T 1/2 2
2bna E B Igi) (v — yi) | < 2bnaHAk (§_1 Iy EE I(di))Ak H2||'Uk - kaA;l

/\

77
= TN Lﬂ(k) l|lok — kaA 1. ®)

Thus, combining (6)—(8) and choosing o = 277kL7T(k.), we obtain

3,79 T9
npmL” . L° ) N6 )
T g — gkl vk — il

IN
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For the term Z,, we again apply Young’s inequality with 5 > 0O to be set later and obtain

2 m
Ty = — Zfz (ET Iy (vr — yi), B Dgi—1)1Y k)
=1

B
k ZHE Tpati—1)1Yekl® + T BZHET (i) (k — yi)||?

\ /\

n 8 < kL (k)
S k E |ET Iy DYekll® + 5 ﬂﬁk ||kakai;1.
=1

Choosing 3 = 2nkfﬂ and using the fact that i‘;’r m < LI , we have

3
77kL
Lo < bn Z |

i=1

+ *Hvk = Ukllp

Hence, combining the above two estimates with m = n/b, we have
3 4 m

L menL? o LY ) 2 Mk 2
T < ZHE Lyg(i—1)1 Ykl Tuyk_y*,k”A;l +%||Uk—yk”A;1.

First, consider the RR scheme. Taking conditional expectation on both sides w.r.t. the randomness up
to but not including k-th epoch, we have

Ex[T2] <

Ep {Z ”ETIbd(i—l)T'y*,kHZ

=1

3,79 T49
Men Lo Lo
B [y — g3+ o o — w3 .
For the first term, since the only randomness comes from the permutation 7 (*), we can proceed as in
the proof of Lemma|[IT]and obtain

m

39
m;m Ey [Z BT Toagi—1)
=1

2] ) ML & T 2
| 2 B> B BT Taaim 1yl

=1

379 E Ly, 2
_ mL . 2 bd(i—1)1 Y,k
- bn ;(n—b(z—l)) Bt [H n—>b(i—1) H }
(i) LY b(i — 1)
< B —b(i—1))? 2
= T ;(” =) - =D

ML (n—b)(n+b) ,

6b%(n — 1) T
Where we use the linearity of expectation for (), and (i) is due to Lemma [5] and the definition

=150 Vi) = 2300, [lyil|?. Then taking expectation w.r.t. all randomness on both
51des we obtain

3,79 T9 37
Men Lo Lo 2 Mk 2 ] mLi(n—="0b)(n+0b) ,
< || Ta®) k) _ B gk _ B )
[7-2} = |: b2 ||yk y*,k”Akl + 2n||vk kaAkl + 6b2(n— 1) O
Finally, we remark that the above argument for bounding the term

{Zﬁl |ET Lyagi— 1)1 Y i ||2} also applies to the SO scheme, in which case there is
only one random permutation at the very beginning that induces the randomness. O

We state the final convergence rate and complexity in the following theorem and provide the proof
for completeness.
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b

K
—  _and Hyg = , , the output
T K =2k Tk P

T ofAlgorithmwith uniformly random (RR/SO) shuffling satisfies

Theorem 4. Under Assumptions|l|and |2} if ny <

S 3L(n—b)(n
Bl S @) < g~ 4 32 G P

As a consequence, for any € > 0, there exists a choice of a constant step size 1, = 1 for which

E[f(2x) — f(x.)] < e after O(n\/ﬁgfﬂ!wo—w*ng 1 [(=b(ntd) Vnloo,|zo—mwm.|32

wn—1) 53 ) gradient
queries.

Proof. Combining the bounds in Lemma[I0|and [2]and plugging them into Eq. (5), we obtain

mnl? , LY 3L9(n —b)(n + b)
< gl (Il Zre Tk _ 2 |4 Tk 2.
E[gk] < E[( b2 >||yk Y k”A :| + 6b2(n _ 1) Ox

b

79 79
n ZLW(M Lﬂ(k)

3 79 79
- ML o L)
For the stepsize 7, such that n;, < , we have — Ty — ;’—Z < 0, thus

WL = D0 +b)
6b%(n — 1) *

E[&] <

Using our definition of &, and telescoping from k£ = 1 to K, we have

an I(n—=0b)(n+0b) 4

b
[§3m6w0mwn],2nm—wﬂz Ellle. — @3]+ oo

k=1
Notlclng that L(x,v) is convex in x for a fixed v, we have Gap (Zr,y) <

Zk 1 MkGap” (xk, y«)/Hi, where &x = Zk 1M/ Hy and Hi = Zk 1 Mk, which leads
to

o - nkL n+b) 2
E[HKGap (mK,y*)} < 2*“:13() — .3+ Z 6b2(n — 1) T

Further choosing v = y3,., we obtain

39 (n=0b)(n+b) 4

77k
E[H - < —lxo — . . 9
(Hic(f(x) — T@.))] < oo llwo wny+§j e ©
To analyze the individual gradient oracle complexity, we choose constant stepsizes 7 < —~—,
n\2LIL9

then Eq. (9) will become

WL (n —b)(n +b) ,
6b%(n — 1) -

o — .13 +

Elf(#x) ~ f(@.)] € 5o

Without loss of generality, we assume that b # n, otherwise the method and its analysis reduce to
(full) gradient descent. We consider the following two cases:

. P 8% (n—1) w0 —. | )1/3
Small K case: if 7 = n\/2L9 L9 = (n(nfb)(ner)igKaz » we have

E[f(@x) — f(x.)]
n?LI(n — b)(n +b) 52

2nnK 6b%(n — 1) *
<v§mﬁ|p+1gnwm+bwvﬂﬂﬂ“ﬁ”w — =z
= \@K Ty — Tx||2 9 n2<n — 1) 31/3K2/3 ’

IN

lzo — .13 +
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we have

1/3
sbS(n—numo—m*n%)/ b
n

* “Large K case: if n = (n(n—b)(n+b)£g}<az < \/ﬁ

. b n?L9(n — b)(n + b)
E _ . < - —x, 2 2
[f(@r) = f(s)] 2TmKllaco |7 + Em—1)
_ (=) +b)\ 3 (L) 202wy — @5
( n3(n—1) ) 313 K2/3 '
Combining these t by setting = mi { b (353(n—1>llwo—w*l\§)1/d} btain
(o) g these two cases by setting 77 = min aiots \n(n—t)(n+b)LoKo? , we obta

— ~ , A
NI o — . |2+ ((” —b)(n+ b))1/3 (L)V302 lag — a5
V2K " n?(n —1) .

Hence, to guarantee E[f(Zx) — f(x4)] < € for € > 0, the total number of individual gradient
evaluations will be

Elf(@x) — f(zs)] < 31/32/3

nKkK > max

w2 w3 ((n = b)(nt B)\ 22V 2(E9) 20, o — a3
{ € ’( n—1 ) 31/2¢3/2 }7

as claimed. O

B.2 Incremental gradient descent (IG)

In this subsection, we provide the convergence results for incremental gradient descent which does
not involve random permutations. We first prove the technical lemma below to bound the term

Too= 230" <Eb (vli) y,(:)),:ck — $k71,i> in Eq. (§) ofLemmaH

Lemma 8. For any k € [K], the iterates {yk )} " and {xp_1 ;Y7 generated by Algorlthmlwzth
fixed data ordering satisfy

i
T < S5 L L8 llye — -ll2- 1+ ”v*kaAl
(10)

i 7/( —b)? -
+mm{ DL LG LRy -1, B Lo ).

Proof. Proceeding as in the proof of Lemma([7} we have

SHES

m

Z < ,(C‘)),:ck - 513k—1,i>
1
Z < (1) ’Z Th—1,j4+1 — wkl,j)>
j=i

i=1

SHES

<.

(E"I g (v — yi), B Toagi— 1)1y

I
|
S
]

@
Il
-

(E"Iai(v —yi), B Lygii—1y1 (Y — ys))

I

|
g
INgE

N
Il
-

Iy

(E"Iaiy(v —yi), B Tygii— 1)1y ) -

|
S
M

<,
Il
—

I
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For both terms Z; and Z», we apply Young’s inequality with o = 21, Eg and obtain

nia
I, < k ZHE Tpaei-r(yr — )13 +

Iaiy (v — )3

nkag

< S Lol — y*||A1+2 L8l — wil3-
= 0 e — g s + o — g (11
b2 A 4n A

and

7] «
L<g ZHE Tpai-11y:3 + ) (0 =yl

< T2 2b ZHE Lyqei— 1)¢y*||2+7Lg||’U—kaA 1
3
— oL T 2, Tk 2
= W;HE Ibd(ifl)’ry*”Q+E‘|v_yk”A*1' (12)
We now show that the term "iﬁg BT Iygi—1y1y« |3 is no larger than either 7"“”LQLQH:I” 13 -1

or 77”“(” ) L{o?. This is trivial when b = n as E" Ipry. = > 1, y. = 0. When b < n, to show
the former one, we have

Z |ET Tpaqi—1)1y+ 13 < HA1/2 ( Z Ibd(ifl)TEETIbd(ifl)T)A1/2 HQHZ/* [
=1 =1

n2 .

= mnLflly. 3 = 3 Lilly 2+

To prove the latter one, we notice that

ZHE Tyagi— 1T’£/*||2—ZH

i=1  j=b(i—1

m—1 n 2
— J
=X X

=0  j=bi+1

m—1 n 2
=D IR
=1 j=bi+1

2

m—1

using the fact that ;- , y? = 0. Then using Young’s inequality we obtain

Z HZy* Z szny*ng

m—1 bi

m—=1) Y >yl

i=1 j=1

m—1 bi
=bm-1)Y" > (m-i|yll3

i=1 j=b(i—1)+1
(m—1)b

<bm—1)* Y llyill3.

i=1

7

m— 1)b|

Further noticing that 5" lyill3 < >, lyil|? = no?, we have

3719 319 319 2
77kL0 T 2 _ MLy 2, 2 _ Mlo(n—10)" ,
b E BT Tpgi—1)ryll3 < Wb(mf 1)2no? = 200~ 52,

* b2 *
=1
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The same bound also captures the case b = n and leads to
oL
nb

< T 2 . nl?;nAQN!J 2 Mi(n—b)
Z 1B Tnaii-11y«ll2 < mm{—LOLOHy*HA,l, — 12
i=1

2~
- - Lgaf}. (13)

Hence, combining Eq. (TT)—(T3), we obtain

3
M 797 Tk
To < TR E gk — w3 + 2o — 3
. EI . 3(n —b)2 -
amin {0 ooy 3, B 021,
which finishes the proof. O

We are now ready to state our convergence results for IGD in the following theorem, with its proof
provided for completeness.

Theorem 5. Under Assumptionsand if mi, < \/ﬁ and Hi = Ele Nk, the output Ty of
n o*o
Algorithm([I|with a fixed permutation satisfies
K
) b T g mi(n—b)* -
Hi (F@x) = J(@2) < o-llwo — w3+ 3 min { L LGEG . 3, B2 Fgo?).
k=1

As a consequence, for any ¢ > 0, there exists a choice of a constant step size M, = n such that

.ﬂ@K)—f«m)<:eano("vﬁﬁ@mmmq@ﬁ_mm{v"ﬁi$WHu—hw—w i%@h@www@>
- €

372

gradient queries.

Proof. Combining the bounds in Lemma [I0] and [§] and plugging them into Eq. (3)) in Lemma [¢]
without random permutations, we have

37979 3 3 2
mnLiL Nk (MM sy = n(n—b)? -
£ < (B2 — 2y — g 4 min { TR LG Ly |3, B Lgo? |
SnAg"g
If?’]k S ﬁ, we have nkb# — % S 0, thus
3 3 2
. MEN s g7 np(n —b)” -
& < min { B LR LGy 3o, B0 Lo

Using the definition of & and telescoping from k = 1 to K, we obtain

K

b b
;nkGap”(mk,y*) < %Hﬂ?* —woll3 — %Hﬂ?* — k|3

. Wz?énw~g > Mp(n—b)? )
+ ) min {bTLbLO||y*“A*17 TLOU*}'
k=1
Noticing that L(x,v) is convex w.r.t. x, we have Gap” (T, y.) < Zi{:l nGap® (xk, y«)/Hxk,

where £ = Zszl mexy/Hi and Hg = Zszl Nk, SO wWe obtain

v b 2 S TN G g7 2 Mn—b):, ,
HKGap (mKay*) S %Hmo - .'13*”2 + kzlmln{lﬂLOLoy*HAl, TLOG*},

Further choosing v = y;, , we obtain

K
. b RN g me(n—b)* -
Hi (f(2K) — f(z)) < %Hwo — .3+ min {%LngHy*H?\—h kTLgUf}'
k=1

(14)
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To analyze the individual gradient oracle complexity, we choose constant stepsizes n < —-%
y g p y. p ns - eI

and assume b < n without loss of generality, then Eq. (T4) becomes
. b YT n’(n—b)* -
P = F@a) < g lwo = @3 + min {5 R LGy o, == Lo )

When LY||y.]|A_, < (=9 52 we set = min{ b ( b |lwo —@. I3 )1/3} and con-
0 *[IA-1 = n *9 n\/Qigﬂg7 2”2L8L8K”y*”3\71

sider the following two possible cases:

o “Small K case: if n = b < ( b llwo . I3 )1/3 we have
’ = n\/2igig - 2n2ﬁngK||y*||§\71 ’
Flox) — (@) < s — @l + L ESE a2
TK Ty) S 2n77K Lo — Tx||2 b2 oLollYxllaA—1

r979g ~q7g\1/3 2/3 4/3
VALY (LSL) PNyl 22 o — @13/

2

< \/§K Hm07$*”2+ 22/3n1/3K2/3
. v case: ifn = (—tlmo=a.3 )1/3‘< b
Large K case: if n = (2n2igigK||y* i Tk we have
. b nn ., =
FlEx) = F@) < gollwo — .1+ T3 L L w3
~g7gr\1/3

2By 7 o — w13
= nl/3K2/3 :

Combining these two cases, we have
Ly L
V2K

Hence, to guarantee E[f(Zx) — f(x.)] < € for e > 0, the total number of required individual
gradient evaluations will be

~g7g\1/3 2/3 4/3
21/3(LSLE) |y |72 o — @3
nl/3K2/3 :

lzo — @[3 +

f@k) = f(z.) <

g7 PN
ny/ 2L LY |lxo — @[5 4nl/? (LILY) / lyella—1llTo — 4|3
nk > max{ , 3 } (15)
€ €3/2
When =252 < L||y. || -1, we set n = min{ b ( Bllzo—a.|; )1/3} and consider
n » = LollY«lia-1> n n\/Zl:gi/g) Zn(n—b)QLgKO'E

the two cases as below:

o “Small K~ case: if n = b < (Llzo—z-l e we have
SR = ny/2E8L8 — \2n(n—b)2L§Ko? ’
N b 2(n —b)2 -
@) = @) < gl = @l + T Lo
T979 3/ 5 3 2/3 4/3
LyLy (=)L) Y30 |my — @y
o — .5 +
= V2K 0 112 22/31,2/3 (2/3 ’
e “Large K7 case: if n =  —2l@o—2-llz Ve < —=2__ we have
g =\ 2n(n—b)PLg K o2 = ny/2L9L8°
; b n*(n—b)°;
f@x) = f(@) < goplen — @3 + === Ljoz
T 2/3 4/3
2 23— 0L 20l g —
= n2/3K2/3 :
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Combining these two cases, we obtain

f(@x) = f(z.) < ik

V2K

21/3(n — 0)*/3(L9) 302 g — . |3
n2/3K2/3 )

To guarantee E[f(Zx) — f(x.)] < e for e > 0, the total number of required individual gradient
evaluations will be

(16)

n 2ﬁgijg Ty — Ty 2 . 7F9\1/2 _ 2
i 2 ma { V210 Z 218 0 ~0)(EY) oo — 2.1,
€ €

Combining Eq. (T3)) and Eq. (16)), we finally have

ny/ 205 Lf|lwo — .3
€

~ ~ 1 2 ~
an'2(E3L9) 2 ylla - lwo — 2.3 4(n — b)(L9) Y20 ||mo — .32
€3/2 ’ €3/2 }7

nk >

—|—min{

thus finishing the proof. O

C Omitted Proofs for Smooth Convex Settting From Section

Before proceeding to the omitted proofs for the smooth convex settings in finite-sum with linear
predictors, we first recall its primal-dual reformulation, then state the specialized version of a primal-
dual shuffled SGD algorithm in Algorithm 2] Recall that admits an explicit reformulation using
convex conjugates of £;:

n
1=

3 ._l _ln*i_l T oanyt k(a0
£$£%§{c<m,y>.—n<x4m7y> n;&(y)—nz;(aiwy G} (PLPD)

where y., = arg max,; cp{y’a; x — ; (y')} (different from the general smooth convex finite-sum
settings in Section [2] and Appendix [B). Further, for notational convenience, we assume that the
partition is ordered, in the sense that for 1 < j < j' < 'm, max;cgs; i < miny, ;s 7’| We denote by
yU) the subvector of y € R™ indexed by the elements of S7, and by A7) the submatrix obtained
from A € R"*? by selecting the rows indexed by S7.

Based on the formulation (PL-PD), we view shuffled SGD as a primal-dual method with block
coordinate updates on the dual side, as summarized in Algorithm [2] for completeness. To see the

equivalence, in i-th inner iteration of k-th epoch, we first update the i-th block yl(;) € R? of the dual
vector Yyr—1 € R" based on x;_1 ; as in Line 6. Since the dual update has a decomposable structure,
this maximization step corresponds to computing the (sub)gradients {¢’ ,, (a ', wk._l_i)}?l_b(i_l) 41

bi

at x,_1 ; for the batch of individual losses indexed by {W](k)} Then in Line 7, we perform

j=b(i—1)+1*
a minimization step using y,(j) to compute xj_1 41 on the primal side. Combining these two
R e b / T 4 ichi
steps, we have &y, 141 = X1, — Zj:b(iq)ﬂ Ew?’” (aﬁ(k>wk_17z)aw§k), which is exactly the
J J R

original primal shuffled SGD updating scheme.

2This is without loss of generality, as it can be achieved by reordering the rows in the data matrix.
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Algorithm 2 Shuffled SGD (Primal-Dual View)

1: Input: Initial point o € R?, batch size b > 0, step size {1z} > 0, number of epochs K > 0
2: for k =1to K do
3:  Generate any permutation 7(*) of [n] (either deterministic or random)

4 Tr11 =Tk
5: forz()—ltomdo @ . ‘
6: Y, = argmaxycpe {y A a1 — ijl E*(k) (yﬂ)}
To(i—1)+j
.
7: Th_1,i+1 = argmin pa {y() A()a:Jera:—cck 1,12 }
8: end for .
1 2
9 xp =@ 1mrnun = (U uP, g™

10: end for X K
11: Return: zx = Zk:l Ukwk/zkzl Mk

C.1 Omitted Proofs for the Random Reshuffling/Shuffle-Once Schemes

Lemma 9. Given {yk Y and {x)— 1 i} generated by Algorithm @for ke [K], let & =
N Gap® (g, Y«) + 2n||;r:* xi||3 — H:c* 1|3 IfAsmmptzonIholds then

Tk - DT (4
& < ’y zjly;i) ASJ) (Tk — Tp—1,i+1)

Z ) A (e — xp1)
i=1 (17)

_ Uk —ol2 Tk _ 2
2n||yk v || -1 2n||yk y*,k”A;1

b m
on Z k1 — @r1i1]3,
i=1

Proof. By Line 6 in Alg. we have y,(:) = arg max,cpo {yTA,(f)wk,M — Z?’:l E*(k) (yj)}

for i € [m]. Notice that since

TA(z)wk 1,4 — Zé*(m j) :Z (y a o) Ti—1, — r (0 (yj)>

T (i 1)+J =1 Th(i—1)+j T(i—1)+j

is separable, we have yk = arg maxyeR{ya (k)mk 16— (k)( )} forb(i —1)+1 < j < bi, thus

aT(k)mk 1, € OC* 00 (yk) Since £} is L——strongly convex by Assumptlon then by Lemmane
obtain for b(i—1) 1 <j<bi

* j * j j j i 2
€ ) (v) = L) (yx) + a:wwkfln‘ (v, —wi) oL o (v, — %)
which leads to
1 m bi
(@ T )T
j:b(i71)+1 i=1
1 m bi
DT 4G T
< ;Z (y,(c) AV~ | Z e e (y] ) Z DAY (o — zio1)
i=1 j=b(i—1)+1 i=1
L) I3 (18)
2n Y = Orlip
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Using the same argument for £(., y.) as a; &, € aéj(yi) for j € [n], we have

m bi

1 DT 4G . ;

Lloy) =, 3 (il AV = 3 £ l)

=t j=b(i-1)+1

1 & bi 1

i) T i % :
2 n (y’(“) A;)w* - Z € (yi)) + %Hyk - (19)

=1 j=bli-1)+1

Adding and substracting the term 275’77 S ll@e — @k—1 ;|3 on the R.H.S. of Eq. (T9), we obtain

m bi
1 T b L
:13*>y* Z - Z ( (Z) Ag)m* + 7||$* - (Bk—l,z‘”% - Z £ (k) (yi))
n 277k . - Ty
=1 j=b(i—1)+1
b
ank

ZH.’B*fmk 11||2+7||yk Y k“A—

By Line 7 of Alg. we have a:k Litl = argmmweRd {yk) A(l)a: + 2n |z — @r—14l3 } Fur-
ther notlcmg that ¢ Z)( )= A( 'z + 5 ||:c — xp_14]3 is ——strongly convex w.r.t. & and

V% (Tr—1,i+1) = 0, we have

i i b
¢§C)(ﬂ’3*) > ¢](€)(mk—1,i+1) + %HCC* - mk—1,1+1||§’

which leads to

m bi
L(xe,ys) = %Z (yk A( 'z i1+ %”-’Bk 1it1 Z € (yi))
i=1 j=b(i—1)+1 ’
b m 4 ) 12 1 )
+ S, ; ([le — @e—1,i41ll3 — 2w — TR—1,4]3) + 5 1Yk = Yol
W 1 b bi 4
= — Z ( A( )mk 1,i+1 1 7”331@ 1,i+1 Z f;@) (yi))
j=bli—1)+1
2 b 2 1 2
+ m”wk — T3 — MH%A — 3+ %Hyk - y*,k”A;l? (20)

where we telescope from ¢ = 1 to m for the term " | ([[@s — @x—1,i41]13 — ||+ — Tx—1,]3), and
use the definitions that &), = @j_1 m+1 and xx_1 = Tx_1,1 for (7).

Combining the bounds from Eq. (T8) and Eq. (20) and denoting

b b
Er = (L(xp,v) — L(x4, ) + %Hm* —zl3 - %Hw* —wp_1l3,

we obtain
n m
k
&< — Zyk (@1 — Tpo141) Z UCTEFoN
e g — o2, — TR, 2 2 . 12
QnHyk v || - 2n||yk y*,k”A;1 271;”3%71,1 Ti—1,i+12
’[’7 m 17 m
_ Ik (DT 4@ k (@) (O\T 4 (3)
- Z z;yk:l Akl (wk - mk—l,’i-‘rl) + ; ;(’U’: - ykl ) Akl (mk — a:k_u)
1= 1=
U U b <
k 2 k 2 2
- %Hyk - Uk||A;1 - %”yk - y*,k”A;l “on z_: k-1, — Tr-1,i+1l25
thus completing the proof. O
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Lemma 10. For any k € [K], the iterates {yk )} n,and {xy,_1 ;) in Algorlthmlsansfy

m

b b
=5 D ki —p1ill3 — o k-1 — . [|3-

i=1

Proof. By Line 7 in Alg. we have A;i)—ry,(f) = %(mk_u — ®—1,i+1). Further noticing that

m .
Tp = Tp—1i41 = — D1 (Bh—1,5 — Th—1,541), We obtain

17 m
T A0 (g
= g Ay — Tp_1,i+1)
=1
bm 1 m
= E (Th—1,i — Th—1,i41, Th—1,j — Th—1,j+1)
i=1 j=i+1
m m
2
) DI L PR LA | o P
=1

i=1
thus completing the proof. O

1

Lemma 11. Under Assumptlon l for any k € [K)|, the iterates {y,(j m . oand {xg_1,; )0
generated by Algorithm[2|with uniformly random shuffling satisfy

R CUEUTEDR

3.7 T
nknLﬂ.(k)Lﬂ.(k) 2
E[Ts] < E[R12m 02 ikl - :
[T2] < lyr —y k||A 1 + ||Uk Yrell - 6b2(n — 1) *

b2

Proof. By Line 7 in Alg we have Ty_1; — Tp_1,i41 = %A,(C o7 ( ) . Using the definition of I
for0<j<n-—1lasin ctlonm we obtaln

m
)T j Nk
L — Lk—1,4 = — ;(wk—m Tp— 17]+1 =T ZA(J ' _?Aka(i—l)Tyk-

so, we have A 'ui—yi = Ay I (v —1yyx) by the definition of I ;) in Section ombining
Al have A (vl —y") = AT, by the defi f I in Section[3} Comb

these two observations, we have

m
To = %k S (0 - ui) AL (@ - @)

=1
N~
= T ; (AL Toi—1y1yr, Ay Ly (v — wr))
. 2 m
@ 7
= - ﬁ ; (AL Ty (Y — o), A Ty (v — yi)) 1)
2 m
n
- ﬁ > (AL Ty 1)1Ye ks AL Ty (v — yi)) (22)

i=1
where we make a decomposition w.r.t. y, ; in (i). For the first term in Eq. ZI), we use Young’s

inequality for o > 0 and have

2 m
n
ﬁz AL L1y (Yk — Yur)s AL Iy (V6 — yi))
i=1
(23)

) (wk — yi)[3-

|Ak L1y (Y — i) |3 +

‘3
uMg
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Expanding the squares and rearranging the terms in Eq. (23], we have

77 (0%
k Z AL Ti— 1yt (yk — ye) I3

2 m
«
- Z’En D @k = Yes) I 11 AR AL Ty (Y — Yoo)
i=1
o
= %('yk — Y k) (ZIb(z ) AR AL Ty 1)¢) (Yk — Yuokc) (24)

«
= g’;m (s — ye) AL 1/2(211” Dt ARAT Tyt ) AP A (g = )

@) niay 172 T 1/2
< 2];)7“Ak (;Ib(i—l)TAkAkIb(i—l)’r>Ak H2Hyk_

2
—1,
k

where we use Cauchy-Schwarz inequality for (7). Using a similar argument, we also have

2 m
My T 1/2 1/2 P
S 2 4 L (o = w0l < o (ZI@ AGATL) ) Ao~ wlly

By the definitions of I:Wuc) and L), and choosing o = 21, L) in Eq. (23), we obtain

2 m
_ Dk

b (AL Iy (Y — o), A Iy (v — i)

) =1 (25)
T]IZ’TLL,,T(mLW(k)
b2
For the second term in Eq. (22)), we apply Young’s inequality with 3 > 0 and proceed as above:

Nk
S Hyk - y*,k”i’:1 + E”vk - yk”i;1

nk Z AL Ly 1)1Ys s AL Iy (vk — yi))

| /\

n i8N
k ZHAka(z 1)Ty*k||2 2bn 5Z||ATI(1)( yk)”g

B =
< 2 Z\\Akrb@ Dy kll3 + n’cﬁLﬂkuwk—kai;

Noticing that Z/ﬂ.(k) < L, we choose 8= anL and obtain

2 m

n

- ﬁ (A} Ty 1)1 Y AL Iy (V6 — yi))
oo (26)

< Bl Z AT Ty l13 + 22 on — il
nb — ¢ HI2Z T Yy A

Combining Eq. (2Z3) and Eq. @), we have
37 m 3.7 T
ni L ML o) Ly (1) Nk
T2 < ﬁ Z AL Ty 1)1y i ll5 + kTIka - ’y*,kHi;l + %H’Uk - kai;b 27)

i=1
We first assume the RR scheme. Taking conditional expectation w.r.t. the randomness up to but not
including k-th epoch, we have

m

Ex[T2] < ]Ek[z |AS L1y }
n nLﬂ.(k)Lﬂ.(k) Mk
B [0 g — A+ oo — el
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.
For the first term %]Ek [Z:’;l HA;Ib(Z-,l)Ty*,kH%}, the only randomness is from the random
permutation 7(%) In this case, each term ATI b(i—1)1 Y,k Can be considered as a sum of a batch

sampled without replacement from {yiaj }iepn)» while 7' i1 yla; ; = 0 as x, is the minimizer, we
then can use Lemma[3]and obtain

37 m . 37

el @) ML

B 1AL Toiaytie k3] © D B 1 AL Togio1y19 3]
=1

SE m ATI i » 2
i 2 (b= ) B | 27

nb n—>b(i—1)
) ﬂ m bl 1)) b(i—1) 2
S b ;( ) o R T T T

where (7) is due to the linearity of expectation, and we use our definition 02 = 1 o ie1 (v))?||a;||} =

E; [||y* a;|3] for (ii). Taking expectation w.r.t. all the randomness on both sides and using the law
of total expectation, we obtain

3 3 ~
nknLﬂ.(k)Lﬂ.(k)

N
‘ n.L(n—0)(n+b
BT < B[ B0 Le0 e e gy ] 4 D)

62(n—1) °*

For the SO scheme, since there is only one random permutation generated at the very beginning,
we can t;lke expectation w.r.t. all the randomness on both sides of (27)), and the randomness for the

3
term LR { S AL L1 Yk ||§} is only from the initial random permutation. So the above
argument still applies to this case, and we complete the proof. O

Theorem 2. Under Assumptions |3|and 4} if n, < < ——b  and Hyg = Zk 1 Mk then the

7L1/2L (k) L (k,)

output & ic of Alg. [l|with uniformly random (RR/SO) shuffling satisfies

EH(f () — f(@)] < oo — a3 + Z b : ”)(”)+ g2

As a result, given € > 0, there exists a constant step size n, = 1 such that E[f (2 k) — f(x.)] < €

after (’)(" - LLHm“ 2|2 + 4/ (nn(brz(nl—gb nL'T*Hmo m*lb) individual gradient queries.

Proof. Combining the bounds in Lemma [T0]and [[T]and plugging them into Eq. (I7), we obtain

3.7 7 37
nknLﬂ(k)Lﬂ'(k) Tk 2 nkL(n B b)(n + b) 2
El&] SE[( b2 B %)”y‘“ - *1} 62(n—1) °*

. Snl_oo L
For the stepsize ;. such that 1, < b D2 h) Zn (k)

< ——"L— wehave 5
2L Lo

773f/(n —b)(n+0b)
E[£;] < - 62 (n — 1) ol

Nk
— 5= <0, thus

Noticing that &, = n,Gap®(zk, y«) + o= ||+ — |3 — = ||@. — @—1 |3 and telescoping from
k =1to K, we have

K

» b n3L —b)(n+0b)
E[ " mGap® (@i,y.)] < o-ll@- — @oll3 - 5 -Elle. — 23] Z T
k=1
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Noticing that £(z, v) is convex w.r.t. &, we have Gap” (L, y«) < Zle nxGap® (zx, y«)/Hk,
where £ = Zkl,(zl mexy/Hy and Hy = Zszl 7k, which leads to

(n—b)(n+1)
1

b 2 = L
E[HKGaP (mK,y*)] < —||w07w*||2+]; 6b2(n — 1) e

- 2n

Further choosing v = ¥y, , we obtain

(28)

K 37 n — n
Bl () = f(@))] < gl =3+ 3 )

To analyze the individual gradient oracle complexity, we choose constant stepsizes n < \/I’T, then
n\V2LL
Eq. (28) will become

n*L{n—b)(n+0) ,
6b%(n — 1) *

lzo — .13 +

Elf(#x) ~ f(@.)] € 5o

Without loss of generality, we assume that b # n, otherwise the method and its analysis reduce to
(full) gradient descent. We consider the following two cases:

« “Small K case: if n = —&— < (3b3<n—1>|\m0jm*\\§)1/3 we have
' V2L = \n(n-b)(ntb)LKe? )

; b 2L(n —b)(n+b
Elf(#x) - fl@)] < 2m]KHw0 — a3+ ézz(n )_(q) )Uz
LL 4/3

¥ 2/3
2o — a2 + 1<<n—b><n+b>)1/3L1/3oJ o — . I3
0 *(12 ) n2(n— 1) 31/3 K2/3

< —_—

363(n71>\|m07m*|\3)1/3< b

= , we have
n(n—>b)(n+b)LKo?2 ~ w2l i

* “Large K case: if n = (

R b UQfL(n —b)(n+0)
E - * < - * 2 2
(s = @] € g o — [ + Tl
(n — b)(n + b)\ /3 L1362 g — . ||3/*
( nZ(n —1) ) 313 K2/3 '
Combining these two cases by setting 7 = min b 36° (n—1)l|wo . | 13 we obtain
g y gn= n\/ﬁj n(nfb)(ner)f/Kaf ’
) VLL o ((n=b)(n+b)\BLY362 g — a5
E[f(@x) — f()] < 5 llwo — (T ) R

Hence, to guarantee E[f(£x) — f(x4)] < € for ¢ > 0, the total number of individual gradient
evaluations will be

nV2LL|zo — 2.2 ((n —b)(n+ b))l/z 93/2[1/2, || @y — :c*H%}
€ ’ ’

nk > max{ n—1 31/2¢3/2

as claimed. O

C.2 Omitted Proofs for Incremental Gradient Descenet

We now provide the proof for convergence of IGD in the smooth convex settings. We first prove
the following technical lemma, which bounds the inner product term 73 := Z& %™ ('v(‘) -

y,(j))TA(i) (xy — xk—1,;) without random permutations involved.
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Lemma 12. For any k € [K], the iterates {yk )} n o, and {xy_q  }74 generated by Algorllhml
with fixed data ordering satisfy

Sn. - k
T < %LOLOHW ~yelas + g llo—well

3 — b)? (29)
—|—min{ = L0L0||y*||A 1777kb7[1 o }
Proof. Proceeding as in Lemma[T1] we have
- i INT 4G
T2 = %C Zl (U( ) — y/(g)) Al )(mk - ﬂfk—l,z‘)
’,72 m
=~ (AT Ly 1y1yi, AT I (v — i)
i=1
i - T T
= - ﬁ (A" L1y (yi — ), A Iy (v —yi)) (30)
i=1
2 m
o > (AT Dyrae AT (0 = ) 31

For both terms in Eq. (30) and Eq. (31)), we use Young’s inequality for a = 21, Lo > 0 and proceed
as in Eq. (29) to obtain

S AT Ty e~ 9. AT T (0~ )
=1

K3

2 m
pres
< 2’;—”2 AT Loyt (g — w)ll3 + (® —ye)ll3
=1
<1 2b2 LOHyk Yol[a-1 + 2 o= Lollv —yulz-
il
= W LoLollys — wull3-s + 4 llv — elzs G2

and
m

2
7
o Z (AT Ly 1)1y, AT Iy (v — yi))

1=

—

2 m
Mo 2
< obn ; AT Ty 11915 + o (v —yr)l3
2 m
(e’
< 72’;m 2 JAT Ty 1)y 3 + 7L0||U — Yl A
z?i -
= ZHA Ibz 1¢y*||2+va—ykllA 1, (33)

where again we used a = 21, Lo. Vge then prove the term Z’;Li(’ 2;;’;1 |AT I, 1)1y |3 in Eq. (33)
is no larger than the minimum of %" Lo Lo [|y.||% -, and Miga Note that when b = n, we

have AT T, (0)1Yx = 0, so this term disappears. When b < n, the former one can be derived as in
Eq.(24), which gives

z JAT Ty 1)1y 13

=1

IN

HA1/2 ( Z Ib(i_l)TAATIb(i—l)T>A1/2 HQ”y* Hf\—l = mnEOHy* H?\_l
=1

2
n ~
?L()”y*”i*l
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For the latter one, we notice that

m m n 2
T 2 j
> A Ty _1yryalls = D ‘ > yaa;|,
i=1 i=1  j=b(i—1)+1
m—1 n ] 2
-2 | X wa,
i=0  j=bi+1
m—1 n ) 2 m—1 bi ) 5
=X | X sa,= X[ X vta,
=1 j=1

i=1  j=bi+1

by using the fact that Z?:I yi a; = 0. Using Young’s inequality, we have

m—1 bi 9 —1 bi
S vlas < D0 lviasl
i=1  j=1 i=1  j=1
m—1 bi
<b(m 1) D> Iylal3
i=1 j=1

—1 bi
=bm—-1)% > (m—i)lylal3
i=1 j=b(i—1)+1
(m—1)b
<bm—1)* Y llylasls.

i=1

By the definition that 07 = + >, lyla;||2 and 3" |lyla; |2 < > lyla;||3 = no?, we
obtain

37 m -
N Lo T 2 _ Mplo
— E AT s <

3 _ 2
b(m — 1)202 = 77’“(711)72())L003. (34)

Note that the bound in Eq. (34) equals to zero when b = n, which recovers the case of full gradient
descent, so we have

n3 Lo < . Sn. o p(n—b)*-
B0 S AT Ll < min {2 Lo ol B o2y )
=1

Combining Eq. (32)—-(33)), we obtain

Nk
-

Sn . - Sn . - 3(n —b)? -
To< B Eoolly — w3 0+ B ool o, B o),

b2 b2 b2 *
thus finishing the proof. O

v —yilA-: —l—min{

Theorem 6. Under Assumptionsand ifne < —2—and Hx = 25:1 Nk, the output & i of
n\/2Lo Lo
Alg. 2| with a fixed permutation satisfies

K
. b . Sno. - 3(n—b)? -
Hic (F (k) = f(@.)) < 5-llwo - 2.3 + ;mm{%LoLony*m, B O o).
As a consequence, given € > 0, there exists a constant step size m, = 1 Ssuch that

/7 T 2
f(@r) — f(xx) < € after the number of gradient queries bounded by O(% +
min {v/nLoLo||y.llp-1. (n—b) Iioo*}Hwo—w*H%)

€3/2
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Proof. Proceeding as in Lemmas [9]and [I0] but without random permutations, we have

Nk = DT 46 Nk - ()
5k§;2yk A()(15lc_wk—1,i+1)+;z;(v() ) TAD (@), — )
7

=1
" b
k
- %Ilyk —vl3 - *Hyk Yula 1 — %;H"BMM —wp_1i41ll3
< "*i u) AL @ — @) = gk —vli - 2] i (36)
=, A k k—1,i om Yk A-1 Y — Ysllp—1-

Using the bound in Lemma[I2]and applying Eq. (29) into Eq. (36), we obtain

& < (Uznﬁoio

3 n—>b 2
> 9 AT R AL AP

- 7>||yk y*Hf\*l +min{ b2

b2

npnLolo _ m
52 7= <0, thus

Ifng, < —-—,weh

M S e, We have

3 3 2
L (Mms = no(n —b)* =
& < mm{IfTLOLOHy*Hi_l, %Logf}.
Noticing that &, = n,Gap®(zk, y.) + o ||« — Tl|3 — 2= ||@+ — —1]|3 and telescoping from
k =1to K, we have
K

> mGap® (i, y.)
k=1
i (n —b)°

b 2 b 2 . [ s = 2 72
< oollae = @oll3 = o-ll@ — @3+ Y min { B2 Lo Lolly. |3 -1, == Loo? }.
k=1

Noticing that £(x, v) is convex w.r.t. &, we have Gap” (L, y«) < Zle Nt Gap® (zk, y+)/Hk,
where T = Zle mexr/Hy and Hg = 2521 Mk, SO We obtain

v/ 4 b 2 = . 771?27“ 7 2 ng(”_b)Q” 2
HiGap® (&, yx) < 5 -llwo — .|l + ;mln{{ﬂLoLOHy*Al, TLOO—*},
Further choosing v = y; ., we obtain
K
R b L (Mmns - n3(n —b)? -
Hic(@r) — (@) < oo w3+ 3 min { B oLy 30, B 102,
k=1
(37

To analyze the individual gradient oracle complexity, we choose constant stepsizes n < —-—
y g p Y. p U - \/m

and assume b < n without loss of generality, then Eq. (37) becomes

) b T n°(n—b)* -

Flx) = () < 5o mle = @+ min {55 EoLolly. 3, =" Loo? .
When Folly. |2, < (=07 ,2 — mi b Vlzo—z. i\

en 0||y*||A_1 S ——0;, we set ) = min NOA 37 LoLoKly- 2, and con-

n . X2
sider the following two possible cases:
1/3

o ¢ 99 . : — b < ( [Z3H~w0_w*“§ )

Small K case: if n Y A T P AT P , we have

- b 2 ’n . - 2
F(r) = (@) < 5ol — @3+ LoLolly. -+

& 7 1/371/3 2/3 4/3
< VEolo o LI I e — @5
> \/§K 0 *112 22/3n1/3 K2/3
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1/3
+ “Large K case: if = (W—_m*”é) / < — wehave
2n?LoLoKlly. |13 _; V2LoLo

T b 2 772nA 7 2
F@x) = f@) < golelao— o+ T Lo Lol [

#1/371/3 2/3 4/3
225 Lyl [ 1m0 — @1y
= nl/3K2/3

Combining these two cases, we have

O 1/371/3 2/3 4/3
) — flan) < YEoLo, 24 2P L Ly o — @1
f(Zr) — f(zs) < \/iK o — T3 T SVEY TR

Hence, to guarantee E[f(£x) — f(x4)] < € for ¢ > 0, the total number of individual gradient
evaluations will be

V2LoLo|lwo — . |2 4n/2Ly 2Ly |y, 3
nK > ax{n 0 0!580 i Hz n ||€y3/|2|A t||zo — @ ||2}. (38)
When =2° 52 < Lolly. |41, we set = min{ b ( Bllzo—a. I )1/3} and consider
n * = AL "\/QLOLO’ 2n(n—>b)2LoKo?2

the two cases as below:

o ¢ i) .l _ b bSHm —m*Hg 1/3
Small K case: if n = n\/zioio < (27L(n—:)2EUKJf> , we have
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e “Large K” case: if n = (—2lzo—:ll3 e < —2bt _ wehave
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. b 2(n —b)? -
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Combining these two cases, we obtain

- F1/3 2/3 4/3
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To guarantee E[f(2x) — f(x.)] < € for € > 0, the total number of individual gradient evaluations
will be

nK > max

yw@%iﬂ%—wwé(n—w%mmam—MM} (39)
€ Y

3/2

Combining Eq. (38) and Eq. (39), we finally have

>nv2ﬁiﬂmo—$dg

1/271/2
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thus finishing the proof. O
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D Omitted Proofs for Non-Smooth Convex Setting From Section 3|

Before we prove Theorem [3]in convex Lipschitz settings, for completeness, we first recall the
following standard first-order characterization of convexity.

Lemma 13. Let f : R? — R be a continuous convex function. Then, for any x,y € R%:

where g5 € 0f(x), and O f (x) is the subdifferential of f at x.
The following technical lemma provides a primal-dual gap bound in convex nonsmooth settings.

Lemma 14. For any k € [K], the iterates {y,(;)};il and {xy_1,;}"" generated by Algorithm
satisfy

:\§

> (y ITAD @y — z1i01) + (W) —y ) TAD (24 — xk—l,i))

m
i=1

K3

b m
TZHwk 1,i — Lk— 1’L+1||27

1=

1
where & 1= i (L(wr,v) — L(T0, ys)) + 5= @0 — i3 — & 120 — 113

(40)

3

Proof. By the same argument as in the proof for Lemma|9| we know that a ', xy_1; € 9¢* (yi)
Trj 7\']-
forb(i — 1) + 1 < j < bi, then by Lemmawe have
, . T , .
Ejr;m (vi) = gz;m(yi) + aﬂj(_k)mk—l,i(vi ~Y)

which leads to

m bi m
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J=b(i—1)+1
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< *Z( DT Az - oo 00 (y] ) Z’U( TA — Tp—1,)-
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(4D
Using the same argument for £(., y.) as a; &, € Bﬁj(yi) for j € [n], we have
1 m - ) bi ,
L@ey) == (40 A2~ Y Lwl)
i=1 j=b(i-1)+1 "’
m bi
1 DT 4G x j
>3 (WA e - Y rww)). 42)

i=1 j=b(i—1)+1

Adding and substracting the term 275’% S llee — @k—1 |3 on the R.H.S. of Eq. (@2)), we obtain

bi

1 T L b . j
L(@..y. z—z( DAz, + e a3 - S éw(yz))
n = 20k byt

- o an*—wk 1l

Denote (;5,(;)(:15) = y,i )TA(Z)w + 5 ||:c — @)1 ||3, which is n—k-strongly convex w.r.t. . Notlcmg
that ;1,41 = argmingcga {y,(:) Aé) + m”w —xp_14]? } by Line 7 of Alg. we have
ng,(j)(:ck_l,,;ﬂ) = 0, which leads to

i i b
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Thus, we obtain
bi

> fwd)

1 & DT (6 b
Ly, y.) > I Z (y,i) A;)mk—l,i+1 + s —l®k-1,i11
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where (i) is by telescoping >/ | ([|@+ — @r—1,i1113 — [|&+ — ®x—1,5/|3) and using Ty = Tp—1,m11
and x;_1 = Ty_1,1, which both hold by definition.

Combining the bounds from Eq. @T)) and Eq. (#3), and denoting

& = (L@, v) — L(@,y.)) +

b
. = wxll3 = oz — 2l

we finally obtain
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thus completing the proof. O

Note that we can still use Lemma [T0]to bound the first inner product term in Eq. (#0), as we are
studying the same algorithm. The following lemma provides a bound on the second inner product

m 3 i)\ T ! .
term T3 := 2 7" (0 — 4N " AV (), — @y, ;) in Eq. @0).

Lemma 15. Under Assumptwn l for any k € [K], the iterates {ylgZ m o and {Tp_q )t
generated by Algorithm[2] satisfy

2 A 2 A e
nk Gﬂ.(k)Gﬂ.(k) 9 7719 Gﬂ.(k)G.ﬂ.(k) 9 (44)
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Proof. Proceeding as in Lemma|[TT] we have
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Using Young’s inequality for some a > 0 and proceeding as in Eq. (24)), we obtain
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where we use our definitions that G ) = —= HI‘}/Q (X, Ib(j,l)TAkAgIb(j,l)T)I‘,IC/Q |, and
G 1= %HI‘}C/Q(Z;’; I(j)AkAEI(j))F,i/Q}IQ. It remains to choose o = 22, / % to finish the

proof. O

We are now ready to prove Theorem 3] for the convergence of shuffled SGD in the convex nonsmooth
Lipschitz settings.

Theorem 3. Under Assumption if Hy = Ele ne and G = B[/ GGy, the output &5 of
Alg.[I|with possible uniformly random shuffling satisfies

K

E[Hx(f(#x) ~ f@))] < g-llwo — 2.3 + 3 200G,
k=1

As a result, for any € > 0, there exists a step size ny, = 1 such that E[f(Zx) — f(x.)] < € after

~ _ 2
O(M) individual gradient queries.

Proof. To simplify the presentation of our analysis, we first assume ||v||%_, < n, which will be later
verified by our choice of v = y3, and Assumption [5]

Combining the bounds in Lemma [[0]and [T3]and plugging them into Eq. (0), we have

2. /A e 2. /A e
e Gﬂ.(k)Gﬂ.(k) e Gﬂ.(k)G.n.(k)
<= |ylA + N |or — yi||*
b PV 2+ P g2
(1) 77;% éﬂméﬂ(m 9 77;% Gﬂméﬂ(k) 9 9
< TV 2+ PV 2 2
(i1) 277271\/@ (k)é (k)
< =) (43)
b
where we use Young’s inequality for ||vy —yk||f,_1 and ||vk\|F;1 = ||lv||2_, as v is a fixed vector for
k

(i), and (%) is due to Hyk”i;1 < n by Assumption 5|and assuming that ||v||%_, < n. Proceeding as

the proof for Theorem 2] we first assume the RR scheme and take conditional expectation w.r.t. the
randomness up to but not including k-th epoch, then we obtain

Qnin]Ek[ éﬂ(k)éﬂ(/@)]

Ex&k] < 5

Since the randomness only comes from the random permutation 7 ()

< 2n2nE, [V Gﬂéﬂ]

b

, we have

Ex[Ex]

For notational convenience, we denote G = E,, [V CA?” éﬂ], and further take expectation w.r.t. all the
randomness on both sides and use the law of total expectation to obtain

2n2nG
b
For the SO scheme, there is one random permutation 7 generated at the very beginning such that

7k) = 7 for all k € [K]. So we can directly take expectation w.r.t. all the randomness on both
sides of Eq. (3), with the randomness only from 7, which leads to the same bound as Eq. (46)

with [E [\ / Gﬂ.(k) éﬂ(m] =E, [\/ Gﬂéﬂ]. Note that for incremental gradient (IG) descent, we can let

G =+ G'Oéo without randomness involved, where G‘O = Gﬁ(o) and éo = CNJ,T(O) w.r.t. the initial,
fixed permutation 7(9) of the data matrix A.

E[&] (46)
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Noticing that &, = n,Gap®(zk, y«) + o= [|s — /|3 — = ||+ — x—1]|3 and telescoping from
k =1to K, we have

K —
b 202nG
ol — ol — Bl — wxl3 + Y 25

K
E[anGan(ﬂ%y*) <35 b

k=1 k=1

Noticing that £(x,v) is convex wrt &, we have Gap” (Zx,y.) < Zszl n,Gap® (zk, y+)/Hk,
where L = Zle nexr/H and Hi = Zszl Nk, SO We obtain

. b 202nG
E| HicGap* (&1, 9.)| < 5o — .3+ kZ P
Further choosing v = yz,., which also verifies [|[v[|Z_1 = [[ya, |5-1 < n by Assumption we
obtain
annG

ElHk (f(2x) — f(.)] < *leo — @3+ Z

To analyze the individual gradient oracle complexity, we choose constant stepsize 1. Then, the above
bound becomes B
2nnG

-

o — .3 +

Blf(ax) — f(@)] < 5|

b||20 x 2

, we have
nVKG

Choosing n =

2VG||zo — x.]|2
VK '

Hence, given € > 0, to ensure E[f(Zx) — f(x.)] < e, the total number of individual gradient
evaluations will be

E[f(#x) — f(2.)] <

4nGllzo — @.3

nk > 5 )

€

thus completing the proof. O
~ 2

We now briefly discuss this result. The total number of individual gradient queries is O ( M) ,

which appears independent of the batch size, but this is actually not the case, as the parameter

G = E,[V GG] depends on the block partitioning, due to Eq. @). When b = n, as a sanity check,
we recover the standard guarantee of (full) subgradient descent, which is expected, as in this case
shuffled SGD reduces to subgradient descent. When b = 1, however, the bound is worse than the
corresponding bound for standard SGD, by a factor O(nG /G?). By a similar sequence of inequalities
as in Eq. (@), this factor is never worse than n, but it is typically much smaller, taking values as small
as 1. We note that it is not known whether a better bound is possible for shuffled SGD in this setting,
as the only seemingly tighter upper bound from [42] applies only for constant K, when n = Q(e%),
and under an additional boundedness assumption for the algorithm iterates.

E Experiment Details

We implement the computation of L and L.y in Julia, a high-performance scientific computation
programming language, and compute matrix operator norms using the default settings in the Julia
Arpack Package. However, limited by computational memory and time constraint, our selection of
datasets is focused on moderately large-scale datasets of n in the order of O(10°). We also include
comparisons of small datasets such as ala and sonar.

E.1 Evaluations of L.,/ EW on Synthetic Gaussian Datasets
We first study the gap between L and Ly, for different batch sizes b, as shown in Figure As in

Section we focus on their dependence on the data matrix, and assume that the loss functions ¢; all
have the same smoothness constant. In this case, the ratio L.« / L, that characterizes the gap between
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Ly and Liax will become Liax/Lr = (maxi<i<n{llail3})/ (31 272, 1) Az A7 I(j)ll2). In
particular, we run experiments on standard Gaussian data of size (n,d). We fix the dimension
d = 500, and vary the number of samples with n. = 100, 500, 1000, 2000. In Figure |ZL we plot the
ratio Lyax/ L, versus the batch size b for 100 different random permutations 7, where the dotted
lines represent the mean values and the filled regions indicate the standard deviation of permutations.
We observe that the ratio L,.x/L, is concentrated around its empirical mean and exhibits b*
(a € [0.74,0.87]) growth as the batch size b increases. In particular, if we choose b = /n, the ratio
can be O(n%4).

50 ~ 140 =
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0 g / 138 g
= S
ISED -’ =80 e

~ 20 / =~ 60 /

01 0 /
07 ‘ | ‘ ‘ 0/ ‘ ‘ ‘ ‘
0 20 40 60 80 100 0 100 200 300 400 500
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- —~ 200
150 7

25100 pd 150 ///
~ / f = 100 '

50/ ol /.

0 ol
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(¢)n = 1000 (d) n = 2000

Figure 2: Illustrations of Lyax /L for different batch size b on synthetic Gaussian data of size (n,d).

E.2 Distributions of L,/ L,

In this subsection, we include histograms in Figure [3| to illustrate the spread of Lyyax/ I:,r with

respect to random permutations, for completeness. We observe that in all the examples Lyax/ [A/,r is
concentrated around its empirical mean. The following plots are normalized, with y-axis representing

the empirical probability density. The x-axis represents Lyax/ L.
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Figure 3: Visualization of the empirical distributions of L/ L for 15 large-scale datasets.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our abstract and introduction clearly state the scope of our work and contribu-
tions, see Section [[.2}

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Yes, see detailed discussion in the introdcution.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: We state our assumptions in sections [2]and[3] and the proofs are provided in
the appendix.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

 All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We fully disclose the public datasets and tools we use for the numerical
computations in Section

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA|
Justification: N/A
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We list the details of our experiments in Section .T]and Appendix [E]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We use various ways, including ribbon plots and histograms, to illustrate the
variance of our numerically computed values.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We list the details of all computational tools in Sectiond.T|and Appendix [E]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: This is a primarily theoretical work and we conform to the rules with NeurIPS
Code of Ethics in every respect.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA|
Justification: N/A
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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11.

12.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: N/A
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We use public benchmarking datasets from LIBSVM [15]], MNIST [17],

CIFAR10 [22], and Broad Bioimage Benchmark Collection [28]], and have properly cited
and credited the asset’s creators.

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA|
Justification: N/A
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: N/A
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: N/A
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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paperswithcode.com/datasets

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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