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Abstract

Deep Learning models are incredibly data-hungry and require very large labeled
datasets for supervised learning. As a consequence, these models often suffer
from overfitting, limiting their ability to generalize to real-world examples. Recent
advancements in diffusion models have enabled the generation of photorealistic
images based on textual inputs. Leveraging the substantial datasets used to train
these diffusion models, we propose a technique to utilize generated images to
augment existing datasets. This paper explores various strategies for effective data
augmentation to improve the out-of-domain generalization capabilities of deep
learning models.

1 Introduction

Supervised deep learning has traditionally thrived on the availability of extensive labeled datasets,
enabling models to learn patterns and make accurate predictions. However, as the field progresses
and larger data-hungry models, such as Vision Transformers [6] [4], emerge, the challenge of finding
datasets that scale accordingly becomes increasingly daunting. This scarcity of labeled data poses a
significant obstacle to the development and training of these advanced models.

Interestingly, while labeled datasets for visual tasks might be limited, there exists an abundance
of large text corpora that have been utilized to train large transformer models [15] [12] [8]. These
transformer models have exhibited remarkable performance across a diverse range of natural language
processing tasks, demonstrating their capability to effectively learn and represent complex linguistic
patterns.

Recently, text-conditioned image generation models have made significant progress in terms of the
diversity and the photorealism of the generated images [16] [14] [17]. These models, commonly
referred to as diffusion models, have demonstrated the ability to generate photorealistic images based
on textual inputs. This breakthrough opens up new avenues for data augmentation in the realm of
computer vision.

The primary objective of this paper is to delve into various augmentation strategies based on the
diffusion models suitable for the image classification task. We conduct experiments using the
COCO Captions dataset [2] and introduce modifications to the captions based on four distinct
strategies: prefix, suffix, replacement, and compound. Detailed explanations of these strategies will
be provided in the method 3 section. Additionally, we briefly explore how a model trained with these
augmentations can be employed for other computer vision-based classification tasks.

Our paper first goes into the related work associated with the different components used within our
approach. This is followed by the approach, experiment design, and experimental results. Finally,
we summarize our results in the conclusion and provide additional training details and cluster setup
within the appendix.
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2 Related work

2.1 Generative Models based Augmentation

Several previous works have explored different GAN-based approaches to address the challenge
of data scarcity and augmentation. For example, studies such as [1], have utilized CycleGAN to
enrich domains with fewer examples by transforming images from domains with a higher abundance
of examples. Similarly, [10] employed Generative Adversarial Networks (GANs) to generate new
images, which aligns with our approach.

However, there are notable limitations in these existing works. In the case of [1], the focus primar-
ily lies on domain adaptation, requiring the learning of a new CycleGAN for each domain shift.
Moreover, [9] does not perform well for multi-label classification, as it lacks the ability to learn
relationships between labels and can only handle one class at a time. Additionally, these approaches
lack disentanglement in the latent space, making targeted modifications to specific parts of an image
challenging. Furthermore, they do not adequately consider the contextual information within the
images.

Another relevant work is DatasetGAN [19], which leverages the latent space disentanglement of
StyleGAN [11]. This model incorporates a style interpreter attached to the StyleGAN model, enabling
the production of pixel-wise segmentation annotations with minimal human annotations. However,
a drawback of this approach is that StyleGAN is typically trained to generate a single class of
objects, necessitating the use of multiple StyleGAN models for augmentation across different classes.
Furthermore, this method also faces limitations in augmenting scenarios involving multiple labels.

2.2 Image Transformation Based Augmentation

Studies such as [9], [18], and [3] have proposed different strategies for augmenting datasets by
enhancing existing images through various transformations.

In [9], multiple instances of transformations are applied to the same image, effectively augmenting the
dataset. Similarly, [18] employs a linear combination of different images from the dataset, where the
coefficient of the linear combination is sampled from a beta distribution. These approaches demon-
strate efforts to augment the dataset; however, a limitation arises in that the resulting augmentation is
still a combination of existing dataset images and may not produce meaningful or realistic images.

Furthermore, the focus of these methods primarily lies in improving in-domain performance, without
thoroughly discussing the potential benefits of out-of-domain generalization. While these techniques
contribute to data augmentation techniques, there remains a need to explore approaches that gen-
erate diverse and meaningful images while also considering their potential for enhancing model
performance in real-world scenarios beyond the training dataset.

3 Semantic Augmentation

The core concept of our approach involves modifying the captions associated with images in the
dataset and leveraging these newly generated captions to create corresponding images using a text-to-
image diffusion model, specifically the Stable Diffusion model [17]. The main pipeline comprises
two key components: the caption generation module and the image generation module. 1 presents
a comprehensive overview of the entire pipeline, illustrating the interconnection and interaction
between the various modules involved in the process. In the subsequent sections, we provide a
detailed exploration of each module, unraveling the intricacies of the end-to-end system we have
developed. For our experiments, we leverage the COCO Captions dataset [2], which provides a
collection of images, each accompanied by a set of captions.
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Figure 1: Semantic Augmentation Pipeline

3.1 Caption Generation

3.1.1 Caption Label Extraction

For a comprehensive overview of the caption generation process, refer to 2. It provides a visual
representation of the different stages and steps involved in generating captions for the given task.
While the categories in the COCO Captions dataset are predefined, the specific word forms used
in the captions may vary. For instance, if an image depicts a "woman sitting on a couch," the
corresponding label word in the caption should be "woman," which belongs to the "person" class.
To modify or change labels within the captions, it is essential to identify the closest word in the
caption that corresponds to the desired class. To accomplish this, we can employ pre-trained language
models trained on extensive text corpora. In our methodology, we utilize the BERT model [5] to
extract embeddings for all the words in the caption. By calculating the cosine distance between the
embedding of each word and the embedding of the class label, we can identify the closest word to the
class label within the caption. By performing label extraction and finding the closest words within
the captions, we establish a mechanism to modify or replace labels in the augmentation process.
This step ensures that the generated images are associated with appropriate labels that align with the
desired class definitions.
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Figure 2: New Caption Generation Process

3.1.2 Augmentation Methods

We employ four distinct augmentation methods for each caption in our approach:

1. Prefix Augmentation: This method involves appending a predefined prefix to the original
caption. The prefix is selected from a predetermined list, which includes variations such
as "A cartoon of," "A grainy image of," or "A black and white image of." By adding these
prefixes, we introduce additional contextual information to the caption.

2. Suffix Augmentation: Similar to prefix augmentation, this method appends a predefined
suffix to the original caption. The suffix is chosen from a predefined list, which includes
variations such as "on a rainy day," "on a foggy night," "in the mountains," or "near the sea."
By incorporating these suffixes, we enhance the description of the image with additional
details.

3. Replacement Augmentation: In this method, we focus on the labels within the COCO
Captions dataset. Each label belongs to a specific supercategory (e.g., animal, person,
vehicle). We randomly sample a subset of labels within an image and replace them with
other labels from the same supercategory. This replacement ensures that the augmented
caption maintains coherence and remains relevant to the image content.

4. Compound Augmentation: This method combines all the previously defined augmentation
techniques in a sequential manner. By applying the prefix, suffix, and replacement augmen-
tations successively, we create a compound augmentation that introduces a comprehensive
range of modifications to the original caption.

Figure 3: Examples from Each Augmentation Category

For every caption in the dataset, we randomly select an augmentation strategy and apply it to generate
a new caption. 3 gives an example for each augmentation category.
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3.2 Image Generation

Next, after obtaining the set of newly generated captions through augmentation, our focus shifts to
generating photorealistic images that correspond to these modified captions. To achieve this, we
employ a diffusion model, specifically the Stable Diffusion model [17]. This choice is based on the
model’s ability to generate a diverse range of classes effectively.

Figure 4: Text-to-Image Generation Example

By leveraging the capabilities of the Stable Diffusion model, we can produce high-quality images that
align with the augmented captions. It allows us to generate images that encompass various objects,
scenes, and visual concepts. 4 shows an example of such a generation.

To facilitate convenient usage and compatibility with existing tools and frameworks, we store the
generated images along with their respective labels in the COCO Dataset format. This format
standardizes the representation of images and associated annotations, simplifying their integration
into subsequent stages of the pipeline.

3.3 Augmentation

Lastly, utilizing the generated images, we proceed to augment the original COCO Captions dataset
during the training of our classification models. The augmentation process involves incorporating the
generated images alongside the existing dataset.

An important hyperparameter to consider is the number of augmented images to be included per
original image in the dataset. Fine-tuning this hyperparameter is crucial to achieve optimal perfor-
mance. By systematically tuning this parameter, we aim to strike a balance between incorporating
enough augmented images to enrich the dataset and avoiding overrepresentation or bias that may
impact model performance.

4 Experiments

4.1 Datasets

We conducted our experiments using the COCO Captions dataset [2], which comprises a large
collection of images accompanied by their respective captions. This dataset serves as the primary
source of training and evaluation for our classification model. Additionally, we utilized other relevant
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datasets, such as the PASCAL VOC [7] and Tiny Imagenet [13], for conducting comparative analyses
and assessing the generalization capabilities of our models.

4.2 In-Domain Performance

In this subsection, we present the results of our experiments that evaluate the performance of the
classification model within the same domain as the training dataset (COCO). We measure the
performance of this model using well-established metrics like mean average precision(mAP) and
accuracy.

Furthermore, we compare our models against existing state-of-the-art generalization techniques -
Mixup [18] and AugMix [9] to demonstrate the advancements. Refer to table 1 for the results.

Model mAP Accuracy
Vanilla Resnet 0.529 0.974

Augmix 0.558 0.975
Mixup 0.552 0.972

Semantic Augmentation 0.564 0.975
Table 1: In-Domain Performance on COCO

4.3 Out-of-domain Performance

To assess the generalization capabilities of our models, we conducted experiments on PASCAL VOC
[7]. For each dataset, we followed a transfer learning approach. Specifically, we replaced the last
layer of our pre-trained classification model with a new layer corresponding to the number of classes
in the respective dataset. We froze all other layers to preserve the learned features and only trained
the newly added layer. This allowed us to evaluate the performance of our models on the specific task
of classifying images within these out-of-domain datasets.

By conducting these out-of-domain experiments, we aim to assess the transferability of our models
and their potential to generalize to diverse visual datasets. The results of these experiments shed light
on the robustness of our models and their ability to handle out-of-domain challenges.

Model mAP Accuracy
Vanilla Resnet 0.652 0.952

Augmix 0.675 0.954
Mixup 0.672 0.952

Semantic Augmentation 0.702 0.957
Table 2: Out-of-Domain Performance on PASCAL VOC

4.4 Analysis

The analysis of the experimental results highlights the superior performance of our augmentation
model in both in-domain and out-of-domain experiments. Our model consistently outperformed all
other models considered in the evaluation. Future research should focus on conducting extensive
out-of-domain experiments on various datasets to validate the generalization capabilities of our
model more comprehensively. Another potential avenue is to explore fine-tuning techniques for the
Stable Diffusion model used in image generation. Fine-tuning the diffusion model can enable it to
better capture the nuances and complexities of different visual domains, ultimately improving the
generalization capability of the augmented images it generates.
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