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Abstract

In software development, resolving the emergent issues within GitHub repositories
is a complex challenge that involves not only the incorporation of new code but
also the maintenance of existing code. Large Language Models (LLMs) have
shown promise in code generation but face difficulties in resolving Github issues,
particularly at the repository level. To overcome this challenge, we empirically
study the reason why LLMs fail to resolve GitHub issues and analyze the major
factors. Motivated by the empirical findings, we propose a novel LLM-based Multi-
Agent framework for GitHub Issue reSolution, MAGIS, consisting of four agents
customized for software evolution: Manager, Repository Custodian, Developer, and
Quality Assurance Engineer agents. This framework leverages the collaboration of
various agents in the planning and coding process to unlock the potential of LLMs
to resolve GitHub issues. In experiments, we employ the SWE-bench benchmark
to compare MAGIS with popular LLMs, including GPT-3.5, GPT-4, and Claude-
2. MAGIS can resolve 13.94% GitHub issues, significantly outperforming the
baselines. Specifically, MAGIS achieves an eight-fold increase in resolved ratio
over the direct application of GPT-4, the advanced LLM.

1 Introduction

In real-world software development, the code repository for a project is rarely set in stone. High-
quality and popular software always evolves to address emergent bugs or new requirements. On
platforms such as GitHub [21], issues typically signify the requirement for software evolution. How-
ever, addressing these issues poses significant challenges, as it requires implementing the code change
across the entire repository and maintaining the existing functionality while integrating new capabili-
ties. For example, django, a framework for over 1.6M projects has 34K issues [19]. Consequently,
resolving GitHub issues remains a significant challenge across academia and industry [27, 5].

Large language models (LLMs) have demonstrated remarkable capabilities across a variety of
tasks [8], including code generation and code understanding [64, 47]. Specifically, LLMs excel in
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generating function-level code, as evidenced by their performance on numerous benchmark datasets
such as MBPP [2] and HumanEval [12]. Despite their success, LLMs remain challenged in tasks that
require advanced code generation capabilities, such as class-level code generation [14]. Moreover,
LLMs exhibit limitations in processing excessively long context inputs and are subject to constraints
regarding their input context length [33]. This limitation is particularly evident in repository-level
coding tasks, such as solving GitHub issues, where the context comprises the entire repository, thus
imposing constraints on directly using the full repository as input to LLMs.

To harness the full potential of LLMs, many LLM-based multi-agent systems are designed [23, 43, 52].
These methods have significantly improved LLMs’ efficacy in code generation, enabling these
systems to construct code repositories based on LLM. While these methods address the process of
transitioning code repositories from inception to establishment, they rarely consider the handling of
software evolution, e.g., resolving GitHub issues. For GitHub repositories, especially the popular
ones, a large number of commits are pushed every day. These commits derive from a spectrum of
evolutionary requirements that span bug fixes, feature additions, performance enhancements, etc [49].
For open-source software, new requirements frequently emerge as issues in the project’s repository.

Recently, Jimenez et al. [27] developed a benchmark, namely SWE-bench, to investigate the capability
of popular LLMs in addressing GitHub issues. Their study reveals that LLMs fail to resolve over
95% of instances, even when file paths that require modifications are provided. This significantly low
rate underscores the importance of understanding the reasons behind their suboptimal performance.

In this study, we analyze the factors impacting the effectiveness of LLMs in resolving GitHub issues.
Furthermore, our empirical analysis has concluded a correlation between locating files/lines to be
modified and the performance of resolving GitHub issues. Based on these insights, we propose a
novel LLM-based multi-agent framework, termed MAGIS, comprising four types of agents: Manager,
Repository Custodian, Developer, and Quality Assurance (QA) Engineer. Our approach facilitates
the resolution of GitHub issues through collaboration among agents, each fulfilling a unique role:
the Manager coordinates the entire process, the Repository Custodian enhances locating files, the
Developer performs code changes after locating lines, and the QA Engineer reviews the code change.

In our experiment, we evaluate our framework on SWE-bench and compare its performance against
existing popular LLMs, such as ChatGPT-3.5 [37], GPT-4 [38], and Claude-2 [1]. The results
demonstrate that our framework, utilizing GPT-4 as its base model, significantly outperforms baselines
and achieves an eight-fold performance gain compared to the direct application of GPT-4. Further
analysis reveals that additional factors, i.e., the planning of code change, locating lines within the
code file, and code review process, can significantly influence the resolution rate.

Our main contributions are summarized as follows:

• We conduct an empirical analysis of LLMs in resolving GitHub issues and explore the correlation
between locating code file/line, complexity of the code change, and the success rate in resolution.

• We propose a novel LLM-based multi-agent framework, MAGIS, to alleviate the limitations
of existing LLMs on GitHub issue resolution. Both our designed four-type agents and their
collaboration for planning and coding unlock LLMs’ potential on the repository-level coding task.

• We compare our framework and other strong LLM competitors (i.e., GPT-3.5, GPT-4, and Claude-2)
on the SWE-bench dataset. The results show MAGIS significantly outperforms these competitors.
Further analysis confirms the effectiveness and necessity of our framework design.

2 Empirical Study

SWE-bench [27] reveals the challenges LLMs face in addressing GitHub issue resolution. For
example, in their evaluation, GPT-4 can only resolve less than 2% issues of the test set. Conversely,
in tasks like function-level code generation, LLMs exhibit superior performance (e.g., GPT-4 gets
the score of 67.0 on HumanEval [36]). Given the complexity of GitHub issue resolution akin to
repository-level coding, we aim to investigate Why the Performance of Directly Using LLMs to
Resolve GitHub Issue is Limited? (RQ 1). We answer this RQ from the following three aspects:

Locating the Files to be Modified. GitHub issue resolution is a repository-level coding task,
distinguishing it from file-level coding tasks primarily in the challenge of locating the files requiring
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modification. Jimenez et al. [27] employ the BM25 method [45] to retrieve relevant code files that
are subsequently utilized as input to the LLM. After employing retrieval methods, it is necessary
to select the top-K files or truncate the content based on the maximum context length of the LLM.
Incorporating more files can enhance recall scores. However, it also imposes significant demands on
the capabilities of LLMs. As demonstrated by the study [27], Claude-2 exhibits a decrease in the
resolved ratio (from 1.96% to 1.22%) as recall scores increase (from 29.58 to 51.06). This decline
may be attributed to the inclusion of irrelevant files or the limited capacity of LLMs to process longer
contexts effectively. Consequently, optimizing the performance of LLMs can be better achieved by
striving for higher recall scores with a minimized set of files, thus suggesting a strategic balance
between recall optimization and the number of chosen files.

Locating the Lines to be Modified. Beyond the impact of file locating, we delve into the generation
of failed instances when the correct modified files were provided. A typical code change consists of
multiple hunks, each specifying the line numbers targeted for modification and detailing the changes
made at these locations. To quantitatively analyze the accuracy of line localization, we use the line
numbers’ range of the modified content in the reference code change as the basis assuming that the
correct modification location of the code change is uniquely determined in most cases. By calculating
the coverage ratio of the line number ranges of the generated and reference, we can estimate the
accuracy of line localization in the generation process, i.e.,

Coverage Ratio =

∑n
i=0

∑m
j=0

∣∣[si, ei] ∩ [s′j , e
′
j ]
∣∣∑n

i=0(ei − si + 1)
, (1)

where the numerator is the length of the intersection of modified lines between the reference divided
into n hunks and the generation divided into m hunks, and the denominator is the number of modified
lines in the reference. More details about Equation 1 can be found in Appendix A.1.

Figure 1: The comparison of line locating coverage
ratio between three LLMs. The vertical axis representing
the frequency of the range of line locating coverage ratio
for each group, and the horizontal axis representing the
coverage ratio.

For 574 instances in the SWE-bench that ex-
periments GPT-4 [27], the distribution of the
coverage ratio between the results generated by
three LLMs and the reference is shown in Fig. 1.
From this, we observe that the performance of
LLMs in generating the code change is proba-
bly related to their ability to locate code lines
accurately (Detailed explanation can be found
in Appendix A.2).

Furthermore, we assess the relationship between
the coverage ratio and the issue resolution by cal-
culating their correlation coefficient. Given that
the distribution of these variables exhibits skew-
ness, and the resolution result is binary (resolved
or not), logistic regression is employed for the
analysis across three LLMs. However, due to
the limited number of successfully generated
instances on GPT-4 and GPT-3.5, a statistically
significant relationship is only detected in the
result generated by Claude-2. The result, i.e.,
P-value < 0.05, shows statistical significance.
Specifically, with a coefficient, 0.5997, on Claude-2, there is a substantial and positive relation
between improvements in the coverage ratio and the probability of successfully resolving issues,
which demonstrates that locating lines is a key factor for GitHub issue resolution.

Complexity of the Code Changes. The complexity of the code change is reflected in various
indices: the number of modified files, functions, hunks, and lines added or deleted. Firstly, we
quantitatively assess the complexity by calculating the value of various indices corresponding to the
reference code change. Secondly, the coefficient is calculated between the numbers in each index and
the issue resolution. Tab. 1 shows the correlation scores under the logistic regression.

As shown in Tab. 1, all three LLMs demonstrate a statistically significant correlation with the issue
resolution across several indices. The correlation scores for the number of files and functions modified
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Table 1: Correlation between the complexity indices and the issue resolution.

LLM # Files # Functions # Hunks # Added LoC # Deleted LoC # Changed LoC

GPT-3.5 −17.57* −17.57* −0.06* −0.02 −0.03 −0.53*

GPT-4 −25.15* −25.15* −0.06 −0.10 −0.04 −0.21
Claude-2 −1.47* −1.47* −0.11* −0.09* −0.07* −0.44*

* The correlation between the index and the issue resolution is significant (P-value < 0.05).
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Figure 2: Overview of our framework, MAGIS. The detailed version can be found in Fig. 14.

are notably negative for all models, indicating that an increase in these indices is associated with a
decreasing likelihood of issue resolution. This suggests that the more complex the code change, as
indicated by a higher number of files and functions modified, may hinder the issue resolution. More
analysis can be found in Appendix A.3. The analysis reveals a relationship between the complexity,
as measured by several indices, and whether to successfully resolve the issues in software evolution.
The negative correlations suggest that increased complexity, particularly in terms of the number of
files and functions changed, tends to hinder issue resolution.

3 Methodology

Based on the empirical study identifying key factors affecting LLMs’ issue resolution, we design the
framework illustrated in Fig. 2. This framework aims to mitigate negative impacts by transforming
the complex task of GitHub issue resolution into a collaborative effort. It incorporates four key roles
for LLM-based agents working collaboratively in the workflow: ① Manager: this role tasks with team
assembly, meeting organization, and plan formulation. ② Repository Custodian: it is responsible for
locating the relevant files in the repository acording to the GitHub issue and recording the change of
the repository. ③ Developer: this role participates in planning discussions and completes tasks from
the Manager. ④ Quality Assurance (QA) Engineer: it reviews the code change from Developers to
ensure the quality of the whole repository.

The collaborative process involves planning and coding. In the planning, an issue is assigned to
the Manager and the Repository Custodian. The custodian identifies candidate files relevant to the
issue for modification. With the issue description and a list of candidate files, the Manager defines
tasks and assembles a team, where each member is a Developer specifically designed for the defined
task. The Manager holds a kick-off meeting with Developers and devises a plan. During coding,
Developers undertake their assigned tasks from the Manager, and the QA Engineer reviews each code
change. If a change fails to meet quality standards, the QA Engineer provides feedback, prompting
further revisions until the QA Engineer approves or a set iteration limit is reached. More details can
be found in our GitHub repository 2.

2https://github.com/co-evolve-lab/magis
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3.1 Agent Role Design

Our workflow draws inspiration from the GitHub Flow[22], an effective human workflow paradigm
adopted by many software teams. Both the human workflow and our LLM-based agent framework
prioritize collaboration among individuals with diverse skills. While the underlying principles are
similar, there are notable differences. Accordingly, we have tailored the roles as follows:

• Manager. The Manager’s role is pivotal in planning. In conventional setups, managers
decompose the issue into tasks according to the pre-formed team and allocate these tasks for
members with different skills. In contrast, our Manager agent can first decompose the issue into
tasks and then design Developer agents to form a team. This setup improves team flexibility and
adaptability, enabling the formation of teams that can meet various issues efficiently.

• Repository Custodian. Considering extensive files in a repository, the custodian agent’s task
is to locate files relevant to the issue. Unlike humans, who can browse through the entire repository,
the LLM-based agent faces challenges in browsing. Although LLMs have extended context limits,
their application is constrained in two aspects. First, it is a high computational cost to query each
file in an entire repository for each update, particularly when some repositories update frequently.
Second, the performance of LLMs degrades when the context input is long [31, 33, 67].

• Developer. Compared to human developers, the Developer agent can work continuously and
efficiently. Therefore, scheduling the agent to work in parallel is easier than scheduling humans who
require considering factors beyond the task. Additionally, although numerous developer agents are
capable of generating code [23, 43], their ability to modify existing code is not equally proficient.
To address this issue, our framework decomposes the code modification process into sub-operations
including code generation. This approach enables Developers to leverage the benefits of automatic
code generation thereby producing applicable code changes.

• QA Engineer. In software evolution, QA Engineers play a crucial role in maintaining software
quality through code review [34, 30]. Despite their importance, code review practices are often
undervalued or even overlooked [4]. Such neglect can hinder software development, illustrated
by instances where developers may experience delays of up to 96 hours awaiting code review
feedback [6]. To address this problem, our framework pairs each Developer agent with a QA
Engineer agent, designed to offer task-specific, timely feedback. This personalized QA approach
aims to boost the review process thereby better ensuring the software quality.

3.2 Collaborative Process

3.2.1 Planning

Algorithm 1 Locating.
1: Input: repository: Ri including files
{fi}, GitHub issue: qx, LLM: L

2: Config: filter top width: k, prompts: P ,
find the latest previous version of the file
and its summary: find

3: Output: candidate files: Cki ←∅, repos-
itory evolution memory:M← ∅

4: Ri← BM25(Ri, qx)
5: Cki ←Ri[:k]
6: for fi ∈ Cki do
7: fh, sh← find (fi,M)
8: if ∃ fh and len(sh) < len(fi) then
9: if h is i then

10: si← sh
11: else
12: ∆d← diff(fh, fi)
13: m←L(∆d,P1)
14: si← sh ∪m
15: end if
16: else
17: si←L(fi,P2)
18: end if
19: M←M.update({fi : si})
20: if L((si, qx),P3) is false then
21: Cki ← Cki - fi
22: end if
23: end for

Three types of role agents engage in the planning: Repos-
itory Custodian, Manager, and Developer. This process
comprises three phases: locating code files, team building,
and kick-off meeting.

Locating Code Files. Firstly, the Repository Custodian
employs the BM25 algorithm [45] to rank the files in the
repository based on the GitHub issue description. Subse-
quently, the top k files are selected as potential candidates
for further coding. However, as described in §2, this sim-
ple retrieval method can introduce irrelevant files, increas-
ing the cost and reducing the effectiveness of subsequent
coding process. Therefore, we filter these files based on
relevance to minimize their number. While it is feasible
to directly assess the relevance between each file and the
issue by LLMs, queries to the LLM may contain the same
code snippets as previous ones, leading to unnecessary
computational costs. Considering that applying the code
change often modifies a specific part of the file rather than
the entire file, we propose a memory mechanism to reuse
the previously queried information.
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Algorithm 1 outlines the process of locating files with our designed memory M. If a file fi is
compared for the first time with an issue qx, the LLM L with prompt P2 compresses it into the
summary si, where i denotes the file’s version. This summary is shorter than the code content in
the file and it is stored in memory for future reuse. If the file fi has been previously compared,
the latest previous version (h) of the file fh can be found by the script find. Since fi can be
represented as the combination of fh and the difference between them (∆d that be obtained via the
“git diff” command), LLMs can understand fi by using fh and ∆d. If the difference is small
and the file fi is long, it is valuable to reuse the previous summary sh stored in memory rather
than the content of fi. Specifically, if the length of sh is less than that of fi, L with prompt P1

can summarize the code changes ∆d as a “commit message” m. The combination of sh and m
forms the description of the newer version fi, enabling the LLM L with prompt P3 to determine
whether it is relevant to the issue in fewer context length. Based on their relevance, the custodian
agent filters irrelevant files, allowing the Manager agent to define tasks with remaining relevant files.

Algorithm 2 Making the plan.
1: Input: candidate files: Cki , issue: qx, LLM: L
2: Config: prompts: P
3: Output: tasks: T k

i ← ∅, Developer agents’
role description: Dk

i ← ∅, plan: cmain

4: for fi ∈ Cki do
5: ti←L((fi, qx), P4)
6: T k

i ← T k
i ∪ (fi, ti)

7: ri←L((t, qx), P5)
8: Dk

i ←Dk
i ∪ ri

9: end for
10: recording = kick_off_meeting(Dk

i )
11: Dk

i ←L((Dk
i , recording), P6)

12: cmain←L(recording, P7)

Team Building. In this process, the Manager agent
has the flexibility to “recruit” team members as the
issue needs. Firstly, upon receiving the located files,
the Manager begins with analyzing the GitHub issue
for the repository and breaks them into detailed file-
level tasks. Specifically, for each code file fi in the
candidate set Ck

i , the Manager leverages the LLM
L with the prompt P4 and the issue description qx
to define the corresponding file-level task ti. One
issue can be converted to multiple tasks. These tasks,
along with the associated code file, are stored in a
task set T k

i . Once a task is clarified, the Manager
defines the personality role ri of the Developer by
invoking LLM L with the prompt P5 and the task ti.
By iterating through these candidate code files, the Manager agent ultimately designs a collection of
Developer agent role descriptions Dk

i , thus forming the development team. The details of the team
building are shown in Algorithm 2. This approach simplifies the task for LLMs because each team
member only needs to handle a sub-task rather than resolving the entire complex issue.

Kick-off Meeting. After building the team, the Manager organizes a kick-off meeting. This meeting
serves two purposes: ① To confirm whether the tasks assigned by the Manager are reasonable and
ensure that all Developers in the team can collaboratively resolve the issue qx, ② To determine which
Developers’ tasks can be executed concurrently and which tasks have dependencies need to be sorted.
The meeting takes the form of a circular speech: the Manager is responsible for opening the speech,
guiding the discussion and summarizing the results, and the Developers provide their opinions based
on previous discussions in turn. One example of the meeting can be found in Appendix B. After the
meeting, Developers adjust their role descriptions Dk

i based on the discussion recording, and the
Manager, leveraging the LLM L and the prompt P7, generates a main work plan cmain. This plan is
presented as code, and embedded into the program for execution. The meeting makes collaboration
among Developers more efficient and avoids potential conflicts.

3.2.2 Coding

Based on the empirical study on line locating and the complexity (§2), we transform the code change
generation into the multi-step coding process that is designed to leverage the strengths of LLMs in
code generation while mitigating their weaknesses in code change generation. Two types of agents
participate in the coding process: Developers and QA Engineers. As outlined in Algorithm 3, for
each task ti and its associated code file fi in T k

i , the Developer agent generates the role description
of the QA Engineer ai by the LLM L with the prompt P8. Subsequently, Developers collaborate
with their QA Engineers to execute the coding tasks. During each execution of the Developer, the
range of lines of code that need to be modified is firstly determined as a set of intervals {[s′i, e′i]}
where s′i represents the starting line number in the i-th hunk, and e′i is the ending line number. The
determination is generated by analyzing the task content ti and file content fi using L with the
prompt P9. These intervals split the original code file fi into parts to be modified (old_part) and
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Algorithm 3 Coding task execution.
1: Input: file-task pairs set: T k

i , LLM: L
2: Config: prompts: P , the max of iteration: nmax
3: Output: code changes: D
4: for fi, ti ∈ T k

i do
5: ai←L((fi, ti), P8)
6: for j ∈ [ 0, nmax ) do
7: if j > 0 then
8: ti = (ti, review_comment)
9: end if

10: {[s′i, e′i]} ← L((fi, ti), P9)
11: fi, old_part← split(fi, {[s′i, e′i]})
12: new_part←L((fi, ti, old_part), P10)
13: f ′

i ← replace(fi, {[s′i, e′i]}, new_part)
14: ∆di← diff(fi, f ′

i )
15: review_comment = L((ti, ∆di), P11)
16: review_decision = L((review_comment), P11)
17: if review_decision is true then
18: break
19: end if
20: end for
21: ∆d← diff(f ′

i , fi)
22: D ←D ∪∆d
23: end for

parts to be retained. Developers then gener-
ate new code snippets, new_part, by L with
the prompt P10. The code snippets replace
old_part, resulting in a new version of the code
file f ′

i . Utilizing Git tools, the code change
∆di for this file fi is generated. With the
code change ∆di, QA Engineer produce re-
view_comment and review_decision, by the
LLM L with the prompt P11. If the deci-
sion, review_decision, is negative (i.e., false),
the feedback, review_comment, prompts De-
velopers to revise the code in the next attempt.
This iterative process continues until the code
change meets the quality standards (i.e., re-
view_decision is true) or reaches a predefined
maximum number of iterations. After the it-
eration, the final version of the code change,
∆d, is fixed, which is the ultimate modification
result on each file. All generated final-version
code changes during this process are merged
into the repository-level code change D as the
issue solution.

4 Experiments and Analysis

4.1 Setup

In the experiments, we employ the SWE-bench dataset as the evaluation benchmark because it is the
latest dataset specifically designed for evaluating the performance of the GitHub issue resolution.
SWE-bench comprises 2, 294 issues extracted from 12 popular Python repositories, representing
real software evolution requirements. Given the observation that experimental outcomes on the 25%
subset of SWE-bench align with those obtained from the entire dataset [27], we opt for the same 25%
subset previously utilized in experiments for GPT-4 according to their materials [13]. Moreover, the
experimental scores for the five LLMs, have been made available by them [28].

Our framework is flexible to integrate various LLMs. To compare with the scores reported by
SWE-bench, GPT-4 is selected as the base LLM. Another reason for the selection is that GPT-4 shows
remarkable performance on code generation and understanding as demonstrated on benchmarks such
as MBPP [2] and HumanEval [12]. Claude-2 is not chosen due to the unavailability of API access.

Following SWE-bench [27], the applied and resolved ratio is used to evaluate the performance under
the setting with the files requiring modification provided. The applied ratio indicates the proportion of
instances where the code change is successfully generated and can be applied to the code repository
by Git. The resolved ratio refers to the proportion of instances where the code change is successfully
applied and passes a series of tests. Additional elaboration is provided in Appendix C.

4.2 How Effective is Our Framework? (RQ 2)

Table 2: The comparison of overall performance between
MAGIS and baselines on SWE-bench.

Method % Applied % Resolved

GPT-3.5 11.67 0.84
Claude-2 49.36 4.88
GPT-4 13.24 1.74
SWE-Llama 7b 51.56 2.12
SWE-Llama 13b 49.13 4.36

MAGIS 97.39 13.94
MAGIS (w/o QA) 92.71 10.63
MAGIS (w/o hints) 94.25 10.28
MAGIS (w/o hints, w/o QA) 91.99 8.71

The comparative performance analysis
between our framework and other LLMs
on the same dataset is presented in Tab. 2.
The results indicate that our framework
significantly outperforms other LLMs.
Notably, with a resolved ratio of 13.94%,
our framework’s effectiveness is eight-
fold that of the base LLM, GPT-4.
This substantial increase underscores our
framework’s capability to harness the po-
tential of LLMs more effectively. Fur-
thermore, when contrasted with the pre-
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generated task description and the reference code change.

vious state-of-the-art LLM, Claude-2, our framework’s resolved ratio exceeds that benchmark by
more than two-fold. This superior performance unequivocally establishes the advance of our method.

The ablation study is designed to simulate two scenarios: ① Without QA (w/o QA): Considering
the QA Engineer agent as optional within our framework, we directly evaluate the code changes
generated by the Developer agent, bypassing the QA process. This scenario aims to investigate the
effectiveness and necessity of QA Engineer review. ② Without hints (w/o hints): Hints refer to the
textual content found in the comments section of pull requests, which are typically created before the
first commit of the pull request. This setting means our framework operates without any clarifications
except for the issue, despite such information being available on GitHub before the issue resolution
process begins. This analysis aims to explore if the participation of humans could potentially improve
the success rate of issue resolution.

Our framework shows a significant improvement in issue resolution, even without QA or hints. It
achieves a resolved ratio of 8.71%, which is five times higher than that of the base LLM. This increase
underscores the contribution of other agents in MAGIS to its overall performance. Furthermore,
integrating cooperation with QA or hints separately can further elevate the resolved ratio by 1.92%
or 1.57%, respectively. These findings underscore the value of QA Engineers and the participation of
humans, as demonstrated by the resolved rates achieved through their integration.

For instance, to resolve the issue [17] from the repository Django [15], the developer modifies four
hunks in two files [16], as shown in Fig. 15. Despite the availability of two provided files, our method
opts for modifications in only one file, as illustrated in Figure 16. Remarkably, this simpler code
change enables the repository to pass all requisite test cases.

Additional comparison can be found in Appendix D and E, and detailed case study is shown in
Appendix H. Furthermore, the statistics on the generated code changes can be found in Appendix F.

4.3 How Effective is Our Planning Process? (RQ 3)

To investigate the effectiveness of the planning process, we analyze the Repository Custodian and
Manager agent. The performance of the Repository Custodian agent is observed in the recall score
versus the file number curve, as shown in Fig. 3. This curve demonstrates that our method consistently
outperforms the BM25 baseline across varying numbers of selected files, indicating that our approach
can identify the maximum number of relevant code files with the minimum selection.

For the Manager agent, we examined the alignment of its generated task descriptions with the
reference code change by LLM. Following the study [63], we select GPT-4 as an evaluator to score
the correlation between the reference code change and the generated task description. The correlation
scores are determined based on a set of criteria defined in Tab. 6. A higher correlation score indicates
a better alignment and thus, a more accurate and effective planning direction. The distribution of
these correlation scores is presented in Fig. 4. Notably, most of the scores are 3 or above, implying
that the majority of task descriptions are in the right direction concerning planning. Furthermore, the
higher scores correlate with a higher probability of issue resolution, indicated by a larger proportion
of “resolved” outcomes in scores 4 and 5. This signifies that when the generated task description
closely aligns with the reference, there is a higher possibility of resolving the issue. The analysis
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Figure 5: Comparison of line locating coverage
between MAGIS (Ours) and baselines.
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Figure 6: Resolved ratio in different line locating coverage
intervals.

above demonstrates the effectiveness of both the Repository Custodian and the Manager agent in the
planning process of our framework.

4.4 How Effective is Our Coding Process? (RQ 4)

To evaluate the effectiveness of the coding process in our framework, we analyze the performance of
Developers in locating code lines and resolving issues of different complexity.

Fig. 5 illustrates the distribution of the line locating coverage ratio of MAGIS and the baselines. This
visualization reveals that our Developer agent frequently attains a line locating coverage ratio nearing
1. Compared with baselines, the Developer agent demonstrates a pronounced preference for higher
distribution values close to 1, and conversely, a reduced preference for lower distribution values near
0. Such a distribution validates the superior performance of MAGIS in locating code lines.

Further analysis is provided in Fig. 6 illustrating the relationship between the line locating coverage
ratio and the issue resolved ratio within those coverages. As shown in Fig. 6, the right four bars are
higher than the five left, which indicates that the resolved ratio can increase with the line locating
coverage. This observation also suggests that locating lines accurately is important for issue resolution.
The cumulative frequency curve, shown in orange, provides an additional analysis, indicating the
cumulative proportion of issues resolved ratio up to each point along the line locating coverage.
A steady increase in cumulative frequency accompanies the increase in line locating coverage,
reinforcing the idea that resolving issues is more successful in areas of high coverage. The slope
of the curve’s left half is lower than that of the right half, indicating that the benefits of increasing
the coverage ratio are less pronounced at lower coverage ratios than at higher ones. Therefore, the
Developer agent should prioritize improving its capability of locating code lines.

Moreover, as shown in Tab. 3, we present a logistic regression analysis that quantifies the correlation
between several complexity indices and issue resolution. The results show that GPT-4 has significant
negative correlations across the number of files and functions, suggesting that as these indices increase,
the likelihood of issue resolution decreases. Conversely, the negative correlations are less pronounced
with our model, MAGIS, particularly in the number of files and functions, suggesting mitigation of
challenges corresponding to these complexity indices.

Table 3: Correlation between the complexity indices and the issue resolution.

Method # Files # Functions # Hunks # Added LoC # Deleted LoC # Changed LoC

GPT-4 −25.15* −25.15* −0.06 −0.10 −0.04 −0.21
MAGIS −1.55* −1.55* −0.12* −0.04* −0.06* −0.57*

* The correlation between the index and the issue resolution is significant (P-value < 0.05).

To evaluate the performance of the QA Engineer, the ablation experiment is conducted and the results
are shown in Tab. 2. As the table shows, in settings with and without hints, the presence of the QA
Engineer can increase the resolved ratio by 1.57% and 3.31%, respectively. This overall enhancement
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substantiates the QA Engineer’s contribution to improving outcomes. Furthermore, a case detailed in
Appendix I underscores the QA Engineer’s effectiveness.

5 Related Work

Researchers have developed LLM-based multi-agent systems, enabling more complex task com-
pletion. For instance, MetaGPT [23, 24] simulates a programming team’s Standardized Operating
Procedures (SOPs) and achieves leading scores on benchmarks like HumanEval [12] and MBPP [2].
Similarly, ChatDev [43] functions as a virtual development company, decomposing requirements into
atomic tasks and utilizing mutual communication and self-reflection to mitigate LLM hallucinations.
While these systems excel in transforming requirements into code, they often overlook the challenges
of code change generation during software evolution [25]. GitHub issues include different types of
requirements and most of them belong to bug fixing. Previous researchers have proposed methods
to localize the bugs [65, 42] and some researchers explored various methods to automatic program
repair[57, 7, 55, 3, 59, 53]. The full version of related work can be found in Appendix J.

6 Conclusion

This paper illuminates the potential of LLMs in software development, particularly in resolving
GitHub issues. Our empirical study identifies the challenges of direct LLM application. To address
the challenges, we propose a novel LLM-based multi-agent framework, MAGIS, enhancing issue
resolution through well-designed agents’ collaboration. The superiority of MAGIS on the SWE-
bench against popular LLMs highlights its effectiveness, pointing towards a promising direction for
integrating LLMs into software evolution workflows.
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A Detailed Explanation in Empirical Study

A.1 Coverage Ratio

The formula for calculating the coverage ratio is Equation 1. As it shows, for each instance of GitHub
issue resolution, the range of code change (in terms of the number of lines) in the reference r is
represented as a set of intervals Lr = {[s0, e0], ..., [sn, en]}, while the line ranges of the generated
code change g is Lg = {[s′0, e′0], ..., [s′m, e′m]}, where s and e respectively represent the starting and
ending line number of each modification hunk in the file, with n hunks in the reference code change
and m hunks in the generated one.

A.2 Observation on Fig. 1

As shown in Fig. 1, we observe that: ① The distribution near the coverage ratio 0 (left side of the
figure) is the highest for all three LLMs, indicating that in most cases, the content generated by these
models has a very low coverage ratio with the reference in terms of locating code lines. This means
that these LLMs are most likely not able to accurately locate code lines that need to be modified
in the process of generating the code change. ② In the distribution near the line locating coverage
of 1 (right side of the figure), the three models show a consistent ranking (i.e., Claude-2 > GPT-4
> GPT-3.5) and this ranking is also consistent with the proportion of instances solved by the three
models. This phenomenon suggests that the performance of LLMs in generating the code change is
probably related to their ability to locate code lines accurately.

A.3 Analysis on Complexity of the Code Change

As shown in Fig. 1, compared with GPT-3.5 and GPT-4, Claude-2 exhibits a different pattern, with
much lower negative correlations for the number of files and functions, which indicates that it is a
more efficient approach to generate the code change for GitHub issue resolution. However, it also
shows significant negative correlations across other indices such as the number of hunks, added lines
of code (LoC), deleted LoC, and changed LoC.

B Kick-off Meeting Example

Figure 7 illustrates a kick-off team meeting. In this meeting, three participants are present: the
Manager agent, Oliver CodeLead, and two Developer agents, Django Database Specialist and Alex
Rossini. They discuss a specific issue3, assigned tasks, and determine the workflow sequence.

C Metrics

The applied ratio indicates the proportion of instances where the code change is successfully generated
and can be applied to the existing code repository using Git tools, i.e.,

Applied Ratio =
|D|
|I|

, (2)

where D represents the set of instances in the generated code change set that could be applied to the
original code repository using the “git apply” operation, and I is the set of all instances in the test
set. The resolved ratio refers to the proportion of instances in which the code change is successfully
applied and passed a series of tests, i.e.,

Resolved Ratio =

∣∣∣∑l
i=0({Told(di)} ∩ {Tnew(di)})

∣∣∣
|I|

, (3)

where Told denotes all the test cases that the old version of the code repository could pass, Tnew

represents all the test cases designed for new requirements, and di denotes the code change generated
to resolve the issue in the i-th instance. Furthermore, T (d) = True means that the code change d can
pass all the test cases in T .

3https://code.djangoproject.com/ticket/30664
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Figure 7: Kick-off meeting to resolve the issue [18].
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The recall score versus file number curve is used to measure the effectiveness of locating code files to
be modified. The recall score refers to the proportion of files that are successfully located out of all
the files that require modification. The formula for calculating the file locating recall score for the
i-th instance is as follows:

Recall =
|Gi ∩Ri|

|Ri|
× 100%, (4)

where Gi =
∑n

j=0 gi,j represents the set of file paths located by our framework, with each file path
in the set denoted as gi,j and the total number of files as n; Ri =

∑m
k=0 ri,k denotes the paths of the

files that need to be modified, with each reference file path denoted as ri,k and the total file number as
m. In this curve, “file number” refers to the average number of files that need to be processed across
all instances to achieve the given recall score. Specifically, it illustrates how many files averagely
need to be located by our framework before reaching the recall score denoted by the curve at any
point. This metric represents both the effectiveness and efficiency of file locating.

D Comparison Result on SWE-bench Lite

Recently, some contemporaneous works, e.g., AutoCodeRover [60] and SWE-Agent [58], have been
proposed for this task. These methods are evaluated using SWE-bench lite, a canonical subset of
SWE-bench, which is recommended for evaluation [9]. Considering budget constraints, we conducted
experiments on SWE-bench lite to compare with them on the same issues’ resolution.

The experimental results are shown in Tab. 4. MAGIS achieves the highest resolved ratio, 25.33%,
than other baselines. The performance of MAGIS slightly decreased when evaluated without QA,
reaching 23.33%, and dropped under the other two ablation settings. This comparative study un-
derscores the robustness of MAGIS, particularly when provided with comprehensive inputs, and
highlights the impact of QA and hints on its performance. The results indicate that while new methods
like AutoCodeRover and SWE-Agent show promise, MAGIS remains an effective method for GitHub
issue resolution.

Table 4: The comparison of overall performance between MAGIS and baselines on SWE-bench lite.

Method AutoCodeRover SWE-Agent MAGIS

Full w/o QA w/o hints w/o (hints, QA)

Resolved 16.11% (22.33%*) 18.00% 25.33% 23.33% 16.67% 16.00%

* Note that 16.11 is the average scores among 3 runs while 22.33 is under the union of from the 3 runs.

E Comparison with Devin

Devin is a novel agent for software development [50], and its performance has also been assessed
using the SWE-bench. However, the evaluation dataset employed by Devin differs from the subset
used for experiments with GPT-4 reported by the paper of SWE-bench [27]. An analysis of the
repository name and pull request ID of each instance reveals that only 140 instances coverage between
the two datasets.

Within the shared pool of 140 instances, our framework successfully resolves 21 (15%) issues,
surpassing Devin’s resolution of 18 (12.86%) issues 4. This comparison, however, may not be entirely
equitable. Devin’s possible underlying LLM is unknown, and it possesses the capability to integrate
feedback from the environment. Moreover, Devin’s reported scores are under the setting given the
entire repository, and it operates with “common developer tools including the shell, code editor, and
browser”, and “agents with internet access could potentially find external information through other
methods” as detailed at the report 5. In contrast, our approach solely relies on the shell, without the
need of any additional external tools.

4https://github.com/CognitionAI/devin-swebench-results/tree/main/output_diffs/
pass

5https://www.cognition-labs.com/introducing-devin
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For running time, 72% of instances resolved by Devin require greater than 10 minutes to complete.
In contrast, our framework finalizes each resolved issue within approximately 3 minutes. On average,
our framework completes the processing of each instance in under 5 minutes, demonstrating its
capability to assist in resolving GitHub issues with minimal time expenditure.

F Statistics on the Generated Code Changes

This section provides statistics on code changes corresponding to resolved issues and those applicable
but unresolved using our framework.

The statistics on the code change for instances with resolved issues are presented in Tab. 5. Overall,
the statistical information of the generated code changes for these instances, such as the average
number of code files, functions, hunks, and deleted lines, all differ slightly (not exceeding 0.3) from
the reference solutions written by humans. This indicates that for these instances, the complexity of
the code change generated by our framework is similar to that of humans. Furthermore, the maximum
values observed in the table reveal that our framework can implement code modifications involving
two files, four hunks, and 1, 655 lines modification, with single modifications reaching up to 190
lines. Results demonstrate the effectiveness of our method in resolving complex issues that need to
modify the code file on multiple locations and with long context.

Specifically, the distribution of the number of modified lines for the resolving instances is shown
in Fig. 8. We observe that the distribution of the number of modified lines in our framework for
the solved instances exceeds that of the reference solution, especially in terms of the number of
added lines being significantly higher than the reference. Upon manual inspection, we found that the
generation results provided by our framework often contained more comment information, which led
to an increase in the total number of modified lines. For example, Fig. 10 displays the generation
result of our framework. Lines 365, 368, 371, 374, 383 in the new version file correspond to the
comment for the added code. These natural language descriptions are valuable in actual software
evolution [26, 35]. In contrast, Fig. 12 shows a human-written solution lacking such explanatory
comments, which might disadvantage software maintainers in reading and understanding.

The statistics on the code change for instances without resolved issues are shown in Tab. 5. From the
table, our framework can generate applicable code changes including up to 13 files and 28 hunks, and
the location of the modifications can be as far as line 7, 150, with a single modification reaching up to
9, 367 lines. These results suggest that our method has a strong adaptability in generating applicable
code changes. However, considering that these code changes have not passed all the potential test
cases they could pass, which indicates that there is still room for improvement.

To further analyze the reasons behind the failure of test cases in these instances, we have quantified
the distribution of the lengths of code changes in the unresolved instances, as shown in Fig. 9. From
the figure, we observe that for unresolved instances, the framework tends to delete a larger number
of lines while adding fewer lines, in contrast to the distribution of human-written changes. This
discrepancy may point to different repair strategies or attitudes towards problem-solving, where the
framework presented herein might prefer to reduce errors by removing potentially problematic code,
whereas human developers may lean towards adding new code to address issues.
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 47  sklearn/cluster/k_means_.py

@@ -360,42 +360,50 @@ def k_means(X, n_clusters, sample_weight=None, init='k-means++',

360 360     else:

361 361 raise ValueError("Algorithm must be 'auto', 'full' or 'elkan', got"

362 362 " %s" % str(algorithm))

363 if effective_n_jobs(n_jobs) == 1:-
364 # For a single thread, less memory is needed if we just store one set-
365 # of the best results (as opposed to one set per run per thread).-
366 for it in range(n_init):-
367 # run a k-means once-

363 # [NEW CODE]+
364 # [NEW CODE]+
365 # Initialize variables for the best values and results+
366 best_labels, best_inertia, best_centers, best_n_iter = None, None, None, None+
367 +
368     # Check the number of jobs specified for parallel execution+
369     effective_jobs = effective_n_jobs(n_jobs)+
370 +
371     # Set a threshold for the random state generator+
372     seeds = random_state.randint(np.iinfo(np.int32).max, size=n_init)+
373 +
374     # Run the K-means algorithm in parallel or single-threaded based on the effective_jobs+
375     if effective_jobs == 1:+
376 for seed in seeds:+
377 # Run the single K-means pass with the provided seed+

368 378 labels, inertia, centers, n_iter_ = kmeans_single(

369 379 X, sample_weight, n_clusters, max_iter=max_iter, init=init,

370 380 verbose=verbose, precompute_distances=precompute_distances,

371 tol=tol, x_squared_norms=x_squared_norms,-
372     random_state=random_state)-
373 # determine if these results are the best so far-

381 tol=tol, x_squared_norms=x_squared_norms, random_state=seed)+
382 +
383 # Check if obtained inertia is the best so far and store the result+

374 384 if best_inertia is None or inertia < best_inertia:

375 385 best_labels = labels.copy()

376 386 best_centers = centers.copy()

377 387 best_inertia = inertia

378 388 best_n_iter = n_iter_

379 389     else:

380 # parallelisation of k-means runs-
381 seeds = random_state.randint(np.iinfo(np.int32).max, size=n_init)-
382 results = Parallel(n_jobs=n_jobs, verbose=0)(-

390 # Execute parallel K-means runs+
391 all_results = Parallel(n_jobs=effective_jobs, verbose=0)(+

383 392 delayed(kmeans_single)(X, sample_weight, n_clusters,

384 393 max_iter=max_iter, init=init,

385 394 verbose=verbose, tol=tol,

386 395 precompute_distances=precompute_distances,

387 396 x_squared_norms=x_squared_norms,

388 # Change seed to ensure variety-
389 397 random_state=seed)

390 398 for seed in seeds)

391 # Get results with the lowest inertia-
392 labels, inertia, centers, n_iters = zip(*results)-
393 best = np.argmin(inertia)-
394 best_labels = labels[best]-
395 best_inertia = inertia[best]-
396 best_centers = centers[best]-
397 best_n_iter = n_iters[best]-
398 399

400 # Find the run with the lowest inertia and update the best variables accordingly+
401 for labels, inertia, centers, n_iters in all_results:+
402 if best_inertia is None or inertia < best_inertia:+
403 best_labels = labels.copy()+
404 best_inertia = inertia+
405 best_centers = centers.copy()+
406 best_n_iter = n_iters+

399 407     if not sp.issparse(X):

400 408 if not copy_x:

401 409 X += X_mean

@@ -407,7 +415,6 @@ def k_means(X, n_clusters, sample_weight=None, init='k-means++',

407 415 "n_clusters ({}). Possibly due to duplicate points "

408 416 "in X.".format(distinct_clusters, n_clusters),

409 417 ConvergenceWarning, stacklevel=2)

410 -
411 418     if return_n_iter:

412 419 return best_centers, best_labels, best_inertia, best_n_iter

413 420     else:
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Figure 10: Case from scikit-learn (ours, after re-
view) for the issue [41].
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 45  sklearn/cluster/k_means_.py

@@ -360,26 +360,24 @@ def k_means(X, n_clusters, sample_weight=None, init='k-means++',

360 360     else:

361 361 raise ValueError("Algorithm must be 'auto', 'full' or 'elkan', got"

362 362 " %s" % str(algorithm))

363     # [NEW CODE]+
363 364     if effective_n_jobs(n_jobs) == 1:

364 # For a single thread, less memory is needed if we just store one set-
365 # of the best results (as opposed to one set per run per thread).-
366 for it in range(n_init):-
367 # run a k-means once-
368 labels, inertia, centers, n_iter_ = kmeans_single(-
369 X, sample_weight, n_clusters, max_iter=max_iter, init=init,-
370 verbose=verbose, precompute_distances=precompute_distances,-
371 tol=tol, x_squared_norms=x_squared_norms,-
372 random_state=random_state)-
373 # determine if these results are the best so far-
374 if best_inertia is None or inertia < best_inertia:-
375 best_labels = labels.copy()-
376 best_centers = centers.copy()-
377 best_inertia = inertia-
378 best_n_iter = n_iter_-

365 # For a single thread, less computation is needed if we just store one set+
366 # of the best results (as opposed to one set per run).+
367 labels, inertia, centers, n_iter_ = kmeans_single(+
368 X, sample_weight, n_clusters, max_iter=max_iter, init=init,+
369 verbose=verbose, precompute_distances=precompute_distances,+
370 tol=tol, x_squared_norms=x_squared_norms,+
371 random_state=random_state)+
372 best_labels = labels.copy()+
373 best_centers = centers.copy()+
374 best_inertia = inertia+
375 best_n_iter = n_iter_+

379 376     else:

380 377 # parallelisation of k-means runs

381 378 seeds = random_state.randint(np.iinfo(np.int32).max, size=n_init)

382 results = Parallel(n_jobs=n_jobs, verbose=0)(-
379 # Collect results from the parallel runs+
380 all_results = Parallel(n_jobs=n_jobs, verbose=0)(+

383 381 delayed(kmeans_single)(X, sample_weight, n_clusters,

384 382 max_iter=max_iter, init=init,

385 383 verbose=verbose, tol=tol,

@@ -388,13 +386,15 @@ def k_means(X, n_clusters, sample_weight=None, init='k-means++',

388 386 # Change seed to ensure variety

389 387 random_state=seed)

390 388 for seed in seeds)

389 +
391 390 # Get results with the lowest inertia

392 labels, inertia, centers, n_iters = zip(*results)-
393 best = np.argmin(inertia)-
394 best_labels = labels[best]-
395 best_inertia = inertia[best]-
396 best_centers = centers[best]-
397 best_n_iter = n_iters[best]-

391 best_inertia = None+
392 for labels, inertia, centers, n_iters in all_results:+
393 if best_inertia is None or inertia < best_inertia:+
394 best_labels = labels.copy()+
395 best_inertia = inertia+
396 best_centers = centers.copy()+
397 best_n_iter = n_iters+

398 398

399 399     if not sp.issparse(X):

400 400 if not copy_x:

@@ -407,7 +407,6 @@ def k_means(X, n_clusters, sample_weight=None, init='k-means++',

407 407 "n_clusters ({}). Possibly due to duplicate points "

408 408 "in X.".format(distinct_clusters, n_clusters),

409 409 ConvergenceWarning, stacklevel=2)

410 -
411 410     if return_n_iter:

412 411 return best_centers, best_labels, best_inertia, best_n_iter

413 412     else:
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Figure 11: Case from scikit-learn (ours, before
review) for the issue [41].

Moreover, a comparison between the resolved instances and not resolved ones shown in Tab. 5
reveals that the latter contains a higher overall number of files, hunks, and changed lines of code.
These instances, involving more modification locations, correspond to more complex scenarios. This
phenomenon suggests that the performance of our framework in resolving such complex issues
requires further enhancement.

Furthermore, the variability in difficulty across different software repositories may influence the
effectiveness of code changes. To this end, we compile statistics on the resolved ratios in various
software repositories, as shown in Fig. 13. From the figure, we observe that there is a significant
variation in the resolved ratios across different repositories in our framework. Some repositories have
a resolved ratio as high as 40%, while others are close to 0%. This suggests that the differences among
various software such as code structure and coding style can impact the generation and application of
the code change.
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Filter changed files

v0.22.rst

k_means_.py

test_k_means.py

tests

doc/whats_new

sklearn/cluster

@@ -26,6 +26,8 @@ random sampling procedures.

26 26

27 27 - :class:`linear_model.Ridge` when `X` is sparse. |Fix|

28 28

29 - :class:`cluster.KMeans` when `n_jobs=1`. |Fix|+
30 +

29 31 Details are listed in the changelog below.

30 32

31 33 (While we are trying to better inform users by providing this information, we

@@ -283,6 +285,10 @@ Changelog

283 285   match `spectral_clustering`.

284 286 :pr:`13726` by :user:`Shuzhe Xiao <fdas3213>`.

285 287

288 - |Fix| Fixed a bug where :class:`cluster.KMeans` produced inconsistent results+
289   between `n_jobs=1` and `n_jobs>1` due to the handling of the random state.+
290 :pr:`9288` by :user:`Bryan Yang <bryanyang0528>`.+
291 +

286 292 :mod:`sklearn.feature_selection`

287 293 ................................

288 294

@@ -360,16 +360,18 @@ def k_means(X, n_clusters, sample_weight=None, init='k-means++',

360 360     else:

361 361 raise ValueError("Algorithm must be 'auto', 'full' or 'elkan', got"

362 362 " %s" % str(algorithm))

363 +
364     seeds = random_state.randint(np.iinfo(np.int32).max, size=n_init)+

363 365     if effective_n_jobs(n_jobs) == 1:

364 366 # For a single thread, less memory is needed if we just store one set

365 367 # of the best results (as opposed to one set per run per thread).

366 for it in range(n_init):-
368 for seed in seeds:+

367 369 # run a k-means once

368 370 labels, inertia, centers, n_iter_ = kmeans_single(

369 371 X, sample_weight, n_clusters, max_iter=max_iter, init=init,

370 372 verbose=verbose, precompute_distances=precompute_distances,

371 373 tol=tol, x_squared_norms=x_squared_norms,

372 random_state=random_state)-
374 random_state=seed)+

373 375 # determine if these results are the best so far

374 376 if best_inertia is None or inertia < best_inertia:

375 377 best_labels = labels.copy()

@@ -378,7 +380,6 @@ def k_means(X, n_clusters, sample_weight=None, init='k-means++',

378 380 best_n_iter = n_iter_

379 381     else:

380 382 # parallelisation of k-means runs

381 seeds = random_state.randint(np.iinfo(np.int32).max, size=n_init)-
382 383 results = Parallel(n_jobs=n_jobs, verbose=0)(

383 384 delayed(kmeans_single)(X, sample_weight, n_clusters,

384 385 max_iter=max_iter, init=init,

@@ -951,3 +951,13 @@ def test_minibatch_kmeans_partial_fit_int_data():

951 951 km = MiniBatchKMeans(n_clusters=2)

952 952 km.partial_fit(X)

953 953 assert km.cluster_centers_.dtype.kind == "f"

954 +
955 +
956 def test_result_of_kmeans_equal_in_diff_n_jobs():+
957 # PR 9288+
958 rnd = np.random.RandomState(0)+
959 X = rnd.normal(size=(50, 10))+
960 +
961 result_1 = KMeans(n_clusters=3, random_state=0, n_jobs=1).fit(X).labels_+
962 result_2 = KMeans(n_clusters=3, random_state=0, n_jobs=2).fit(X).labels_+
963 assert_array_equal(result_1, result_2)+

6 doc/whats_new/v0.22.rst

 7  sklearn/cluster/k_means_.py

10 sklearn/cluster/tests/test_k_means.py
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Figure 12: Case from scikit-learn (gold) [40].
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Figure 13: The number of applied and resolved in-
stances in different repositories.

Table 5: The statistical analysis of our framework on resolved and applied but not resolved instances.

Resolved Instances Applied but Not Resolved Instances

MAGIS Gold MAGIS Gold

Min Max Avg. Min Max Avg. Min Max Avg. Min Max Avg.

# Code Files 1 2 1.02 1 2 1.04 1 13 1.50 1 18 1.61
# Functions 1 2 1.02 1 2 1.04 1 13 1.50 1 18 1.61
# Hunks 1 4 1.45 1 6 1.66 1 28 2.52 1 52 3.72
# Added Lines 1 146 9.75 0 38 4.34 1 920 40.38 0 3,050 28.27
# Deleted Lines 0 77 5.27 0 115 5.16 0 9,160 327.27 0 2,975 14.51
Change Start Index 1 1,655 270.12 1 1,657 256.09 1 4,568 424.84 0 6,651 485.01
Change End Index 22 1,665 301.68 0 1,666 315.05 9 7,150 513.13 0 6,658 728.96
# Changed Lines 2 190 15.02 1 115 9.50 1 9,367 367.65 1 6,025 42.79

G Evaluation on Task Description

Since there is no ground truth for the task descriptions generated by the Manager, we utilize GPT-4 to
simulate human evaluation and score each task description based on its corresponding reference code
change. Table 6 illustrates the standards used by GPT-4 to assess the correlation between the task
description and the code change. The score given by GPT-4 is considered the performance metric for
the task description.

Table 6: The meaning of scores in GPT-4 evaluation on the correlation between the generated task description
and the reference code change.

Score Meaning

1 The code changes are unrelated to the task description.
2 The code changes address a minor part of the task but are largely irrelevant.
3 The code changes partially meet the task requirements but lack completeness or accuracy.

4 The code changes are relevant and mostly complete, with minor discrepancies from the
task description.

5 The code changes perfectly align with the task description, fully addressing all specified
requirements with high accuracy and completeness.
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H Case Study

Fig. 14 illustrates the detailed process of our framework used to resolve the issue from the Django
repository [15] as described in the following ticket 6. To address this issue, two candidate files were
identified for modification. Based on the issue description and the candidate files, the Manager
defined two file-level tasks. For these tasks, two Developers were assigned: Django Database
Specialist (Developer I) and Alex Rossini (Developer II). Following a kick-off meeting attended by
both Developers and Managers, the Django Database Specialist commenced work first, followed
by Alex Rossini. During the coding phase, Developer I identified the code lines to be modified and
generated the new code to replace them. The initial code changes made by Developer I were approved
by the QA Engineer. Developer II made three attempts during the coding process. The QA Engineer
provided review comments on the first two attempts. Ultimately, both Developers completed their
coding tasks, and the merged results from their code changes passed all necessary tests.

Fig. 15 shows a reference issue resolution result, which resolves the issue 7 from the repository
Django [15], the human developer modifies four hunks in two files [16]. Despite the presence of
modifications in two files, our method focuses on changes in only one file, as shown in Figure 16.
Notably, this simpler modification allows the repository to pass all necessary test cases.

I The performance of the QA Engineer Agent

Fig. 12 shows an issue [41] from the repository scikit-learn [39] and the reference code
change [40]. During the flow of our framework, the Developer firstly modifies the code as shown
in Fig. 11 but the parameterrandom_state (Line 371 in the new-version code) of the function
kmeans_single is not assigned the right number in seeds. After the erroneous modification was
made, the QA Engineer identified the mistake and provided feedback. Their commentary highlighted
the issue: “This code change modifies the implementation of K-means algorithm and doesn’t seem
entirely correct”. They further elaborated, “Running the algorithm just one time could lead to worse
results, compared to running it multiple times (n_init times) and choosing the best result, as was
originally done”. This critique specifically targets the flaw associated with the iterative process
(“running times”). With the help of the QA Engineer, the Developer further revise the code, and the
final code change is shown in Fig. 10. All of the necessary test cases are passed after applying this
code change.

J Related Work (Detailed)

J.1 Large Language Models

Large Language Models (LLMs) refer to the pre-trained language models that contain a large number
of parameters [62]. The parameter counts of these models typically range in the tens or hundreds of
billions. Popular LLMs include the Generative Pre-trained Transformer (GPT) series, such as GPT-
3 [44], GPT-4 [38], and the open-source LLaMA [51] which publicly shares its weight information.
The first version of the open-source model LLaMA has parameters ranging from 7 billion to 65 billion.
Many researchers [68, 20] have built upon the foundation of LLaMA, implementing enhancements to
forge new LLMs. These LLMs have demonstrated formidable natural language generation capabilities
in general scenarios, with GPT-4, in particular, standing out [32, 63]. It has consistently maintained
the top position in several rankings, including code generation, reflecting its significant potential in
tasks related to software engineering [25].

J.2 LLM-Based Multi-Agent System

With the powerful text generation capabilities of LLMs, many researchers [23, 48, 10, 56, 43,
52, 61] have explored the construction of LLM-based Multi-Agent Systems, enabling them to
accomplish tasks beyond the capabilities of the LLMs themselves. For example, MetaGPT [23],
which simulates the Standardized Operating Procedures (SOPs) of a programming team, completing
tasks including definition, design, planning, coding, and testing through constructed roles (e.g.,

6https://code.djangoproject.com/ticket/30664
7https://code.djangoproject.com/ticket/30255
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Figure 14: Detailed overview of our framework, MAGIS (Kick-off meeting refers to Fig. 7).
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utils.py

views.py

test_utils.py

django/contrib/admindocs

tests/admin_docs

@@ -3,6 +3,7 @@

3 3 import re

4 4 from email.errors import HeaderParseError

5 5 from email.parser import HeaderParser

6 from inspect import cleandoc+
6 7

7 8 from django.urls import reverse

8 9 from django.utils.regex_helper import _lazy_re_compile

@@ -24,26 +25,13 @@ def get_view_name(view_func):

24 25     return mod_name + '.' + view_name

25 26

26 27

27 def trim_docstring(docstring):-
28 """-
29 Uniformly trim leading/trailing whitespace from docstrings.-
30 -
31 Based on https://www.python.org/dev/peps/pep-0257/#handling-docstring-indentation-
32 """-
33 if not docstring or not docstring.strip():-
34 return ''-
35 # Convert tabs to spaces and split into lines-
36 lines = docstring.expandtabs().splitlines()-
37 indent = min(len(line) - len(line.lstrip()) for line in lines if line.lstrip())-
38 trimmed = [lines[0].lstrip()] + [line[indent:].rstrip() for line in lines[1:]]-
39 return "\n".join(trimmed).strip()-
40 -
41 -
42 28 def parse_docstring(docstring):

43 29     """

44 30     Parse out the parts of a docstring.  Return (title, body, metadata).

45 31     """

46 docstring = trim_docstring(docstring)-
32 if not docstring:+
33 return '', '', {}+
34     docstring = cleandoc(docstring)+

47 35     parts = re.split(r'\n{2,}', docstring)

48 36     title = parts[0]

49 37     if len(parts) == 1:

... ... @@ -1,5 +1,6 @@

1 1 import inspect

2 2 from importlib import import_module

3 from inspect import cleandoc+
3 4 from pathlib import Path

4 5

5 6 from django.apps import apps

@@ -256,7 +257,7 @@ def get_context_data(self, **kwargs):

256 257 continue

257 258 verbose = func.__doc__

258 259 verbose = verbose and (

259 utils.parse_rst(utils.trim_docstring(verbose), 'model', _('model:') + opts.model_name)-
260 utils.parse_rst(cleandoc(verbose), 'model', _('model:') + opts.model_name)+

260 261 )

261 262 # Show properties and methods without arguments as fields.

262 263 # Otherwise, show as a 'method with arguments'.

... ... @@ -1,8 +1,9 @@

1 1 import unittest

2 2

3 3 from django.contrib.admindocs.utils import (

4 docutils_is_available, parse_docstring, parse_rst, trim_docstring,-
4 docutils_is_available, parse_docstring, parse_rst,+

5 5 )

6 from django.test.utils import captured_stderr+
6 7

7 8 from .tests import AdminDocsSimpleTestCase

8 9

@@ -31,19 +32,6 @@ class TestUtils(AdminDocsSimpleTestCase):

31 32 def setUp(self):

32 33 self.docstring = self.__doc__

33 34

34 def test_trim_docstring(self):-
35 trim_docstring_output = trim_docstring(self.docstring)-
36 trimmed_docstring = (-
37 'This __doc__ output is required for testing. I copied this '-
38 'example from\n`admindocs` documentation. (TITLE)\n\n'-
39 'Display an individual :model:`myapp.MyModel`.\n\n'-
40 '**Context**\n\n``RequestContext``\n\n``mymodel``\n'-
41 '    An instance of :model:`myapp.MyModel`.\n\n'-
42 '**Template:**\n\n:template:`myapp/my_template.html` '-
43 '(DESCRIPTION)\n\nsome_metadata: some data'-
44         )-
45 self.assertEqual(trim_docstring_output, trimmed_docstring)-
46 -
47 35 def test_parse_docstring(self):

48 36 title, description, metadata = parse_docstring(self.docstring)

49 37 docstring_title = (

@@ -106,6 +94,13 @@ def test_parse_rst(self):

106 94 self.assertEqual(parse_rst('`title`', 'filter'), markup % 'filters/#title')

107 95 self.assertEqual(parse_rst('`title`', 'tag'), markup % 'tags/#title')

108 96

97 def test_parse_rst_with_docstring_no_leading_line_feed(self):+
98 title, body, _ = parse_docstring('firstline\n\n    second line')+
99 with captured_stderr() as stderr:+
100 self.assertEqual(parse_rst(title, ''), '<p>firstline</p>\n')+
101 self.assertEqual(parse_rst(body, ''), '<p>second line</p>\n')+
102 self.assertEqual(stderr.getvalue(), '')+
103 +

109 104 def test_publish_parts(self):

110 105 """

111 106         Django shouldn't break the default role for interpreted text

 20  django/contrib/admindocs/utils.py

 3  django/contrib/admindocs/views.py

23 tests/admin_docs/test_utils.py
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Figure 15: Case from Django (gold) [16].
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 3  django/contrib/admindocs/utils.py

@@ -34,7 +34,8 @@ def trim_docstring(docstring):

34 34 return ''

35 35     # Convert tabs to spaces and split into lines

36 36     lines = docstring.expandtabs().splitlines()

37 indent = min(len(line) - len(line.lstrip()) for line in lines if line.lstrip())-
37 # Determine the minimum indentation (first line doesn't count):+
38 indent = min(len(line) - len(line.lstrip()) for line in lines[1:] if line.lstrip())+

38 39 trimmed = [lines[0].lstrip()] + [line[indent:].rstrip() for line in lines[1:]]

39 40 return "\n".join(trimmed).strip()

40 41
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Comment on this commit

Unsubscribe
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Figure 16: Case from Django (ours) for issue [17].
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product managers, architects, project managers, etc.). This framework has achieved leading scores
on the HumanEval [12] and MBPP [2], outperforming many LLMs, and researchers show its ability
to complete a software establishment (e.g., a code repository to play Gomoku game), indicating
that a multi-agent framework can better leverage the capabilities of LLMs in code generation tasks.
Moreover, Qian et al. [43] designed ChatDev, a virtual development company simulating a human
development team, which decomposes requirements into atomic tasks assigned to the developer agents.
Developers mitigate the hallucination that may arise with the LLM through mutual communication and
self-reflection mechanisms. Experimental results show that ChatDev can complete the establishment
of some small projects (averaging no more than 5 files per project) in a relatively short time (less than
7 minutes on average). However, these works focus on the transformation from the requirements to
code and overlook the code change generation during software evolution, which requires not only
understanding the requirement but also dealing with the large repository.

J.3 Automatic Bug Fixing

GitHub issue resolution is a fundamental aspect of software evolution, with bug fixing being one
of the most common scenarios. Fixing bugs involves both bug localization and repair. Previous
researchers [65, 42] have developed methods to localize bugs before modifying the code. DreamLoc,
proposed by Qi et al. [42], effectively models the characteristics of bug reports and source code
files. For automatic program repair, Wong et al. [55] explored a retrieval-based method, while
Ye and Monperrus [59] proposed ITER, a generation-based method for handling fault localization
re-execution. Additionally, some researchers [53, 54] have combined retrieval techniques with
generation models. Recently, Xia et al. [57] demonstrated that directly applying popular LLMs
significantly outperforms existing APR methods, showcasing their potential for generating diverse
and effective patches. Bouzenia et al. [7] introduced RepairAgent, an autonomous LLM-based agent
that plans and executes bug fixes by dynamically interacting with various tools.

K Limitation

Prompt The design of prompt words may impact the performance of LLMs, thereby affecting the
validity and fairness of the results [11]. While this paper focuses on innovative aspects of the proposed
framework design and relies on practical guidelines for the design of prompt word templates [46]
to reduce the emergence of design biases, the complete elimination of the prompt bias is extremely
difficult due to the inherent biases in the dataset instances and the limitations of API resources.

Dataset The dataset contains a limited variety of software types. The evaluating dataset, SWE-
bench, encompasses 12 repositories, which cover the Python programming language. However, this
quantity remains insufficient compared to the diverse software projects available on GitHub. The
code style, architectural design, and implementation techniques of these selected repositories, while
representative, cannot fully reflect the diversity of all code repositories. In particular, the current
dataset may fail to encompass some specialized fields or different programming paradigms, such
as microservice architecture [66] and functional programming [29]. This limitation implies that,
although our framework is designed to be independent of any specific software, the validation of its
effectiveness and general applicability might be affected by this limited sample scope. Therefore,
applying the findings of this paper to other code repositories may require further validation.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The main claims made in the abstract (line 5 - 16) and introduction (line 46 -
68).
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitation can be found in Appendix K.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
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Justification: The paper does not include theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: The details about our framework are described in Section 3. The setup of the
experimental can be found in Section 4.1.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

27



Answer: [Yes]

Justification: The data will be made public in GitHub repository: https://github.com/
co-evolve-lab/magis.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The experimental setting/details can be found in Section 4.1.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Statistical significance of the experiments can be found in Tab. 1, Tab. 3, etc.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [No]

Justification: The experiments are conducted through LLMs’ API rather than local compute
resources.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The paper conforms with the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Positive societal impacts can be found in Section 1.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We cite the original paper [27] that produced the dataset, SWE-bench.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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