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Abstract

Large language models such as ChatGPT of-001
ten exhibit striking political biases. If users002
query them about political information, they003
might take a normative stance and reinforce004
such biases. To overcome this, we align LLMs005
with diverse political viewpoints from 100,000006
comments written by candidates running for na-007
tional parliament in Switzerland. Such aligned008
models are able to generate more accurate po-009
litical viewpoints from Swiss parties compared010
to commercial models such as ChatGPT. We011
also propose a procedure to generate balanced012
overviews from multiple viewpoints using such013
models.014

1 Introduction015

Large language models have become very popular,016

with chat applications like ChatGPT and Gemini017

having hundreds of millions of active users com-018

bined.1 One of the intended use cases is the re-019

trieval of factual information (e.g., Mehdi, 2023).020

Interacting with chatbots can influence users’ views021

(Jakesch et al., 2023) and potentially influence be-022

havior (Stieger et al., 2021). Because of this, LLMs023

– if used as decision aids in high-stakes contexts024

such as shaping political views or votes – must025

return factually correct and unbiased statements.026

Political bias is present in all first-generation027

LLMs (Feng et al., 2023). And also, even ChatGPT028

does not seem to be impartial: several recent pa-029

pers have shown that it exhibits progressive, liberal,030

and pro-environmental biases (Rozado, 2023; Hart-031

mann et al., 2023; Motoki et al., 2024; Rutinowski032

et al., 2024). Given these findings, Hartmann et al.033

(2023) ask: "What if Chat-GPT exhibits a political034

ideology that may pervade its synthetic responses035

and subtly influence its millions of unsuspecting036

users?"037

1
https://www.demandsage.com/chatgpt-statistics/
https://www.demandsage.com/google-gemini-statistics/

prompt: You are a helpful Swiss policy advisor. Below, you are asked a policy
issue or question. You are in the political party P, and you reply in L.
What’s your opinion on the following issue or question: Q

Figure 1: Prompt for conditional generation. Varying
attributes are party P, language L, and political issue Q.
For example, party = "GLP", language = German, and
political issue = Should the state do more to promote
equal educational opportunities?.

To address such concerns, we propose to align 038

LLMs towards generating diverse political view- 039

points. Inspired by early work with GPT mod- 040

els and conditional generation based on metadata 041

(Zellers et al., 2019), we align LLMs towards ac- 042

curately reflecting diverse viewpoints from Swiss 043

parties. Throughout the paper, we use prompts of 044

the form shown in Figure 1. 045

We align LLMs with data obtained from the 046

Swiss voting advice application smartvote: We 047

have ca. 100,000 comments written by candidates 048

running for national parliament in Switzerland, cou- 049

pled with meta-data, comprising 33 attributes such 050

as party, language, canton, age, favorite movies and 051

others. Smartvote lets users and candidates fill out 052

a survey about stances towards various political is- 053

sues. Then, it matches candidates with the highest 054

overlap to a user. 055

We have taken that survey with ChatGPT. It 056

is most closely aligned with candidates from the 057

Green Liberal Party of Switzerland, confirming 058

its progressive and pro-environmental bias in the 059

Swiss context (Rozado, 2023; Hartmann et al., 060

2023; Motoki et al., 2024; Rutinowski et al., 2024). 061

We present anecdotal evidence of such biases in 062

the Swiss context in Table 1 and a more exhaustive 063

analysis in Appendix A. 064

To overcome such implicit biases present in 065

LLMs, we align Llama 3 models (AI@Meta, 2024) 066

with smartvote data, combining conditional gen- 067

eration (e.g., Zellers et al., 2019) and monolithic 068

preference optimization (Hong et al., 2024) align- 069

ment. We find that the resulting aligned models 070
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Party ChatGPT generation ORPO-aligned LLama 3 model
SP Yes, the state should do more to promote equal educational opportunities in order to promote equal opportu-

nities and reduce social inequalities. Tuition vouchers for pupils from low-income families can be a useful
instrument in this regard. overlap answer and party stance: high

Equal opportunities are the founda-
tion of our state. overlap answer
and party stance: high

Die Mitte Yes, Die Mitte supports the promotion of equal educational opportunities for all pupils. Measures such
as tuition vouchers for pupils from low-income families can help to promote equal opportunities in the
education system. overlap answer and party stance: medium

Funding is important, but not only
for low-income families. overlap
answer and party stance: high

FDP Yes, the state should do more to promote equal educational opportunities. Tuition vouchers for pupils from
low-income families could be a useful instrument in this regard. overlap answer and party stance: low

The cantons are responsible for pro-
viding schools. overlap answer
and party stance: high

SVP Yes, the state should do more to promote equal educational opportunities in order to promote equal opportu-
nities and reduce social inequalities. Tuition vouchers for pupils from low-income families can be a useful
instrument in this regard. overlap answer and party stance: low

Promoting low-achieving pupils is
not the solution. overlap answer
and party stance: high

Table 1: Political stances generated with ChatGPT and an aligned model for the policy issue Should the state do
more to promote equal educational opportunities? for all major Swiss parties represented in the Federal Council
of Switzerland. Political leanings (taken from Wikipedia): SP = center-left, Die Mitte = center-right, center-right,
Mitte = center-right, center-right, SVP = right-wing. = right-wing. Text in bold (overlap) inserted by authors.

generate more diverse and more accurate political071

viewpoints, which are preferred in human annota-072

tion.073

Such models can be used to create political views074

of all Swiss parties towards an issue, which then075

could be summarized by other capable LLMs (e.g.076

OpenAI et al., 2024) to give balanced overviews.077

That potentially facilitates finding political com-078

promises or learning more about political issues.079

However, we urge more research to better under-080

stand the promises and dangers of AI providing081

political information or voting advice. We strongly082

believe that if LLMs were used in such circum-083

stances, they’d better be accurate and impartial.084

2 Data085

We use the same data source as (Vamvas and Sen-086

nrich, 2020): Comments written by candidates run-087

ning for national parliament in Switzerland around088

200 political issues. The comments are submitted089

to the voting advice application smartvote, which090

helps voters determine which candidates or parties091

have similar political stances. Prior to an election,092

candidates can report their stance on a short (30093

questions) or long survey (75 questions) across094

various political issues. Voters can take the same095

survey and are matched with candidates having a096

high overlap. The questions are drafted by a team097

of political scientists (for more details, see Thur-098

man and Gasser, 2009). Candidates can also submit099

comments that further explain their stance.100

We use these comments and metadata to align101

models using conditional generation. Smartvote102

is a popular service where 85% of candidates run-103

ning for elections in Switzerland have a smartvote104

profile, and one in five voters consults smartvote105

before elections. Thus, our data is representative106

of political preferences in Switzerland. We show107

more detailed dataset statistics in Appendix B.108

3 Methods 109

In conditional generation, we want to generate text 110

based on constraints or metadata (e.g., Zellers et al., 111

2019; Zhou et al., 2023). For example, previous 112

work generated news articles based on the attributes 113

domain, date, authors and headline (Zellers et al., 114

2019). Alignment datasets usually contain triples 115

of the form instruction, preferred choice and re- 116

jected choice.2 We interpret conditional generation 117

for alignment to sample a comment towards a po- 118

litical issue q drafted by somebody from party p 119

speaking language l as the preferred choice. For 120

the rejected choice, we sample comment for issue 121

q speaking language l, but being part of a different 122

political party ¬p. 123

We use reference-free monolithic preference op- 124

timization (ORPO Hong et al., 2024) and optimize 125

the following objective taken directly from the 126

ORPO paper. We optimize the following joint loss 127

LORPO = E(x,yw,yl) [LSFT + λ · LOR] (1) 128

LOR = − log σ

(
log

oddsθ(yw|x)
oddsθ(yl|x)

)
(2) 129

where the first part of equation 1 is just super- 130

vised fine-tuning. The second part LOR from equa- 131

tion 2 increases the likelihood of the preferred 132

choice yw and decreases the likelihood of the re- 133

jected choice yl. For details, we refer to (Hong 134

et al., 2024). We believe this loss is suited for condi- 135

tional generation, as it further pushes apart similar 136

generations with subtle differences due to different 137

metadata. We will compare ORPO-aligned models 138

to direct supervised fine-tuning (dSFT) (Taori et al., 139

2023) in the results section. 140

2That is for reference-free methods such as DPO (Tunstall
et al., 2023) or ORPO (Hong et al., 2024).
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We also experimented with direct policy opti-141

mization DPO (Rafailov et al., 2023) following the142

recipe outlined in (Tunstall et al., 2023) and RLHF143

(Stiennon et al., 2020). However, the resulting144

models did not pass initial vibes tests.145

In all our experiments, we used the transformer146

TRL library (von Werra et al., 2020) and the 4bit147

quantized unsloth version of Llama 3 8B mod-148

els3 and fine-tuned models using LoRA (Hu et al.,149

2022). For the supervised fine-tuning, we used the150

hyper-parameters outlined in (Tunstall et al., 2023),151

and for ORPO fine-tuning, we proceeded with the152

hyper-parameters outlined in (Hong et al., 2024).153

4 Results154

We present four sets of results on our dataset’s155

development and test split outlined in Appendix156

B. All our models use the template shown in Fig-157

ure 1, and we present results for the following158

models: (1) ChatGPT 3.5 zero-shot, (2) Llama-3-159

instruct zero-shot, (3) Llama-3-instruct-finetuned-160

with-dSFT (Taori et al., 2023) and (4) Llama-3-161

instruct-aligned-with-ORPO (Hong et al., 2024).162

4.1 Diversity of Generations163

Figure 2: Average diversity of replies within a political
issue, measured with Jaccard similarities.

We show qualitative evidence of political bias in164

ChatGPT generations and a lack of variety in re-165

sponses in Table 1, where ChatGPT generates sim-166

ilar progressive responses for all parties, although167

party stances vary substantially. We present more168

quantitative evidence of such phenomena in Figure169

2. For each political issue and model, we com-170

pute Jaccard similarities between generations for171

all parties and show average overlap of responses172

measured in jaccard similarities4.173

3https://huggingface.co/unsloth/
llama-3-8b-Instruct-bnb-4bit

4Jaccard similarity computes the intersection divided by
the size of the union, so if two-word sets contain all the same

We find that zero-shot generations with Llama 3 174

and ChatGPT are strikingly similar on average, no 175

matter the prompted party. Supervised fine-tuning 176

results in more diverse generations, reducing the 177

number of overlapping words by 30% compared 178

to ChatGPT. The ORPO-aligned models further 179

reduce overlapping generations and result in an 180

average similarity between two outputs of 0.24, 181

roughly half of the overlap measured for the zero- 182

shot experiments. 183

4.2 Quantitative Evaluation 184

We further measure model generations using 185

MAUVE scores (Pillutla et al., 2021). MAUVE 186

is an automated metric that measures the gap be- 187

tween neural text and human references using LLM 188

representations. The higher the MAUVE score, the 189

closer the generated neural and human references 190

are. Because our generations are either in German, 191

French, or Italian, we use a multi-lingual RoBERTa 192

model as a featurizer (Conneau et al., 2020). Table 193

2 shows the resulting scores over different dataset 194

splits. We show average results over five runs (with 195

95% confidence intervals), sampling different ref- 196

erence comments in each run. 197

Model MAUVE dev MAUVE test MAUVE (dev and test)
ChatGPT 0.36 ± 0.02 0.25 ± 0.05 0.24 ± 0.02
Llama 3 zero-shot 0.27 ± 0.05 0.03 ± 0.0 0.08 ± 0.01
Llama 3 SFT 0.48 ± 0.02 0.48 ± 0.03 0.38 ± 0.02
Llama 3 ORPO 0.63 ± 0.03 0.71 ± 0.05 0.64 ± 0.01

Table 2: Automated metrics measuring overlap between
model-generated replies and actual replies in the devel-
opment and testset.

ORPO-aligned generations are by far closest to 198

the actual reference comments, followed by gener- 199

ations produced by the Llama-3-SFT model. Per- 200

haps not surprisingly, the zero-shot answers are 201

most distant from human references, arguably be- 202

cause zero-shot models do not know what such 203

comments look like. Results are robust across runs, 204

and the 95% confidence intervals remain small. 205

Furthermore, we computed MAUVE scores with 206

an MBERT encoder (Devlin et al., 2019) which pro- 207

duces similar scores and the same ranking (Devlin 208

et al., 2019). 209

4.3 Human Evaluation 210

Lastly, we performed a human evaluation of the 211

generated comments. Each annotated datapoint 212

words, this is 1. If there exist no overlapping words, the
intersection is 0.

3
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consists of an instruction (see Figure 1) and two ran-213

domly sampled generations from different models.214

We then asked the human annotator which genera-215

tions are preferred. Detailed instructions, annotator216

demographics, and further robustness validations217

can be found in Appendix Section C.218

Figure 3: Win rates by different models.

Generations produced by the ORPO-aligned219

models are preferred in around 60% of the cases,220

whereas generations from the other models produce221

similar win rates. The author team, with the help222

of the mayor of a Swiss city, manually annotated223

40 comments in a deliberative setting. All data224

points during that annotation round were discussed225

at length, and before seeing the model output, the226

team discussed what an optimal generation would227

look like. We then discussed which of the two gen-228

erations is closer to that. We treat this set as the229

gold standard. Inner annotator agreement of the230

annotator and this set is 0.33 indicating fair agree-231

ment. If we don’t punish generations that have232

been annotated as being of similar quality, agree-233

ment rises to 0.69, indicating substantial agreement.234

All evaluations point towards aligning LLMs with235

ORPO seems to work best to generate diverse po-236

litical viewpoints.237

5 Discussion and Conclusion238

If explicitly asked to produce political viewpoints239

from a certain party perspective, LLM-generated240

text better be accurate and faithful to these party241

viewpoints. We show that this is not the case in the242

Swiss context when using zero-shot methods.243

Combining alignment and conditional genera-244

tion substantially improves such generations, as we245

have shown qualitatively and quantiatively through-246

out this work. Also, ORPO-aligned models seem to247

work better in conditional generation than models248

obtained via supervised fine-tuning.249

Such aligned models have practical use cases250

beyond accurately presenting specific party pref-251

erences. Using a simple algorithm (see Figure 4), 252

we can also generate an overview of viewpoints 253

towards a specific issue. This algorithm involves 254

producing the party-specific stances with a given 255

LLM (aligned or zero-shot), and then using Chat- 256

GPT to summarize these stances. For illustration, 257

we run this procedure for the issue Should the state 258

do more to promote equal educational opportuni- 259

ties?. As Figure 9 shows, the overview synthe- 260

sized from the LLama-3-ORPO-generated stances 261

is richer and more accurate than the one synthe- 262

sized from ChatGPT-generated stances. 263

1: Initialize answers = Ø
2: for each party in parties do
3: answer = generate_answer(LLM, party)
4: answers.append(answer)
5: end for
6: synthesize_answers(gpt4, answers)

Figure 4: Pseudocode for generating and synthesizing
answers.

Generating text reflecting political views has ma- 264

jor implications. LLMs have the potential to shift 265

attitudes and behavior. If they do that in the politi- 266

cal domain, this might influence elections, one of 267

the most important decision-making processes in 268

democratic societies (Berger et al., 2008). Thus, 269

we recommend (1) more research on promises and 270

pitfalls of LLMs providing politically relevant in- 271

formation or perhaps even giving explicit voting 272

advice and (2) a societal and scientific debate on 273

whether LLMs and AI should be involved in demo- 274

cratic processes. 275

Hartmann et al. (2023) asked what if ChatGPT 276

exhibited a political ideology that may pervade its 277

synthetic responses and subtly influence its unsus- 278

pecting users? Our work speaks to this question, 279

and we see three possible mitigation strategies go- 280

ing forward: (1) LLMs would always refuse to 281

answer anything related to shaping political beliefs 282

and take sincere political impartiality as an align- 283

ment goal. (2) LLMs would always produce broad 284

overviews of political issues (as in Figure 9). Our 285

work might facilitate creating appropriate datasets 286

for this. (3) LLMs would explicitly produce text 287

that is aligned with an ideology. In this case, how- 288

ever, the provider of an LLM would be fully trans- 289

parent about this, and/or the user would fully con- 290

trol what ideology LLM-generated text should be 291

aligned with. Aligning models with party prefer- 292

ences using conditional generation, as presented in 293

this work, is one way toward that goal. 294
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Limitations295

We acknowledge several limitations and outline a296

range of possibilities for future work.297

Choice of models and Alignment algorithms.298

We have mainly experimented with LLama-3 mod-299

els and ChatGPT 3.5 zero-shot. There are, by now,300

other capable open-source models (Mistral, Mix-301

tral, Llama 2) or model sizes (70B) that we could302

have fine-tuned with the method proposed in this303

work. Also, there exists a range of different align-304

ment algorithms (DPO, RLHF), which we have305

experimented with, but the resulting models did306

not pass initial vibes tests. We plan to investigate307

all of this more thoroughly in future work.308

Choice of metadata for conditional generation.309

In preliminary experiments, we experimented with310

the (Vamvas and Sennrich, 2020) dataset and gen-311

erated comments based on stance (pro/contra) and312

not party affiliation. Eyeballing these results indi-313

cates that ORPO-aligned models in this setting also314

return more diverse answers than zero-shot models,315

and ORPO-aligned model generations seem more316

creative than SFT models. We take this as evidence317

for the robustness of conditional alignment, but318

we have not exhaustively evaluated this. Next, we319

think there are exciting opportunities in alignment320

with more metadata, such as canton, age, gender,321

and any other attribute potentially influencing polit-322

ical viewpoints. We tried this in preliminary experi-323

ments with Mistral models and DPO. However, this324

didn’t work. We plan to revisit this with LLama 3325

and ORPO.326

Data availability. We initially signed an NDA327

with smartvote about the release of dataset and328

artifacts (e.g., models). We are discussing and try-329

ing to release all data and models produced in this330

work, but we cannot guarantee this at the time of331

submission.332

Further data. We believe it should be possible,333

in principle, to find more diverse data sources with334

party affiliation (e.g., newspaper or TV interviews,335

party website content). It should be possible to336

collect such, and this would make for a dataset337

including more diverse political questions, which338

might lead to more creative models. This approach339

can be used across countries and parties, and thus340

allow for replication studies in contexts not related341

to smartvote data or Switzerland.342

Ethics Statement 343

We also acknowledge ethical implications of our 344

work. 345

Contested topic. We believe the combination of 346

LLMs and democracy is a very delicate topic, and 347

throughout the manuscript tried to do justice to 348

such challenging circumstances. On one hand, we 349

all exhibit political biases, which we tried to re- 350

move from the paper as good as possible, but we 351

also acknowledge that we probably have not writ- 352

ten a completeley impartial piece. The same holds 353

for LLMs. Another goal of this paper is to increase 354

the awareness about these points. 355

Intended use case. We believe it is important 356

that LLMs, its users, developers testers and other 357

stakeholders are aware of political bias in machine- 358

generated text. In this paper, we do not argue for 359

creating chatbots which act as echochambers and 360

reinforce existing biases present in such models – 361

or change political views or actions of users. We 362

want to argue for the opposite, that LLMs should 363

exactly not do that. We tried to do justice to this 364

goal, but also hope and acknowledge that the points 365

we raise in this paper hopefully be outdated soon. 366

Biases in LLMs. Political bias is one sort of bias 367

present in LLMs. There are others (see e.g., Abid 368

et al., 2021; Lucy and Bamman, 2021), which are 369

not addressed in this work. Our resulting models 370

may potentially perpetuate these biases. 371

Accuracy, Hallucinations and outdated informa- 372

tion. Our aligned models, as well as chatGPT, 373

are not 100% accurate in producing political in- 374

formation: They produce hallucinations or other 375

potentially harmful text, hence we do not advocate 376

to use them in a commercial context, but propose 377

a method to potentially mitigate political biases in 378

LLMs. Further, we align our models on smartvote 379

comments from 2015 - 2023. Parties might change 380

their stance in the meantime. It remains an open 381

research question how to incorporate such changes 382

in stances. 383

Non-constitutional parties. We included view- 384

points of political parties that operate within the 385

limits of the constitution. Whether LLMs should 386

reproduce the content of extremist parties without 387

disclaimers is not within the scope of our research. 388
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A ChatGPT and smartvote521

We have taken the smartVote survey with Chat-522

GPT for the national elections in 2023 in Switzer-523

land. We have taken the short survey (30 ques-524

tions) using a temperature of 0 and the following525

system prompt: You are a helpful research assis-526

tant in Switzerland. You are given a few questions527

which you need to answer. You MUST reply with528

only one of "yes", "rather yes", "rather no", "no".529

The output categories are the options users can en-530

ter while taking the smartvote survey. The user531

prompt equals to the actual smart vote questions,532

e.g., "Should the state do more to promote equal533

educational opportunities"?.534

In Figure 5, we show the output a user receives535

after taking the smartvote survey: In the top panel,536

we show political preferences across different di-537

mensions. The categories correspond to: Liberale538

Gesellschaft = Liberal society; Offene Aussenpoli-539

tik = Open foreign policy; Liberale Wirtschaft-540

spolitik = Liberal economic policy; Restriktive Fi-541

nanzpolitik =Restrictive financial policy; Restrik-542

tive Migrationspolitk = Restrictive migration pol-543

icy; Ausgebauter Umweltschutz = Expanded envi-544

ronmental protection; Ausgebauter Sozialstaat =545

Expanded welfare state.546

In the bottom panel, we show the candidates547

who were identified as having the highest political548

overlap with ChatGPT. 7 out of 12 (58%) of the549

most aligned candidates would be from the (Young)550

Liberal Party of Switzerland (GLP or JGLP).551

B Dataset Statistics552

In Table 3, we show 5 randomly sampled comments553

(and their English translation) from our dataset.554

In Table 4, we show dataset statistics, the number555

of unique comments in each split, the number of556

political issues and the share of different languages557

in the different splits of the dataset. In Figure 6,558

we show a histogram of the sequence lengths in the559

dataset (across all splits). We excluded comments560

shorter than five words.561

We have access to smartvote data for the national562

parliament elections in 2015, 2019, and 2023. We563

split the data into a training set, a development,564

and a test set. Both the development and test set565

consist of 10% of the political issues from the 2023566

election that were not present in the 2015 or 2019567

survey.568

We show the 10 most often occuring parties and569

their associated number of comments in Table 5.570

Figure 5: Overview of political preferences of ChatGPT
in Switzerland for the 2023 national elections of parlia-
ment (source: smartvote.ch)

Swiss candidates have the highest overlap in
political preferences regarding ChatGPT (source:

smartvote.ch).

Figure 6: Sequence lengths of Smartvote comments.
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issue comment (English) comment (original)
Are you in favor of amend-
ing the social welfare guide-
lines to reduce benefits for
large families and young
adults?

I find it important to
look at the individual
persons/families con-
cerned.

Auch hier finde ich die
individuelle Betrachtung
der betreffenden Perso-
nen/Familien wichtig.

Should the state provide
more funds for health insur-
ance premium reductions?

Yes, the state must
invest massively more
in combating rising
poverty.

Ja, der Staat muss massiv
mehr in die Bekämpfung
der steigenden Armut in-
vestieren.

Should incentives and tar-
get agreements rather than
bans and restrictions be
used exclusively to achieve
the climate targets?

To guide certain behav-
iors, however, the time
has come for prohibi-
tions and restrictions.

Pour guider certains com-
portement, l’heure est
quand même aux interdic-
tions et restrictions.

Should the differences be-
tween financially strong
and weak cantons be re-
duced more through finan-
cial equalization?

Wealthy cantons have
benefited greatly from
corporate tax cuts in re-
cent years.

Les cantons riches ont
ces dernières années large-
ment profité des réduc-
tions de l’imposition des en-
treprises.

The financially strong can-
tons would like to signifi-
cantly reduce their contribu-
tions to the financially weak
cantons as part of the finan-
cial equalization (NFA). Do
you support this request?

Long-term abuse of soli-
darity is counterproduc-
tive.

Un abuso della solidarietà a
lungo termine è contrapro-
ducente.

Table 3: Example comments from the dataset (auto-
matically translated with deepl, and manually checked
whether the translation is accurate).

split # examples # political issues German (%) French (%) Italian (%)
train 92,986 203 75.5 22.2 2.2
dev 4262 7 76.8 21.0 2.3
test 5488 7 78.4 19.3 2.2

Table 4: Dataset Statistics

C Annotation Guidelines571

We recruited an annotator from Switzerland with a572

university degree in political science and a strong573

self-declared interest in Swiss politics. The anno-574

tator read a random sample of 200 messages. The575

annotator was instructed as follows:576

Here is some information on the project: Large577

Language Models (LLMs, such as ChatGPT) of-578

ten have biases. For a research project, we have579

fine-tuned an open-source LLM to make it more rep-580

resentative of the political values of different Swiss581

people. We used Smartvote data for this alignment.582

Now, an important question is whether our fine-583

party # comments
FDP 15589
GLP 11341
GRÜNE 8992
SP 8880
EVP 7734
SVP 6780
DIE MITTE 6274
CVP 4756
EDU 3940
JG 3595

Table 5: Caption

tuned model is better than other models in terms of 584

how accurately it presents the viewpoints of Swiss 585

politicians. This is where your contribution is im- 586

portant. In the linked file, you will see: 587

• A prompt 588

• Two responses from LLMs (Candidate A and 589

Candidate B) 590

• Reference comments 591

• Two columns that you will fill in (see instruc- 592

tions below) 593

First column to fill in: your preference. Please 594

ask yourself if Candidate A or B is better. Here, 595

"better" means that the respective Candidate most 596

closely reflects the reference comments and aligns 597

with your knowledge of that party’s stance on the 598

respective policy question. You can also leverage 599

your knowledge of whether a given position would 600

correspond to that party’s mainstream position. 601

• 1 = both A and B are good 602

• 0: neither A nor B is good 603

• A = only A is good, or A is significantly better 604

than B 605

• B = only B is good, or B is significantly better 606

than A 607

Some illustrations: If both are OK/good, but one 608

is better, you will enter your favorite. If both are 609

good and it is impossible to choose between A and 610

B, you enter "1". If none are good, enter "0". 611

Second column to fill in: your familiarity. Here 612

you would indicate how familiar you are with the 613

party’s position on the issue. 614

• 1 = wild guess/need to read more about it 615

• 2 = have a clue, but need to double-check 616

• 3 = reasonable guess 617

• 4 = quite sure about the party’s stance on 618

issue Q, I would be surprised if the stance is 619

different from my intuition 620

• 5 = 100% sure about the party’s stance 621
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C.1 Further Robustness Checks in Human622

Annotations623

We drop annotation datapoints where the human624

annotator indicated that the familiarity with a polit-625

ical issue and the party stance would be less than a626

reasonable guess. We find that the inner annotator627

agreement (cohen’s kappa) with these annotated628

datapoints and our gold standard annotations is629

0.15. Thus, we don’t think these datapoints are a630

reliable source for measuring preferences.631

If we only consider data points where the annota-632

tor is fairly confident ("quite sure about the party’s633

stance on issue Q" or above, the higher inner anno-634

tator agreement with our gold standard increases –635

and overall winrates increase more sharply for the636

ORP-aligned LLama 3 model. We show these win637

rates in Figure 7.638

Figure 7: Win rates by different models.

Lastly, we show overall win rates by models in639

our gold standard annotations in Figure ??640

Figure 8: Win rates by different models (gold standard).

D Generating Overviews over Political 641

Issues 642

Generated overview based on ChatGPT replies: In Switzerland, there is a broad consen-
sus among major political parties that the state should take more action to promote equal
educational opportunities. The common rationale is to foster equality and reduce social
disparities. A widely supported measure is the introduction of tutoring vouchers for students
from low-income families, which is seen as an effective tool to level the educational playing
field and provide all children with equal starting opportunities. This approach is endorsed
across the political spectrum, reflecting a unified commitment to enhancing educational
equity.
Generated overview based on LLama-3-ORPO replies: The question of whether the state
should do more to promote equal educational opportunities is a significant topic in Swiss
politics, with varied perspectives across the political spectrum. Some parties emphasize
the importance of education as a fundamental right and a cornerstone of societal equity,
advocating for enhanced state involvement to ensure equal opportunities from early education
onwards. Others argue that the responsibility for education lies primarily with the cantons,
suggesting that local governance is better suited to address educational needs. Some views
focus on the importance of supporting both high and low-performing students, while some
parties believe that the current educational opportunities in Switzerland are already sufficient
and that the focus should instead be on integration. Overall, the debate reflects a balance
between the need for national standards and local autonomy, as well as differing opinions on
the best methods to achieve educational equity.

Figure 9: Prompt for conditional generation. Varying
attributes are party, language and political issue.
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