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ABSTRACT

In this work, we explore the question: “How much prior art knowledge is needed
to create art?” To investigate this, we propose a text-to-image generation model
trained without access to art-related content. We then introduce a simple yet effec-
tive method to learn an art adaptor using only a few examples of selected artistic
styles. Our experiments show that art generated using our method is perceived by
users as comparable to art produced by models trained on large, art-rich datasets.
Finally, through data attribution techniques, we illustrate how examples from both
artistic and non-artistic datasets contributed to the creation of new artistic styles.

1 INTRODUCTION

Is exposure to art truly necessary for creating it? Could someone who has never seen a painting,
sculpture, or sketch still produce meaningful visual art? In a world saturated with cultural influences
and artistic traditions, this question becomes challenging to answer. Movements like Outsider Art
have already begun to explore the notion that artistic expression can emerge independently of for-
mal training or exposure to traditional art forms. Outsider Art showcases the work of self-taught
individuals who, largely disconnected from the art world, create without the influence of established
conventions. A more specific subset, Art Brut, focuses on the raw, unfiltered creativity of those
entirely outside the established art scene—psychiatric patients, hermits, and spiritualists—people
whose art emerges purely from internal drives, uninformed by external artistic influences.

Inspired by these movements, we simulate an “artificial artist” with minimal exposure to art. In this
synthetic experiment, we wanted to train a text-to-image model primarily on natural images, with
no exposure to visual art. Then adapt the model using a few examples from a specific artistic style
to study how well the adapted model can mimic and generalize that style across different contexts.

Powerful text-to-image generators have already proved their ability to produce art, some even win-
ning prestigious competitions (Kuta, 2022). However, their ability is typically attributed to extensive
training on large datasets rich with visual art. These models are often so familiar with specific artists’
styles that they can replicate them simply by including the artist’s name in a text prompt (Heikkilä,
2022). This ease of replication has raised ethical concerns, sparking lawsuits from artists who argue
that generative models are imitating their work without permission (Dickstein & Delman, 2023).

In this work, we challenge this paradigm by asking: Can a model with minimal prior exposure to art,
but trained on a selected style, compare to these powerful models? Can artistic ability be achieved
with just a handful of images, in a controlled manner? To explore this, we develop an art-agnostic
model (Art-Free Diffusion) that deliberately excludes prior knowledge of visual art. We create
an ”art-free” dataset (Art-Free SAM) using a rigorous filtering method based on both captions and
image content to ensure that no artistic elements are included 1. Then, using the LoRA technique, we
introduce the Art Adapter, a controlled method of injecting approved artistic knowledge, enabling
the Art-Free model to generate art after this carefully authorized input.

Figure 1 shows an example of a generated artwork in the style of an artist Alan Kenny (displayed
with his permission). The generated image is conditioned on a text prompt “Guitarist adjusting
strings on stage before a performance”. This image shows characteristics of Alan’s unique style like

1Our manual inspection shows that the Art-Free dataset may contain 0.05% of paintings and 0.2% of graphic
art.
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Guitarist adjusting strings on stage before 
a performance in the style of V* art

Generated Art Image Most Influential Images in the Training and Test-time Datasets
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0.00793% 0.00559% 0.00414% 0.00405% 0.00404% 0.00402% 0.00377% 0.00375%

0.00499% 0.00472% 0.00396% 0.0033% 0.00324% 0.00176% 0.0017% 0.00113%

Figure 1: Example of a generated image by a model trained only with real-images (which excludes
paintings, drawings, and other forms of graphic art) and adapted using only 11 user provided art
images of a target style.

the use of color, smooth boundaries, or geometric shapes, and certainly does not look like a natural
image. How can an Art-Free model achieve this after being exposed to just 11 examples of Kenny’s
work? To answer this question, we apply data attribution method Wang et al. (2023) to analyze
which training examples most influenced the generation of the new artistic samples. The top row in
the Fig 1 (Right) shows the top influential images within the Art-Free dataset and the bottom row
within the images in the Art Adapter training examples. Intriguingly, our analysis reveals that the
natural images used in training significantly contribute to the artistic generation process—mirroring
the way the natural world shapes real artistic expression.

We conduct extensive experiments to evaluate our approach of art creation with minimal prior artistic
knowledge, using measurements of similarity to real art, crowdsourced evaluations of artistic effi-
cacy, data attribution analysis, and an in-depth interview with an artist examining imitations of his
own style. Our experiments show that this approach can successfully mimic artistic styles, achieving
results comparable to models trained on vast amounts of data.

2 RELATED WORK

Text-to-image models have garnered significant attention and popularity, particularly with the ad-
vent of open-sourced diffusion models (Song et al., 2020; Song & Ermon, 2019; Rombach et al.,
2022a). These models have dramatically improved the quality and fidelity of generated images to
user-defined prompts, revolutionizing the field of generative AI. Notably, generated images have not
only gained acclaim by winning art competitions (Kuta, 2022), but they have also sparked contro-
versy, leading to lawsuits from artists against companies releasing these models (Guadamuz, 2023).
The concerns largely revolve around the models’ ability to replicate specific artists’ styles (Casper
et al., 2023) and their tendency to memorize training data (Somepalli et al., 2023a;b).

In response to these challenges, the computer vision community has proposed several mitiga-
tion techniques. Opt-out strategies, allow the removal of specific concepts from model weights
(Gandikota et al., 2023a;b; Kumari et al., 2023a; Hong et al., 2024; Lu et al., 2024; Park et al., 2024;
Pham et al., 2024; Lyu et al., 2024; Heng & Soh, 2023; Zhang et al., 2024) though these methods
often struggle with scalability when dealing with a large number of concepts. It has been also shown
that the erased concepts can be re-introduced to the model (Pham et al., 2023). Industry initiatives
are also focusing on allowing individuals to opt-out from the training datasets entirely (Spawning
AI Team, 2023). However, the effectiveness and implementation of these strategies vary, and they
do not fully address the concerns of overfitting and unauthorized style replication. Another line of
work involves watermarking training images (Zhao et al., 2023; Min et al., 2024; Cui et al., 2023)
to provide traceability and protect intellectual property. While effective to some extent, these ap-
proaches differ from our work, which aims to explore the boundaries of what can be introduced into
models post-training rather than focusing on in-training safeguards.

In a related vein, Gokaslan et al. (Gokaslan et al., 2024) trained a text-to-image model exclusively on
Creative Commons (CC) images. While this approach aims to address ethical concerns by limiting
the training data to more permissive licenses, it does not fully resolve the issues, as CC-licensed
images can still include artworks that pose similar ethical challenges. In contrast, our work addresses
both the ethical concerns raised by artists and the technical challenge of adapting a model that has
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been trained exclusively on natural images to learn and generate artistic styles. This exploration
offers a distinct perspective on whether such a model can effectively incorporate and reproduce
artistic concepts post-training, providing a new avenue for ethical model development.

The most analogous work to ours comes from the field of natural language processing (NLP), where
Min et al. (Min et al., 2023) trained a large language model exclusively on a specific subset of data,
later introducing an external database for task-specific applications. This approach aligns with our
methodology in the sense that both explore the introduction of new data post-training, though our
focus is on visual rather than textual data.

Finally, there are also several initiatives dedicated to examining the sources of training data, em-
phasizing transparency and ethical considerations in the development of AI models (Longpre et al.,
2023). Our research contributes to this ongoing discourse by proposing a novel approach to inte-
grating new artistic concepts into models after they have been trained, thereby offering a potential
solution to the ethical concerns raised by artists and other stakeholders.

Transferring visual features from one image to another has long been a central topic in computer
vision. Image analogies (Hertzmann et al., 2023), for instance, use a pair of example images to
demonstrate a desired transformation, which can then be applied to a new image to achieve similar
visual effects. Likewise, image quilting (Efros & Freeman, 2023) transfers textures by stitching
together small, local patches from a source image, much like assembling a quilt, to synthesize seam-
less textures on a new canvas. Deep learning methods like Neural Style Transfer (Gatys, 2015) take
this further by using convolutional neural networks to extract and recombine deep feature represen-
tations of content and style, allowing an image’s content to be re-rendered in the artistic style of a
reference image. Our method extends beyond traditional texture transfer and image stylization, as
we adapt an image generator to a new domain, enabling both the sampling of entirely new images
and the stylization of existing ones.

3 ART-FREE TEXT-TO-IMAGE DIFFUSION MODEL

Art-agnostic dataset. To train an art-agnostic text-to-image model, we require a large text-image
dataset that is “art-free”. Most commonly used datasets contain numerous examples of art and
paintings as diverse visual content is desirable for image generators. We leverage the SAM-LLava-
Captions10M dataset (Chen et al., 2023), which is derived from the SA-1B dataset (Kirillov et al.,
2023) primarily intended for object segmentation in natural, open-world images. The text captions
for SAM dataset are generated by a Large Vision-Language Model (Llava). Prior work has shown
that automatically generated captions can also also be effective for training text-to-image models
(Chen et al., 2023).

Although the dataset primarily focuses on natural images, we find that it still included instances of
visual art, such as stamps, paintings, and other artistic elements. While the dataset may not have been
intentionally curated to include artworks, visual art is often difficult to avoid in real-world images.
For example, we find photographs of tapestries and baroque architecture featuring artistic details
that are “clearly art”. Moreover, artistic expression frequently appears in unexpected places, from
sculptural designs to logos and branding on everyday objects. Our goal is to distinguish between
visual art and natural imagery, ensuring that everyday scenes and objects were represented while
minimizing intentional artistic expression. We illustrate in Fig 2 where we draw the line between
an art image and not an art image, specifically, we focus on removing graphic arts, and leave other
forms of art such as architecture.

To ensure that our training set is free from incidental visual art, we develop a two-stage filtering
method. In the first stage, we implement text-based filtering by searching for specific terms in im-
age captions that indicate the presence of visual art. We exclude images whose captions contain
keywords such as painting, art, or drawings. In the second stage, we compute a cosine similarity
alignment score between each image and a set of art-related terms using the CLIP score (Radford
et al., 2021). By manually sampling and ordering images by score for each term, we identify a
threshold beyond which the images no longer contained visual art. We refer the reader to Ap-
pendix A for further details of the filtering process and the comprehensive keyword list of the art
terms. Our resulting Art-Free SAM dataset, constructed from SAM-LLava-Captions10M, retains
9,119,455 images after removing 4.7% through text-based filtering and 16.7% through image-based
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filtering. We designate 9,140 images as a validation set, yielding a final training dataset of 9,110,315
image-text pairs.

To validate the generalizability of our filtering method, we conducted qualitative manual reviews on
both the COCO-2017 and SA-1B datasets. In an initial random sample of 10,000 images from the
original SAM dataset, we identified 315 images containing artworks, primarily sculptures, stamps,
logos, and paintings. Post-filtering analysis of another 10,000-image sample revealed only 72 im-
ages containing artworks, predominantly sculptures. Similar evaluation on the COCO dataset, using
a 5,000-image random sample, demonstrated a reduction in art-containing images from 1.06% to
0.12%. Table 2 presents the statistics of samples from both datasets before and after filtering. We
will release the filtered Art-Free SAM dataset upon publication.

SA-1Bori SA-1Bfiltered COCOori COCOfiltered

#sample 10,000 10,000 5,000 5,000
paintings 36 5 22 3
stamp 71 0 0 0
sculptures 120 52 3 1
digital art 14 3 9 1
logo 36 9 0 0
artwork 0 0 10 1
sketch 0 0 4 0
advertisement 2 1 5 0
drawing 8 0 0 0
illustration 4 1 0 0
installation art 12 0 0 0
mosaic art 1 0 0 0
tapestry 3 0 0 0
baroque art 6 0 0 0
art noveau 1 0 0 0
pop art 2 0 0 0

total 315 ( 3.15%) 72 ( 0.72%) 53 ( 1.06%) 6 ( 0.12%)

Clearly Art Maybe not ArtMaybe Art Clearly not Art

Figure 2: Left: Statistics of artistic images found during manual inspection of the SA-1B and COCO
datasets before and after applying the art filter. Right: Example images recognized as art and non-art
in our dataset.

Model architecture. Our Art-Free Diffusion model is built on a latent diffusion architecture (Rom-
bach et al., 2022b) and has three main modules: the VAE encoder, the UNET, and the Text Encoder.
To ensure that no module of our model has been exposed to art, we train both the VAE and UNET
from scratch with our Art-Free SAM dataset. The pretrained diffusion models usually use CLIP
as the text encoder (Radford et al., 2021; Patashnik et al., 2021), which is trained contrastively to
learn associations between images and text. Previous works (Kim et al., 2022) show that a CLIP
embedding can manipulate images even in unseen domains. To prevent any art-related knowledge
from leaking through the text embeddings, we instead use a language-only Text Encoder based on
BERT (Devlin et al., 2019). While the BERT may contain some conceptual knowledge of art, its
training process has no access to any visual representations or pixel data containing art, ensuring
that the model remains art-free.

(Xt , C*, t)

X!∪!!(Xt, C*, t) Target

L2
Loss

X!(Xt, C, t)

(Xt, C, t)

X!∪!!(Xt, C, t)

L2
Loss

Reconstruction

Prior preservation

Art-Free 
Diffusion

𝜃
+

Art Adapter
+

𝜃#

(Xt , C, t)
Art-Free 
Diffusion

𝜃

Figure 3: Overview of Art Adapter method. We use pairs of art examples with a caption C de-
scribing a content of the image, and a prefix “in the style of V* art” to train the low-rank adapter.
Additionally, a prior preservation loss conditioned only on the content caption C is used to preserve
the structure and the content information and make a distinction between art and natural images.
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4 ARTISTIC STYLE ADAPTER

Diffusion models (Ho et al., 2020) represent a class of generative models capable of producing high-
quality images by modeling data distributions through successive denoising steps. Intuitively, the
forward process incrementally introduces noise to the data, transforming it into Gaussian noise over
time. At any given time step, the relationship between the image and the noise can be expressed as:

Xt =
√
1− βt ·X0 + βt · ϵ (1)

where Xt represents the image at time step t, X0 is the original image, ϵ denotes Gaussian noise with
zero mean and unit variance, and βt is an increasing sequence of noise levels. During the reverse
process, the model is trained to predict and eliminate the noise ϵ at each time step to reconstruct the
original image. The learning objective can be formulated as:

min
θ

E
[
∥ϵθ(Xt, C, t)− ϵ∥2

]
(2)

where ϵθ is the model, C is the condition, which, in our case, is the text prompt. Our model adopts
the architecture of the latent diffusion model (Rombach et al., 2022b).

To train an Art-Style Adapter we collect a few examples of artworks in a specific style X0 ∈ A
and caption the content of the artwork. This can be done automatically or manually. To connect the
newly learned style information with specific tokens in the prompt, we append a text ”in the style of
V* art” to the content prompt, denoted as C∗.

To enable the model to learn this new artistic style, we fine-tune the U-Net module using LoRA (Hu
et al., 2021). For a given target artistic image, we define the following reconstruction loss:

Lrecon = ∥ϵθ∪θ′(Xt, C
∗, t)− ϵ|∥2 (3)

Where ϵθ∪θ′ is the U-Net module with the LoRA updating weights, t is the denoising time step, Xt

is the input image at time t, and ϵ is target noise. This loss function helps the model implicitly learn
the artistic style and link it to the style modification in the prompt.

Lpreservation = ∥ϵθ∪θ′(Xt, C, t)− ϵθ(Xt, C, t)|∥2 (4)

Our final loss is L = Lrecon + w · Lpreservation, where w is the hyper-parameter for preservation loss.
By combining the reconstruction loss and the preservation loss, our goal is to enhance the model’s
ability to learn and apply artistic styles while maintaining its ability to generate natural images when
no artistic style is specified. This approach enables the model to differentiate between art images and
natural images within the same content context, thus enhancing the art style learning. At inference
time, we have the ability to fine-tune the balance between style and content in the generated images
by carefully selecting the denoising time step at which the art knowledge is injected. This technique
allows us to control how much of the artistic style influences the final output. By injecting the
style information earlier in the denoising process, the generated image tends to be more stylized,
as the model has more time to integrate the artistic features throughout the denoising trajectory.
Conversely, injecting the style information at a later stage in the denoising process allows the natural
image features to dominate, producing images that retain more natural images with subtle stylistic
influences.

5 EXPERIMENTS

5.1 ART-FREE DIFFUSION

Model Architecture and Training. The architecture of our Art-Free Diffusion is based on Stable
Diffusion v1.4 (Rombach et al., 2022b). We train the VAE autoencoder from scratch, using a filtered
version of the COCO-2017 dataset and a subset of the Art-Free SAM, consisting of 219,439 images.
The training is conducted with a batch size of 24, gradient accumulation of 2, and a learning rate of
2e-4, over 15 epochs, which took approximately 16 hours.

5
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The image depicts a picturesque small 
town by a river, featuring several 

docked boats. Surrounded by trees, the 
town is near a large body of water, 

highlighting its popularity for boating 
and water activities. The serene 

composition, with trees and boats, 
underscores the town's natural beauty 

and tranquil charm.

A large, historic castle or fortress on a 
hill overlooks a lake, surrounded by a 
moat. The sunny day creates a warm 

atmosphere, highlighting the grandeur 
and majesty of the castle in this visually 

striking and memorable image.

The nighttime setting adds mystery and 
intrigue, with city lights and water 

reflections creating a captivating visual 
experience.

The image features a cityscape 
with tall buildings and a bridge 
against a cloudy sky, creating a 

moody and dramatic 
atmosphere.

The image shows people gathered 
around a cow tied to a tree in a 

grassy field. Several men are holding 
the cow with a rope, highlighting 

human-animal interaction in rural 
settings.

A large commercial passenger jet 
flies through the sky with a city 

skyline in the background, 
emphasizing the contrast between 

the aircraft and the urban 
landscape.

Figure 4: Qualitative comparison across different text-to-image models.

We train the U-Net model on the Art-Free SAM, while keeping the VAE frozen, utilizing a pre-
trained BERT base model (uncased) (Devlin et al., 2019) as the Text Encoder. We first train the
U-Net under 256 resolution on 7 H100 GPUs, with each GPU using a batch size of 300 and mixed
precision of FP16. We apply gradient accumulation of 8 and use a learning rate of 1e-4 with the
AdamW optimizer on a 7 H100 GPUs. Then we fine-tune the model under 512 resolution by addi-
tional 62,300 steps, using 4 H100 GPUs, learning rate of 5e-5 and batch size of 90, and apply 10%
dropping rate with classifier-free guidance sampling (Ho & Salimans, 2022).

Model Performance Analysis. We show qualitative comparisons of different models in Fig 4.
In Table 1, we compare the performance of three models: CommonCanvas-SC (Gokaslan et al.,
2024), Stable Diffusion v1-4, and our Art-Free Diffusion. CommonCanvas-SC employs the same
architecture as Stable Diffusion v2 and is trained on 30M commercially sourced samples from the
Creative-Commons-licensed (CC) dataset, taken about 73,800 A100 hours. Stable Diffusion v1-4,
in its final training stage, utilizes 600M image-text pairs from the LAION-Aesthetics v2 5+ dataset,
reported to be trained approximately 200,000 A100 hours (CompVis, 2022). Our Art-Free Diffusion
model is trained on approximately 9M images from the Art-Free SAM. We conduct experiments on
the test set of the Art-Free SAM (9,140 samples) and 30k samples from COCO-2017.

The evaluation results are presented in Table 1. We observe that all models perform similarly on the
Art-Free dataset. However, there is a performance gap when evaluated on the COCO dataset, which
can be attributed to several factors. First, the SAM dataset includes blurred faces and license plates
to protect the identities of individuals, which may affect performance. Second, the automatically
generated captions in the SAM dataset are significantly longer than those in the COCO dataset, in-
troducing a bias toward longer captions. Lastly, our limited resources prevented us from conducting
larger-scale training, which impacts our model’s competitiveness compared to the other two models.
We believe that increasing both the number of images and the training duration would significantly
enhance the model’s performance.

Artistic Knowledge Check In Figure 5, we conduct experiments using prompts that reference fa-
mous artworks. The results clearly demonstrate a significant difference between Stable Diffusion
v1.4 (SD1.4) and our Art-Free Diffusion. While SD1.4 successfully generates images that closely
match the queried artworks, our model produces random images with no recognizable artistic style
or elements. This stark contrast highlights the effectiveness of our approach in ensuring that our
model possesses no prior knowledge of artworks. Unlike traditional models, which inherently repli-
cate existing artistic styles, our model fundamentally lacks any embedded artistic information.

6
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Model Art-Free SAM COCO30K
Name # Images Train time (A100 Hours) CLIP ↑ FID ↓ CLIP ↑ FID ↓

CommonCanvas-SC 30M 73,800 0.27 13.66 0.27 8.23
SD1-4 600M 150,000 0.28 17.74 0.27 12.54

Art-Free Diffusion 9M 5,666 0.26 12.66 0.22 24.02

Table 1: Model performance comparison between Stable Diffusion v1-4, CommonCanvas-SC, and
Our Art-Free Diffusion. Experiments are conducted on the test sets of Art-Free SAM and 30k
samples from COCO-2017.
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"Mona Lisa" 
by Leonardo da Vinci

"The Starry Night" 
by Vincent van Gogh

"Marilyn Diptych"
by Andy Warhol

"The Kiss" 
by Gustav Klimt

"The Scream" by 
Edvard Munch

"Guernica" 
by Pablo Picasso

"Girl with Balloon" 
by Banksy

Figure 5: Our model has no prior knowledge of art. It not only fails to generate the artwork indicated
by the prompts, but its outputs also lack any apparent stylistic elements.

5.2 ART STYLE ADAPTATION

Implementation Details For the Art Style Adaptation, we use our Art Adapter with prior preserva-
tion weight w = 50, and the LoRA rank of 1, incorporating the low-rank Adapters into all attention,
linear, and convolution layers (for more details see Appendix B,Appendix C). The learning rate was
set to 2e-4 using the AdamW optimizer, and we trained for 1,000 steps with a batch size of 5 and the
DDIM noise scheduler. In the experiments, we use ‘sks’ as the V* token, which serves as a random
new token for learning a new art style concept. We select 10 artists and their works from WikiArt
to create 10 style sets, each with a distinct style. We manually choose 10 to 40 paintings from
each artist with similar color composition, brushstroke techniques, and artistic content to ensure the
artistic knowledge dataset has a consistent and coherent style.

To evaluate the art style similarity we use the CSD score (Somepalli et al., 2024), for each sample we
compute the mean score between a given generated image and the Art-Adaptation training images.
To measure the content fidelity we use the cosine similarity between content features in the generated
and original images (ViTc), further evaluating content consistency or the CLIP score to measure the
text and image alignment.

For evaluation, we sample 500 images from the Landscapes HQ(LHQ) dataset (Skorokhodov et al.,
2021), with automatically generated text caption. Our experimental setup spans across the 10 style
sets. We report the average score over the artists. To validate our results further we conducted a
user study on the Amazon Mechanical Turk. We collect pairs of examples showing our Art-Free
Diffusion with the Art Adapter for 10 different artists across Image Stylization and Art Generation
tasks. Additionally, we test how people perceive real art examples from the same artist. The task
displays three reference images demonstrating the style of an artist and a pair of examples. The
user’s task is to choose which of the two images is more similar in style to the reference images. We
include a test in the user study, that we then use to remove unreliable participants. In total we collect
1700 answers across 16 different users. We discuss the results below.

Image stylization We evaluate our method on an image stylization task, transforming image styles
while preserving content, using the LHQ dataset. Comparisons are made against SD1.4 baselines:
SD1.4 (Adapter), which uses the learned Art-Style Adapter with a new text token; SD1.4 (Text),
which queries the model using the artist’s name; and SD1.4 (Adapter + Text), combining both.
Since our model lacks direct knowledge of artist names, text guidance has limited impact, as shown
in our quantitative results. For these methods, we apply DDIM inversion to noise a real image to

7



378
379
380
381
382
383
384
385
386
387
388
389
390
391
392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408
409
410
411
412
413
414
415
416
417
418
419
420
421
422
423
424
425
426
427
428
429
430
431

Under review as a conference paper at ICLR 2025

Figure 6: Art-Free Diffusion (Adapter) changes
image style more than editing baselines, yielding
higher style scores, lower content scores, and over-
all performance similar to SD1.4 (Adapter).

38.36% 40.11%
51.43%

38.67%
58.66%

61.64% 59.89%
48.57%

61.33%
41.34%

0%

50%

100%

InstructPix2PixPlug And Play SD1-4 (Adapter) SD1-4 (Text+Adapter)SD1-4 (Text)

Art-Free Diffusion (Adapter)
Perceptual User Study: Which image is more similar in style to the reference art images?

Figure 7: Results of the Perceptual User
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Figure 8: Comparion of our method and other image stylization baselines for the artist Van Gogh.
All captions contain a suffix “in the style of Vincent van Gogh”, Our model and SD1.4 + Art Adaptor
are prompted with suffix “in the style of V* art”.

step 800, then denoise while changing the text prompt and applying the adapter where needed. We
also compare against Plug and Play (Tumanyan et al., 2023), which edits internal model features by
appending ”a painting by [artist]” to the caption, and InstructPix2Pix (Brooks et al., 2023) using the
prompt ”turn into a [artist] painting.” We also include qualitative comparison with CycleGAN (Zhu
et al., 2017) for Monet and Van Gogh.

8



432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485

Under review as a conference paper at ICLR 2025

Qualitative results for Van Gogh are shown in Fig.8, with quantitative comparisons in Fig 6. Plug
and Play and InstructPix2Pix yield slight changes to the original image as reflected in higher content
scores and lower style scores. Stable Diffusion (Text) achieves a high style score, indicating strong
model knowledge, while the Art Adapter improves results in all cases. The perceptual user study
on style is comparable with our automatic evaluation (Fig 7), participants generally preferred our
method over all baselines except Stable Diffusion with an Art Adapter. When the Art Adapter has
no extra style information beyond the Art Examples, users favored our method 48.57% of the time.
Remarkably, when participants were shown real art examples, they found our images more similar
to the artistic style 47.6% of the time, compared to 31.8% for Stable Diffusion with Adapter and
23% for Plug and Play-edited images.

Art Generation We address the task of Art Generation, focusing on creating images in a specific
artistic style. Stable Diffusion, known for its ability to replicate styles by simply prompting with
artist names, serves as a baseline due to its extensive training on artworks. We compare this to our
model in 5.2 (Right). For this evaluation we use a set of 500 captions from the LHQ dataset for
all the artists and a set of 20 automatically generated captions that relate more to the concepts from
the Art Examples (Custom Captions), we generate images with both Art-Free Diffusion (Adapters)
across 10 artists. Art-Free Diffusion (Adapter) outperforms SD1-4 (Text) in style, with CSD scores
of 0.55 and 0.47 on Custom Captions and LHQ, respectively, compared to 0.45 and 0.34 for SD1-4
(Text). However, it shows slightly lower content preservation, scoring 0.20 and 0.19 versus 0.26
and 0.22. The balance between style and content can be fine-tuned by applying the Art Adapter at
later diffusion stages (see Appendix E), though in this experiment, it is applied throughout. Notably,
Custom Captions yield higher style scores than LHQ for both models, with qualitative examples
presented in Fig. 9.

Our perceptual user study supports the style score findings, with participants preferring our method
over SD1.4 (Text) 63% of the time. Although users were tasked with selecting the image most
similar in style to real artworks, there was notable confusion. Participants chose images generated
by our method 38.8% of the time and those from SD1.4 (Text) 32% of the time, indicating that
generated images were often mistaken for real art in terms of style.
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Figure 9: Comparison of Art-Free Diffusion art generation with directly generating art images with
Stable Diffusion 1.4.

Data Attribution We find that our Art Adapter can generalize from a small Art-Style training set and
generate seemingly novel images that are coherent with the given artistic style. To better understand
which training images contributed to the synthesized image, and to check whether the art filtering
may have overlooked some art content that influenced the result, we applied the data attribution
technique proposed by (Wang et al., 2023). The results of this experiment are shown in Fig. 10. For
each generated image, we retrieved the top eight relevant images from both the Art-Free SAM and
Art-Style examples, separately. Since we explicitly expect an image in a certain style, it is natural
that the art images are ranked highly, as seen in Fig. 10 a),d). However, this method also enables us
to trace the influence of art-free training examples. For instance, in Fig. 10 b) and c), despite the very
abstract and distinctive style, we can observe which photographs of the natural world contributed
most to the generated image. Similarly, in Fig. 10 e), the generated image shows a forest with a
distinctive color palette and brushstrokes characteristic of Hokusai’s style, yet much of the content
is strongly attributed to the art-free images.
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Figure 10: Results from our data attribution experiments on synthesized art images. While the
generated images reflect the distinct artistic styles of each artist, the training images that contributed
the most came from both the Art-Free dataset and the Art-Style examples.

Introducing the Art Adapter to the Artist To explore the artistic community’s reaction to AI-
generated art, we conduct an interview with the renowned artist Alan Kenny. Upon obtaining Alan’s
permission, we train an Art Adapter on 11 artworks showing his distinctive style. We describe our
work and present Kenny with the generated images imitating his style.

In the interview, the artist expresses a blend of astonishment and familiarity when observing the
AI-generated art, remarking, “I didn’t expect [this quality] if you were using a base model of blank
canvas... you probably achieved more than I would have expected for a base model with no infor-
mation.” He acknowledges that the AI has captured aspects of his distinct style to the extent that, “if
you were to post some of these images online, I would get people texting me, ‘I see your images.’
They would spot it, and I spot it.” Despite noting that “compositionally, it is weak” and contrasting
this with his own “well thought and meticulous” compositions, he recognizes that “there are some
very positive things” in the AI’s work.

The artist describes the experience as “terrifying and a bit exciting at the same time,” specifically
pointing out how the AI imitates his signature “gradation of the landscape” and ”gradation of the
shapes.” Though he felt his style is largely captured, he admits, “there is kind of originality to them...
I see me in them, yes, very strongly... but there is an originality to some of the images.”

6 DISCUSSION

In this paper, we introduce the Art-Free Diffusion model, which explores the ability to mimic an
artistic style with minimal exposure to art. We propose a simple method for training an Art Adaptor
to achieve this goal and evaluate its performance in image stylization and art generation tasks using
both automatic metrics and a perceptual user study. Our experiments demonstrate that the model can
successfully imitate artistic styles. Additionally, we consulted a professional artist to gather expert
feedback on how well the artificial model replicates his artistic style, further validating our findings.
To support our thesis, we applied a data attribution method to understand how a model with limited
knowledge of artistic styles can still produce artistic images. The results provide intuitive insights
into how the natural world can influence and inspire art.
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SUPPLEMENTARY MATERIAL

A ARTWORK FILTERING METHODOLOGY

Our artwork filtering process operates on both image and caption levels to ensure comprehensive
coverage. For image-level filtering, we define a set of concepts to be excluded:

painting, art, artwork, drawing, sketch, illustration, sculpture, stamp, advertise-
ment, logo, installation art, printmaking art, digital art, conceptual art, mosaic art,
tapestry, abstract art, realism art, surrealism art, impressionism art, expressionism
art, cubism art, minimalism art, baroque art, rococo art, pop art, art nouveau, art
deco, futurism art, dadaism art

Figure 11 presents a histogram of CLIP scores for images associated with the word “painting” in
their captions. This distribution is derived from a subset of the SA-1B dataset, comprising 11,186
images (1/1000th of the complete SA-1B dataset).

For caption-level filtering, we exclude the following terms (case-insensitive):

painting, paintings, art, artwork, drawings, sketch, sketches, illustration, illustra-
tions, sculpture, sculptures, stamp, stamps, advertisement, advertisements, logo,
logos, installation, printmaking, digital art, conceptual art, mosaic, tapestry, ab-
stract, realism, surrealism, impressionism, expressionism, cubism, minimalism,
baroque, rococo, pop art, art nouveau, art deco, futurism, dadaism

CLIP filter keyword: painting

CLIP score

Fr
eq

ue
nc

y

Figure 11: Histogram of the CLIP score of images with the word “painting” in the caption. The dis-
tribution shown is from a subset of the SA-1B dataset. The red line represents the filtering threshold
(17) we selected. Our strict threshold aims filters out all the art, even incidental art like a picture of
a man painting.

B LORA RANK ANALYSIS

We conducted an analysis to determine the effect of LoRA rank on the art adapter’s performance.
Table 2 presents the results of our model with LoRA ranks ranging from 1 to 64. Our findings indi-
cate that LoRA rank does not significantly impact model performance. Consequently, we conclude
that setting the LoRA rank to 1 is sufficient for our experiments, which helps to optimize resource
utilization.
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Model Text Guid. Art Adaptor LoRA Rank CSD↑ LPIPS↓ ViTc↑ CLIPc↑

OURS × ✓ 1 0.41 0.63 0.28 0.19
OURS × ✓ 64 0.36 0.61 0.29 0.20

Table 2: Rank analysis of LoRA on style transfer ability. We find that the rank of LoRA does not
improve the model learning performance, even when changed from 1 to 64.

C PRIOR PRESERVATION ANALYSIS

We investigated the influence of the prior preservation loss weight (w) in the art adapter across
different models. Table 3 presents the results for Stable Diffusion and our model with varying w
values.

For our model, the prior preservation loss substantially enhances learning performance, with CSD
increasing from 0.28 to 0.41 when w is set to 50. This demonstrates that the preservation loss
effectively aids the model in distinguishing between art images and natural images. The effect
remains robust across different weight values, with performance remaining nearly constant when w
is set to 20 or 100 (up to 0.03 difference in CSD).

Model Text Art Adaptor CSD↑ LPIPS↓ ViTc↑ CLIPc↑
Guid. Rec. Priorw

OURS × ✓ 0 0.28 0.59 0.32 0.19
OURS × ✓ 20 0.39 0.63 0.27 0.18
OURS × ✓ 50 0.41 0.63 0.28 0.19
OURS × ✓ 100 0.38 0.61 0.29 0.20

Table 3: Analysis of prior preservation loss weight (w) on our model. Experiments are conducted
on style transfer, with noise added at the 800th time step.

D ART-AGNOSTIC MODEL VERIFICATION

To verify the art-agnostic nature of our model, we conducted a textual inversion experiment as
suggested by Pham et al. (2023). Figure 12 illustrates that our model fails to produce the target style
using textual inversion, further confirming its lack of prior artistic knowledge.

Snow-covered mountain peak behind a field of leafless brown bushes in the style of V* art

Our model SD1-4
Textual Inversion - van Gogh

Figure 12: Through textual inversion using paintings by van Gogh, we found that, unlike SD1-
4, our model cannot generate images in the corresponding style. This indicates that our model
cannot be hacked to generate artwork through prompt space searching, demonstrating it has no prior
knowledge of art.

D.1 MODEL EDITING AND CONTROLLING ABILITY

Despite being trained on a significantly smaller and less diverse dataset limited to natural images, our
art-agnostic model demonstrates comparable editing and control capabilities to competitive models.
This is evident in both single-image editing and customization experiments.
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In Figure 13, we qualitatively illustrate the single-image editing process using the Plug-and-Play
method (Tumanyan et al., 2023) applied to our model. We provide editing examples on both real
and generated images, demonstrating the model’s ability to replace a pyramid with a large mountain,
both with and without the artistic adapter (weight 1.5) of van Gogh.

Input Real Image

A large mountain under 
a cloud blue sky

A large mountain under 
a cloud blue sky in the 
style of V* art

Input Generated Image

Figure 13: Plug-and-Play editing on our model. We provide both editing on real and generated image
examples. We replace a pyramid to a large mountain both without and with the artistic adaptor of
van Gogh.

Furthermore, we demonstrate our model’s customization abilities using the Dreambooth technique
(Ruiz et al., 2023). We learned the concept of a barn using 7 training images from the Custom-
Concept101 dataset (Kumari et al., 2023b). The model was trained to generate the barn in various
contexts, utilizing 200 prior samples from Stable Diffusion v1-4, with a prior preservation loss of
1.0, a learning rate of 5e-6, and 250 training steps on 2 GPUs.

Target Images V* barn in fall season 
with leaves all around

V* barn at a beach 
with a view of the seashore

Photo of the V* barn with
the sun rising in the sky

Figure 14: Dreambooth editing on our model. We send 7 barn example images to the model and ask
it to generate the barn in various contexts.

E ADAPTER TIME STEP ANALYSIS

We analyzed the effect of the adapter time step on art generation results. Figure 15 shows the art
generation outcomes with different adapter time steps. Intuitively, the model generates more style
information when the adapter starts earlier (left) and more content information when the adapter
starts later (right).
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Training images

Artist: Derain Art Generation

Adaptor step: From Gaussian Noise 800 600 None

Waves crashing 
against a rocky cliff 
in the style of V* art

Forest scene with 
sunlight filtering 
through tall trees in 
the style of V* art

Sunset over a calm 
sea with palm trees 
on the horizon in 
the style of V* art

Open gate with an 
arch covered in 
green plants 
leading to a 
pathway in the style 
of V* art

Figure 15: Art generation results with different adaptor time steps. The larger the time step, the
earlier the adaptor starts, the more style information is generated. “From Gaussian Noise” means
the art adaptor is used in the whole generation process.
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F ADDITIONAL ART GENERATION RESULTS

We present additional art generation results (including both art generation and image stylization)
and examples of the training images in Figures 16–25. These results demonstrate our model’s ca-
pabilities across various artistic styles, including Corot, Derain, Hokusai, Klimt, Matisse, Monet,
Picasso, Richter, van Gogh, and Warhol.

Training images

Artist: Corot Art Generation

A baker delivering 
fresh bread in a 
quaint village with 
picturesque 
cottages in the 
style of V* art

Market scene with 
vendors selling 
their goods in a 
square surrounded 
by historic 
buildings in the 
style of V* art

Villagers 
celebrating a 
wedding outside a 
chapel with a 
steeple and bell 
tower in the style of 
V* art

Children feeding 
ducks in a pond 
surrounded by 
flowering shrubs 
and trees in the 
style of V* art

Training images

Artist: Corot

Ref Image Generated Image

Waves crashing 
against a rocky cliff 
in the style of V* art

Forest scene with 
sunlight filtering 
through tall trees in 
the style of V* art

Sunset over a calm 
sea with palm trees 
on the horizon in 
the style of V* art

Open gate with an 
arch covered in 
green plants 
leading to a 
pathway in the style 
of V* art

Image Stylization

Figure 16: Qualitative results of learning the artistic style of Camille Corot. (Left) Art Generation,
(Right) Image Stylization.

Training images

Artist: Derain Art Generation

People kayaking in 
green water 
surrounded by 
blooming lotus 
flowers in the style 
of V* art

Two colorful 
sailboats navigating 
through turquoise 
waves near the 
shore in the style of 
V* art

A lively beach 
scene with 
surfboards and 
people sunbathing 
under umbrellas in 
the style of V* art

Coastal fishing spot 
with boats 
anchored and 
anglers casting 
lines in the style of 
V* art

Training images

Artist: Derain

Ref Image Generated Image

Waves crashing 
against a rocky cliff 
in the style of V* art

Forest scene with 
sunlight filtering 
through tall trees in 
the style of V* art

Sunset over a calm 
sea with palm trees 
on the horizon in 
the style of V* art

Open gate with an 
arch covered in 
green plants 
leading to a 
pathway in the style 
of V* art

Image Stylization

Figure 17: Qualitative results of learning the artistic style of André Derain. (Left) Art Generation,
(Right) Image Stylization.

18



972
973
974
975
976
977
978
979
980
981
982
983
984
985
986
987
988
989
990
991
992
993
994
995
996
997
998
999
1000
1001
1002
1003
1004
1005
1006
1007
1008
1009
1010
1011
1012
1013
1014
1015
1016
1017
1018
1019
1020
1021
1022
1023
1024
1025

Under review as a conference paper at ICLR 2025

Training images

Artist: Hokusai Art Generation

Woman in 
traditional dress 
standing on a 
hillside admiring a 
distant village in the 
style of V* art

Two men and one 
woman strolling 
through a serene 
garden in the style 
of V* art

Group of 
individuals in 
festive robes 
walking near a 
picturesque lake in 
the style of V* art

Birds flying over a 
bridge with three 
people in 
ceremonial 
kimonos in the style 
of V* art

Ref Image Generated Image

Training images

Artist: Hokusai

Waves crashing 
against a rocky cliff 
in the style of V* art

Forest scene with 
sunlight filtering 
through tall trees in 
the style of V* art

Sunset over a calm 
sea with palm trees 
on the horizon in 
the style of V* art

Open gate with an 
arch covered in 
green plants 
leading to a 
pathway in the style 
of V* art

Image Stylization

Figure 18: Qualitative results of learning the artistic style of Hokusai. (Left) Art Generation, (Right)
Image Stylization.

Training images

Artist: Klimt Art Generation

A charming stone 
cottage surrounded 
by vibrant roses in 
full bloom in the 
style of V* art

Coastal village with 
colorful houses and 
boats reflected on 
calm waters in the 
style of V* art

An old mill with a 
wooden wheel, 
nestled in a verdant 
forest in the style of 
V* art

Rustic fence 
adorned with 
blooming vines, 
overlooking a 
scenic valley in the 
style of V* art

Training images

Ref Image Generated Image

Artist: Klimt

Waves crashing 
against a rocky cliff 
in the style of V* art

Forest scene with 
sunlight filtering 
through tall trees in 
the style of V* art

Sunset over a calm 
sea with palm trees 
on the horizon in 
the style of V* art

Open gate with an 
arch covered in 
green plants 
leading to a 
pathway in the style 
of V* art

Image Stylization

Figure 19: Qualitative results of learning the artistic style of Gustav Klimt. (Left) Art Generation,
(Right) Image Stylization.
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Training images

Artist: Matisse Art Generation

Abstract painting 
featuring geometric 
shapes and a red 
dragonfly in the 
style of V* art

Composition of 
multicolored 
triangles with a 
stylized butterfly at 
the center in the 
style of V* art

Colorful patchwork 
of squares and 
circles, including 
an abstract tree in 
the style of V* art

Array of differently 
colored blocks 
each containing a 
white starfish 
against solid 
backgrounds in the 
style of V* art

Training images

Artist: Matisse

Ref Image Generated Image

Waves crashing 
against a rocky cliff 
in the style of V* art

Forest scene with 
sunlight filtering 
through tall trees in 
the style of V* art

Sunset over a calm 
sea with palm trees 
on the horizon in 
the style of V* art

Open gate with an 
arch covered in 
green plants 
leading to a 
pathway in the style 
of V* art

Image Stylization

Figure 20: Qualitative results of learning the artistic style of Henri Matisse. (Left) Art Generation,
(Right) Image Stylization.

Training images

Artist: Monet Art Generation

Clear pond 
reflecting bright 
green trees and 
scattered blossoms 
in the style of V* art

Idyllic park scene 
with a variety of 
flowering bushes 
near a pond in the 
style of V* art

Shadows cast by 
tall trees over a 
flourishing garden 
by a river in the 
style of V* art

Reflective pond 
surface mirroring a 
kaleidoscope of 
spring flowers in 
the style of V* art

Ref Image Generated Image

Training images

Artist: Monet

Waves crashing 
against a rocky cliff 
in the style of V* art

Forest scene with 
sunlight filtering 
through tall trees in 
the style of V* art

Sunset over a calm 
sea with palm trees 
on the horizon in 
the style of V* art

Open gate with an 
arch covered in 
green plants 
leading to a 
pathway in the style 
of V* art

Image Stylization

Figure 21: Qualitative results of learning the artistic style of Claude Monet. (Left) Art Generation,
(Right) Image Stylization.
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Training images

Artist: Picasso Art Generation

Close-up of a face 
with one eye 
obscured and 
vibrant hair colors 
in the style of V* art

Group of friends 
playing cards at a 
vividly decorated 
table in the style of 
V* art

A person in a yellow 
sweater holding a 
brush up to an 
abstract canvas in 
the style of V* art

A woman flipping 
through a magazine 
in a bright, 
patterned room in 
the style of V* art

Ref Image Generated Image

Training images

Artist: Picasso

Waves crashing 
against a rocky cliff 
in the style of V* art

Forest scene with 
sunlight filtering 
through tall trees in 
the style of V* art

Sunset over a calm 
sea with palm trees 
on the horizon in 
the style of V* art

Open gate with an 
arch covered in 
green plants 
leading to a 
pathway in the style 
of V* art

Image Stylization

Figure 22: Qualitative results of learning the artistic style of Pablo Picasso. (Left) Art Generation,
(Right) Image Stylization.

Training images

Artist: Richter Art Generation

Vertical streaks of 
orange and purple 
across a textured 
canvas in the style 
of V* art

Layers of thick 
paint with a 
gradient from cool 
to warm tones in 
the style of V* art

Artistic 
arrangement of 
overlapping green, 
blue, and yellow 
brushstrokes in the 
style of V* art

Multi-layered paint 
with a mix of pink, 
red, and white in 
the style of V* art

Ref Image Generated Image

Training images

Artist: Richter

Waves crashing 
against a rocky cliff 
in the style of V* art

Forest scene with 
sunlight filtering 
through tall trees in 
the style of V* art

Sunset over a calm 
sea with palm trees 
on the horizon in 
the style of V* art

Open gate with an 
arch covered in 
green plants 
leading to a 
pathway in the style 
of V* art

Image Stylization

Figure 23: Qualitative results of learning the artistic style of Gerhard Richter. (Left) Art Generation,
(Right) Image Stylization.
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Training images

Artist: van Gogh Art Generation

Charming village 
square with market 
stalls and chatting 
villagers in the style 
of V* art

Field of tall grasses 
swaying beside a 
weathered 
farmhouse in the 
style of V* art

Curving path 
through fields of 
lavender leading to 
a country house in 
the style of V* art

Quaint street café 
under festive string 
lights in the evening 
in the style of V* art

Training images

Artist: van Gogh

Ref Image Generated Image

Waves crashing 
against a rocky cliff 
in the style of V* art

Forest scene with 
sunlight filtering 
through tall trees in 
the style of V* art

Sunset over a calm 
sea with palm trees 
on the horizon in 
the style of V* art

Open gate with an 
arch covered in 
green plants 
leading to a 
pathway in the style 
of V* art

Image Stylization

Figure 24: Qualitative results of learning the artistic style of Vincent van Gogh. (Left) Art Genera-
tion, (Right) Image Stylization.

Training images

Artist: Warhol Art Generation

A figure with a 
bright yellow face 
focused on painting 
in the style of V* art

A man with abstract 
facial features and 
a multicolored 
background in the 
style of V* art

Blue horse with a 
golden mane 
standing in the style 
of V* art

Woman with short 
hair sketching a 
portrait in the style 
of V* art

Training images

Artist: Warhol

Ref Image Generated Image

Waves crashing 
against a rocky cliff 
in the style of V* art

Forest scene with 
sunlight filtering 
through tall trees in 
the style of V* art

Sunset over a calm 
sea with palm trees 
on the horizon in 
the style of V* art

Open gate with an 
arch covered in 
green plants 
leading to a 
pathway in the style 
of V* art

Image Stylization

Figure 25: Qualitative results of learning the artistic style of Andy Warhol. (Left) Art Generation,
(Right) Image Stylization.
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