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Abstract

With the rise of online abuse, the NLP com-001
munity has begun investigating the use of neu-002
ral architectures to generate counterspeech that003
can “counter” the vicious tone of such abusive004
speech and dilute/ameliorate their rippling ef-005
fect over the social network. However, most006
of the efforts have so far been primarily fo-007
cused on English. To bridge the gap for low-008
resource languages such as Bengali and Hindi,009
we create a benchmark dataset of 5,062 abusive010
speech/counterspeech pairs, of which 2,460011
pairs are in Bengali, and 2,602 pairs are in012
Hindi. We implement several baseline models013
considering various interlingual transfer mecha-014
nisms with different configurations to generate015
suitable counterspeech to set up an effective016
benchmark1. We observe that the monolin-017
gual setup yields the best performance. Further,018
using synthetic transfer, language models can019
generate counterspeech to some extent; specif-020
ically, we notice that transferability is better021
when languages belong to the same language022
family.023

1 Introduction024

The rise of online hostility has become an ominous025

issue endangering the safety of targeted people and026

groups and the welfare of society as a whole (Statt,027

2017; Vedeler et al., 2019; Johnson et al., 2019).028

Therefore, to mitigate the widespread use of such029

hateful content, social media platforms generally030

rely on content moderation, ranging from deletion031

of hostile posts, shadow banning, suspension of the032

user account, etc. (Tekiroglu et al., 2022). How-033

ever, these strategies could impose restrictions on034

freedom of expression (Myers West, 2018). Hence035

one of the alternative approaches to combat the036

rise of such hateful content is counterspeech (CS).037

CS is defined as a non-negative direct response to038

abusive speech (AS) that strives to denounce it by039

diluting its effect while respecting human rights.040

1We will make our code and dataset public for others

It has already been observed that many NGOs 041

are deploying volunteers to respond to such hateful 042

posts to keep the online space healthy (Chung et al., 043

2019). Even social media platforms like Facebook 044

have developed guidelines for the general public to 045

counter abusive speech online2. However, due to 046

the sheer volume of abusive content, it is an ambi- 047

tious attempt to manually intervene all hateful posts. 048

Thus, a line of NLP research focuses on semi or 049

fully-automated generation models to assist volun- 050

teers involved in writing counterspeech (Tekiroglu 051

et al., 2020; Chung et al., 2020; Fanton et al., 2021; 052

Zhu and Bhat, 2021). These generation models 053

seek to minimize human intervention by providing 054

ideas to the counter speakers that they can further 055

post-edit if required. 056

However, the majority of these studies are con- 057

centrated on the English language. Hence effort 058

is needed to develop datasets and language mod- 059

els (LMs) for low-resource languages. In the 060

past few years, several smearing incidents, such 061

as online anti-religious propaganda, cyber harass- 062

ment, smearing movements, etc., have been ob- 063

served in Bangladesh and India (Das et al., 2022a). 064

Bangladesh has more than 150 million people with 065

Bengali as the official language3, and India has 066

more than 1.3 billion people, with Hindi and En- 067

glish as the official language4. So far, several 068

works have been done to detect malicious content 069

in Bengali and Hindi (Mandl et al., 2019; Das et al., 070

2022b). However, no work has been done to gener- 071

ate automatic counterspeech for these languages. 072

Our key contributions in this paper are as fol- 073

lows. 074

• To bridge the research gap, in this paper, we 075

develop a benchmark dataset of 5,062 AS-CS 076

pairs, of which 2,460 pairs are in Bengali and 077

2,602 pairs are in Hindi. We further label the 078

2https://counterspeech.fb.com/en/
3https://en.wikipedia.org/wiki/Bangladesh
4https://en.wikipedia.org/wiki/India
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type of CS being used (Benesch et al., 2016b).079

• We experiment with several transformer-based080

baseline models for CS generation consider-081

ing GPT2, MT5, BLOOM, ChatGPT, etc. and082

evaluate several interlingual mechanisms.083

• We observe that overall the monolingual set-084

ting yields the best performance across all085

the setups. Further, we notice that transfer086

schemes are more effective when languages087

belong to the same language family.088

2 Related works089

This section briefly discusses the relevant work for090

abusive speech countering on social media plat-091

forms and the existing methodologies for CS gen-092

eration strategies.093

Online abuse countering: A series of works have094

investigated online abusive content, aiming to study095

the online diffusion of abuse (Mathew et al., 2019a)096

and creating datasets for abuse detection (David-097

son et al., 2017; Mandl et al., 2019; Das et al.,098

2022b) considering several multilingual languages.099

In many cases such detection models are used to100

censor abusive content which may curb the freedom101

of speech (Myers West, 2018). Therefore as an al-102

ternative, NGOs have started employing volunteers103

to counter online abuse (Chung et al., 2019). Previ-104

ous studies on countering abusive speech cover105

several aspects of CS, including defining coun-106

terspeech (Benesch et al., 2016a), studying their107

effectiveness (Wright et al., 2017), and linguisti-108

cally characterizing online counter speakers’ ac-109

counts (Mathew et al., 2019b).110

CS dataset: So far, several strategies have been fol-111

lowed for the collection of counterspeech datasets.112

Mathew et al. (Mathew et al., 2019b) crawled com-113

ments from Youtube with the replies to that com-114

ments and manually annotated the hateful posts115

along with the counterspeech responses. Chung116

et al. (Chung et al., 2019) created three multilin-117

gual datasets in English, French, and Italian. To118

construct the dataset, the authors asked native ex-119

pert annotators to write hate speech, and with the120

effort of more than 100 operators from three dif-121

ferent NGOs, they built the overall dataset. Fan-122

ton et al. (Fanton et al., 2021) proposed a novel123

human-in-the-loop data collection process in which124

a generative language model is refined iteratively.125

To our knowledge, no dataset has been built for126

low-resource languages such as Bengali and Hindi;127

therefore, in this work, we construct a new bench-128

mark dataset of 5,062 AS-CS pairs for two Indic 129

languages – Bengali and Hindi. 130

CS generation: Several studies have been con- 131

ducted for the generation of effective counter- 132

speech. Qian et al. (Qian et al., 2019) employ a 133

mix of automatic and human interventions to gen- 134

erate counternarratives. Tekiroglu et al. (Tekiroglu 135

et al., 2020) presented novel techniques to gen- 136

erate counterspeech using a GPT-2 model with 137

post-facto editing by the experts/annotator groups. 138

Zhu and Bhat (Zhu and Bhat, 2021) suggested 139

an automated pipeline of candidate CS genera- 140

tion and filtering. Chung et al. (Chung et al., 141

2020) investigated the generation of Italian CS to 142

fight online hate speech. Recently Tekiroglu et 143

al. (Tekiroglu et al., 2022) performed a compar- 144

ative study of counter-narratives generations con- 145

sidering several transformer-based models such as 146

GPT-2, T5, etc. So far, no work has examined the 147

generation of counterspeech for under-resourced 148

languages such as Bengali and Hindi; therefore, we 149

attempt to fill this critical gap by benchmarking 150

various transformer-based language models. 151

3 Dataset creation 152

3.1 Seed sets 153

Data collection & sampling: To create the CS 154

dataset, we need a seed set of abusive posts for 155

which the counterspeech could be written. For this 156

purpose, we first create a set of abusive lexicons for 157

Bengali and Hindi. We search for tweets using the 158

Twitter API containing phrases from the lexicons, 159

resulting in a sample of 100K tweets for Bengali 160

and 200K for Hindi. The presence of an abusive 161

lexicon in a post does not ensure that the post is 162

abusive; therefore, we randomly sample around 3K 163

data points from both languages and annotate the 164

sample dataset to find out the abusive tweets. 165

Annotation: We define a post as abusive if it de- 166

humanizes or incites harm toward an individual or 167

a community. It can be done using derogatory or 168

racial slur words within the post targeting a person 169

based on protected attributes such as race, religion, 170

ethnic origin, sexual orientation, disability, or gen- 171

der (Gupta et al., 2022). Based on the defined 172

guidelines, two PhD students annotated the posts 173

as abusive or non-abusive. Both students have ex- 174

tensive prior experience working with malicious 175

content on social media. After completing the an- 176

notation, we remove the conflicting cases and keep 177

the posts labeled as abusive by both annotators. To 178
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measure the annotation quality, we compute the179

inter-annotator agreement achieving a Cohen’s κ180

of 0.799. Additionally, to increase the diversity of181

abusive speech in the dataset, we randomly select182

some annotated abusive speech data points from183

existing annotated datasets for both Bengali (Das184

et al., 2022b) and Hindi (Mandl et al., 2019).185

3.2 Guidelines for writing counterspeech186

Before writing the counterspeech, we develop a187

set of guidelines that the annotators have to follow188

to make the writing effective. We define counter-189

speech as any direct response to abusive or hateful190

speech which seeks to undermine it without ha-191

rassing or using an aggressive tone towards the192

hateful speaker. There could be several techniques193

to counter abusive speech. Benesch et al. (Benesch194

et al., 2016a) defines eight strategies that speakers195

typically use to counter such speech. However, not196

all of these strategies effectively reduce the prop-197

agation of abusive speech. A counterspeech can198

be deemed successful if it has a positive impact on199

the hateful speaker. Therefore, the authors further200

recommended strategies that can facilitate positive201

influence. As a result, we instructed the annota-202

tors to follow the following strategies: warning of203

consequences, pointing out hypocrisy, shaming &204

labeling, affiliation, empathy, and humor & sar-205

casm (see Appendix A for more details).206

Annotation process: We use the Amazon Mechan-207

ical Turk (AMT) developer sandbox for our anno-208

tation task. For the annotation process, we hire 11209

annotators, including undergraduate students and210

researchers in NLP: seven were males, four were211

females, and all were 24 to 30 years old. Among212

the 11 annotators, seven are native Hindi speakers,213

and four are native Bengali speakers. We give them214

three Indian rupees as compensation for writing215

each counterspeech. Two expert PhD students led216

the overall annotation process.217

3.3 Dataset Creation Steps218

Before starting with the actual annotation, we need219

a gold-label dataset to train the annotators. Initially,220

we wrote 20 counterspeech per language, which221

have been used to train the annotators. We schedule222

several meetings with the annotators to make them223

understand the guidelines and the drafted examples.224

Pilot annotation: We conduct a pilot annotation225

on a subset of 10 abusive speech, which helped226

the annotators understand the counterspeech writ-227

ing process task. We instruct the annotators to228
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Figure 1: Distribution of the different types of CS based on
human annotations.

write counterspeech for an abusive speech accord- 229

ing to the annotation guidelines. We told them 230

to keep the annotation guidelines open in front of 231

them while writing the counterspeech to have better 232

clarity about the writing strategies. After the pi- 233

lot annotation, we went through the counterspeech 234

writings and manually checked to verify the an- 235

notators’ understanding of the task. We observe 236

that although the written counterspeech is appropri- 237

ate, sometimes, the annotators mislabel the strategy. 238

We consult with them regarding their incorrect strat- 239

egy labeling so that they could rectify them while 240

doing the subsequent annotations. The pilot an- 241

notation is a crucial stage for any dataset creation 242

process as these activities help the annotators better 243

understand the task by correcting their mistakes. In 244

addition, we collect feedback from annotators to 245

enrich the main annotation task. 246

Main Annotation: After the pilot annotation stage, 247

we proceed with the main annotation task. We gave 248

them 20 abusive speech posts per week for writ- 249

ing the counterspeech. Since consuming a lot of 250

abusive content, can have a negative psychologi- 251

cal impact on the annotators, we kept the timeline 252

relaxed and suggested they take at least 5 minute 253

break after writing each counterspeech. Finally, 254

we also had regular meetings with them to ensure 255

that they did not have any adverse effects on their 256

mental health. Our final dataset consists of 5,062 257

AS-CS pairs, of which 2,460 pairs are in Bengali 258

and 2,602 pairs are in Hindi. We show the distribu- 259

tion of the different types of CS in Figure 1. 260

4 Methodology 261

4.1 Baseline models 262

In this section, we discuss the models we imple- 263

ment for the automatic generation of counterspeech. 264

We experiment with a wide range of models. 265
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GPT-2: GPT-2 (Radford et al., 2019) is an unsuper-266

vised generative model released by OpenAI only267

supports the English language. Our focus is to268

generate counterspeech for non-English language.269

Therefore to generate counterspeech for Hindi, we270

use the GPT2-Hindi (GPT2-HI) (Parmar) model,271

and for Bengali, we use the GPT2-bengali (GPT2-272

BN) (Community) model published on Hugging-273

face. (Wolf et al., 2019).274

T5-based models: mT5 (Xue et al., 2020), a multi-275

lingual variant of T5, is an encoder-decoder model276

pre-trained on 101 languages released by Google.277

The mT5 model has five variants, and we use the278

mT5-base variant for our experiments. For the279

Hindi language, we also use a fine-tuned mT5-280

base model, docT5query-Hindi (Nogueira et al.,281

2019), which is trained on a (query passage) from282

the mMARCO dataset. For Bengali, we also ex-283

periment with the BanglaT5 (Bhattacharjee et al.,284

2022) model, which is pre-trained with a clean cor-285

pus of 27.5 GB Bengali data.286

BLOOM: BLOOM (Scao et al., 2022) is an au-287

toregressive large language model developed to288

continue text from a prompt utilizing highly effi-289

cient computational resources on vast amounts of290

text data, can be trained to accomplish text tasks291

it has not been explicitly instructed for by casting292

them as text generation tasks.293

ChatGPT: ChatGPT (OpenAI, 2023) is a robust294

large language model developed by OpenAI, ca-295

pable of performing various natural language pro-296

cessing tasks such as question answering, language297

translation, text completion, and many more.298

4.2 Interlingual transfer mechanisms299

We perform three sets of experiments to check how300

different models perform under various settings.301

Specially, we investigate the benefits of using silver302

label counterspeech datasets to improve the perfor-303

mance of the language models for better counter-304

speech generation. Below we illustrate the details305

of these experiments5.306

Monolingual setting: In this setting, we use the307

same language’s gold data points for training, val-308

idation, and testing for the counterspeech genera-309

tion. This scenario generally emerges in the real310

world, where monolingual datasets are developed311

and utilized to create classification models, genera-312

5For ChatGPT, we only generate CSs in a zero-shot setting.
We refrained from fine-tuning due to budget constraints and
high computational resource requirements, making it imprac-
tical to conduct such experiments.

tion models, or models for any other downstream 313

task. Simulating this scenario is more expensive as 314

the gold label dataset has to be built from scratch. 315

In our case, it is the AS-CS dataset. 316

Joint training: In this setup, while training a 317

model, we combine the datasets of both the Ben- 318

gali and Hindi languages. The idea is, even though 319

the characters and words used to represent different 320

languages vary, how will these language generation 321

models perform if one wants to create a generaliz- 322

able model to handle counterspeech generation for 323

multiple languages? 324

Synthetic transfer: Due to the less availability of 325

datasets in low-resource languages, in this strat- 326

egy, we experiment with whether resource-rich lan- 327

guages can be helpful if we translate them into 328

low-resource languages and build the generation 329

model from scratch. Further, we experiment that 330

even if some low-resource language datasets are 331

available belonging to the same language commu- 332

nity, will it be helpful to generate suitable coun- 333

terspeeches for other languages? To accomplish 334

this, we use one of the experts annotated English 335

CS datasets (Fanton et al., 2021) (typically con- 336

structed with a human-in-the-loop) and translate it 337

into Hindi and Bengali to develop synthetic (silver) 338

counterspeech datasets. Also, we translate the Ben- 339

gali AS-CS pairs to Hindi and vice-versa to check 340

language transferability between the same language 341

community. In summary, we create the following 342

four synthetic datasets: EN → BN, HI → BN, EN 343

→ HI, and BN → HI6. We use Google Translate 344

API7 to perform the translation. Next using the 345

synthetic counterspeech dataset, we build our gen- 346

eration model. In the zero-shot setting (STx0), we 347

do not use any gold target instances. In a related 348

few-shot setting, we allow n = 100 and 200 pairs 349

from the available gold AS-CS pairs to fine-tune 350

the generation models. These are called STx1 and 351

STx2. 352

4.3 Experimental setup 353

This section describes the training and evaluation 354

approach followed for the language generation 355

models. 356

4.3.1 Training 357

All models except ChatGPT were evaluated using 358

the same 70:10:20 train, validation, and test split, 359

ensuring no repetition of AS across sets. For the 360

6Languages are represented by ISO 639-1 codes.
7https://cloud.google.com/translate
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Bengali

Model Overlap BERT SC Diversity Novelty Abuse Human evaluation
B-2 B-3 M ROU - - - SUI SPE GRM CHO

GPT2-BN 0.053 0.039 0.098 0.166 0.665 0.598 0.807 0.856 3.07 2.75 3.47 0.74
mT5-base 0.117 0.099 0.093 0.178 0.731 0.314 0.637 0.964 3.65 3.07 4.03 0.90
BanglaT5 0.130 0.102 0.119 0.209 0.724 0.549 0.714 0.972 3.74 3.15 3.77 0.88
BLOOM 0.093 0.084 0.067 0.139 0.732 0.014 0.567 0.991 3.73 3.05 4.42 0.90
ChatGPT 0.024 0.019 0.069 0.094 0.661 0.850 0.914 0.746 2.58 2.44 3.83 0.615

Hindi
GPT2-HI 0.101 0.067 0.140 0.244 0.651 0.510 0.778 0.641 2.96 3.12 3.10 0.72
mT5-base 0.175 0.123 0.133 0.245 0.715 0.365 0.674 0.902 3.47 3.15 4.26 0.92
docT5query 0.140 0.103 0.110 0.221 0.698 0.399 0.774 0.608 2.75 2.43 4.16 0.60
BLOOM 0.145 0.108 0.103 0.202 0.712 0.064 0.637 0.917 3.58 3.16 4.69 0.94
ChatGPT 0.070 0.040 0.166 0.261 0.673 0.752 0.820 0.743 2.08 2.48 4.04 0.54

Table 1: Quantitative results of fine-tuned models (monolingual setting) . BERT SC: BERTScore, docT5query:
docT5query-Hindi.

Bengali

Model Overlap BERT SC Diversity Novelty Abuse Human evaluation
B-2 B-3 M ROU - - - SUI SPE GRM CHO

mT5-base 0.101 0.087 0.076 0.150 0.718 0.401 0.692 0.967 3.14 2.71 4.25 0.85
BLOOM 0.078 0.071 0.070 0.167 0.727 0.033 0.597 0.980 3.25 2.67 4.82 0.91

Hindi
mT5-base 0.174 0.125 0.129 0.238 0.713 0.391 0.695 0.893 3.38 3.28 4.34 0.80
BLOOM 0.089 0.076 0.073 0.161 0.717 0.007 0.593 0.945 2.99 2.73 3.94 0.95

Table 2: Quantitative results of the fine-tuned models (joint training). BERT SC: BERTScore.

synthetic transfer learning experiments, we split361

the synthetic datasets into an 85:15 train-validation362

split. The test set remains exactly the same 20%363

held out split as earlier. We use 100 and 200 AS-364

CS gold pairs to further fine-tune the model for the365

few-shot transfer learning experiments. We make366

three different random sets for each target dataset367

to make our evaluation more effective and report368

the average performance.369

Table 3: Examples of AS-CS pairs generated by some of the
models (monolingual setting).

We use a simple regex-based preprocessing370

pipeline to remove special characters, URLs, emo-371

jis, etc. We limit the maximum length of AS-CS372

pairs to 400 to include both long and short texts.373

For the GPT-based and BLOOM models, we follow374

an autoregressive text generation approach where375

we separate AS and CS pairs by ‘EOS BOS’ token376

to guide the generation to predict suitable CS. For377

the T5-based models, we use the ‘counterspeech’378

token as the prompt for input and annotated coun-379

terspeech as output (more details in Appendix B).380

One limitation of ChatGPT is the current inabil- 381

ity to fine-tune the model. Given this limitation, 382

our approach to addressing the specific problem 383

of generating counter-speech for abusive language 384

involves crafting well-designed prompts; we aim 385

to generate counter-speech responses for a given 386

abusive speech. We structure the prompts as fol- 387

lows: “Please write a counter speech in <language 388

name> for the provided abusive speech in <lan- 389

guage name>: abusive speech”. Using this prompt, 390

we generate CSs for the test set that was used in all 391

the other models. 392

4.3.2 CS generation 393

Following previous research (Tekiroglu et al., 394

2022), in our experiments, we use the following 395

parameters as default: beam search with five beams 396

and repetition penalty = 2; top-k with k = 40; top- 397

p with p = .92; min_length = 20 and max_length 398

= 300. We also use sampling to get more diverse 399

generations. We did not need to use any of these 400

parameters for the ChatGPT model. Instead, we 401

passed only the prompt and the AS for which CS 402

had to be generated. We show examples of some 403

generated CSs in Table 3. 404

4.4 Evaluation metric 405

We consider several metrics to evaluate various as- 406

pects of counterspeech generation. For all metrics, 407

higher is better and the best performance in each 408

column is marked in bold, and the second best is 409

underlined. 410
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Overlap metrics: These metrics evaluate the qual-411

ity of the generation model by comparing the n-412

gram similarity of the generated outputs to a set of413

reference texts. We use the counterspeech produced414

by the various models as candidates and our human415

written counterspeech as ground truths. To mea-416

sure how closely the generated counterspeech re-417

sembles the ground truth counterspeech, we specif-418

ically employ BLEU (B-2, B-3), METEOR(M),419

and ROUGE-1 (ROU).420

Diversity metrics: They are used to measure if421

the generation model produces diverse and novel422

counterspeech. We employ Jaccard similarity to423

compute the amount of novel content present in the424

generated CS compared to the ground truth.425

Abusiveness: Finally, to measure426

the abusiveness of a text, we use427

indic-abusive-allInOne-MuRIL model (Das428

et al., 2022a) trained on eight different Indic429

languages in two classes – abusive and non-abusive.430

We report the confidence between 0-1 for the431

non-abusive class.432

BERTScore: It is an automatic evaluation met-433

ric for text generation. Analogously to common434

metrics, BERTScore (Zhang et al., 2019a) com-435

putes a similarity score for each token in the can-436

didate sentence with each token in the reference437

sentence. However, instead of exact matches,438

we compute token similarity using contextual em-439

beddings. BERTScore correlates better with hu-440

man judgments and provides stronger model se-441

lection performance than existing metrics. We442

compute BERTscore initialized with the bert-base-443

multilingual-cased model (Zhang* et al., 2020).444

Human evaluation metrics: Despite being diffi-445

cult to collect, human assessments furnish a more446

accurate evaluation and a deeper understanding447

than automatic metrics. Following the previous448

studies (Chung et al., 2020; Tekiroglu et al., 2022),449

we also conduct a human evaluation to compare450

the generation quality of the models under vari-451

ous settings. We use the following dimensions for452

the assessment of generated counterspeech. Suit-453

ableness (SUI) measures how suitable the gener-454

ated CS is in response to the input AS in terms of455

semantic relatedness and guidelines. Specificity456

(SPE) measures how specific are the explanations457

obtained by the generated CS as a response to458

the input AS. Grammaticality (GRM) measures459

how grammatically accurate the generated CS is.460

Choose-or-not(CHO) assesses if the annotators461

would choose that CS for post-editing and use in 462

a real-life scenario as in the setup suggested by 463

Chung et al. (Chung et al., 2021). 464

To perform the human evaluation, we randomly 465

select 50 random AS-CS instances from the gen- 466

erated pairs and assign our trained annotators to 467

check the generated CS quality manually. 468

5 Results 469

5.1 Performance in the Monolingual Setting 470

In Table 1, we report the performance in the mono- 471

lingual setting. We observe that – 472

For the Bengali language, BanglaT5 model per- 473

forms the best across all the overlapping metrics 474

(B-2: 0.130, B-3: 0.102, M: 0.119, ROU: 0.209), 475

while the mT5-base model performs the second 476

best in terms of BLEU & ROU metrics. When 477

considering BERTScore, we find that BLOOM 478

achieves the highest score (0.732), closely followed 479

by the mT5-base achieves the second-Highest score 480

(0.731). We notice that BLOOM exhibits the low- 481

est performance in terms of diversity (0.014) and 482

novelty (0.567), implying that it tends to produce 483

similar responses. In contrast, we observe that 484

ChatGPT exhibited the highest performance, while 485

GPT2-BN exhibited the second-highest score. This 486

indicates that the large language model ChatGPT 487

can generate more diverse counterspeeches com- 488

pared to the other models. All the models gen- 489

erate mostly non-abusive counterspeeches, with 490

BLOOM achieving the highest score of 0.991 and 491

BanglaT5 attaining the second-best score of 0.972. 492

In terms of human judgments, the BanglaT5 model 493

achieves the highest score in terms of suitableness 494

& specificity. The mT5-base & BLOOM models 495

demonstrate superior performance in the choose- 496

or-not metric. In contrast, ChatGPT showed in- 497

ferior performance in the choose-or-not metric, 498

indicating that its responses were not as good to 499

be chosen as counterspeeches in response to an 500

abusive speech. 501

For the Hindi language, the mT5-base model ex- 502

hibits the highest BLEU (B-2: 0.175, B-3: 0.123) 503

while the BLOOM model achieves the second high- 504

est score in BLEU (B-2: 0.145, B-3: 0.108) score. 505

ChatGPT demonstrates the highest performance in 506

terms of METEOR (0.166) score and ROUGE-1 507

(0.261) score. Regarding BERTScore, the mT5- 508

base achieves the highest score (0.715) followed 509

by BLOOM with the second-highest score (0.712). 510

Similar to the Bengali language, we also observe 511

6



English -> Bengali

Model Overlap BERT SC Diversity Novelty Abuse Human evaluation
B-2 B-3 M ROU - - - SUI SPE GRM CHO

GPT2-BN 0.029 0.025 0.044 0.094 0.623 0.725 0.899 0.672 1.03 1.03 2.05 0.01
mT5-base 0.064 0.058 0.042 0.095 0.689 0.468 0.863 0.813 1.16 1.13 2.42 0.12
BanglaT5 0.065 0.058 0.054 0.124 0.676 0.515 0.870 0.828 1.02 1.02 1.61 0.01
BLOOM 0.046 0.043 0.030 0.078 0.658 0.210 0.865 0.976 1.17 1.15 2.54 0.10

Hindi -> Bengali
GPT2-BN 0.026 0.020 0.067 0.140 0.616 0.522 0.852 0.911 2.32 2.04 3.03 0.60
mT5-base 0.080 0.072 0.056 0.120 0.702 0.346 0.815 0.981 2.17 1.92 3.07 0.54
BanglaT5 0.081 0.070 0.064 0.136 0.691 0.601 0.838 0.974 1.70 1.55 2.44 0.32
BLOOM 0.059 0.056 0.037 0.089 0.705 0.027 0.825 0.988 2.09 1.79 3.15 0.36

Table 4: Quantitative results of fine-tuned models for the zero-shot synthetic transfer for Bengali test set. BERT SC: BERTScore.

English -> Hindi

Model Overlap BERT SC Diversity Novelty Abuse Human evaluation
B-2 B-3 M ROU - - - SUI SPE GRM CHO

GPT2-HI 0.073 0.049 0.106 0.217 0.626 0.585 0.813 0.765 1.11 1.09 2.17 0.06
mT5-base 0.142 0.100 0.107 0.221 0.694 0.501 0.779 0.700 1.25 1.20 3.02 0.16
docT5Query 0.125 0.093 0.089 0.197 0.689 0.462 0.795 0.589 1.33 1.29 3.09 0.23
BLOOM 0.113 0.082 0.092 0.209 0.679 0.307 0.778 0.794 1.32 1.26 2.95 0.17

Bengali -> Hindi
GPT2-HI 0.082 0.055 0.127 0.249 0.647 0.302 0.786 0.827 2.40 2.46 3.20 0.04
mT5-base 0.169 0.121 0.123 0.228 0.698 0.179 0.742 0.564 3.46 3.26 4.18 0.58
docT5Query 0.144 0.107 0.101 0.196 0.693 0.123 0.769 0.530 3.86 3.56 4.60 0.82
BLOOM 0.097 0.078 0.067 0.159 0.697 0.084 0.793 0.860 2.48 2.64 3.54 0.12

Table 5: Quantitative results of fine-tuned models for the zero-shot synthetic transfer for Hindi test set. BERT SC: BERTScore,
docT5Query: docT5Query-Hindi.

English -> Bengali
B-2 M ROU

Model STx1 STx2 STx1 STx2 STx1 STx2
GPT2-BN 0.088 0.027 0.045 0.057 0.100 0.122
mT5-base 0.107 0.114 0.079 0.084 0.171 0.178
Bangla-T5 0.078 0.084 0.063 0.068 0.138 0.155
BLOOM 0.058 0.084 0.054 0.073 0.153 0.167

Hindi -> Bengali
GPT2-BN 0.027 0.030 0.064 0.073 0.140 0.139
mT5-base 0.102 0.116 0.076 0.087 0.162 0.177
Bangla-T5 0.096 0.103 0.081 0.088 0.161 0.174
BLOOM 0.069 0.069 0.044 0.045 0.103 0.104

Table 6: Few-shot results of the fine-tuned models for the
synthetic transfer of EN → BN & HI → BN. Green denotes
performance gain (darker denotes larger gain) with respect to
STx0 (see Appendix C for EN → HI & BN → HI).

that BLOOM achieves the lowest performance in512

terms of diversity (0.064) and novelty (0.637).513

In contrast, similar to Bengali, ChatGPT demon-514

strates the highest performance, while GPT2-HI515

exhibits the second-highest score. When consid-516

ering non-abusiveness, BLOOM and mT5-base517

achieve good scores. However, GPT2-HI and518

docT5query -Hindi achieve lower scores, indi-519

cating that these models often generate abusive520

speech. Regarding human judgments, we observe521

that the BLOOM model achieves the highest score522

in all metrics, while the mT5-base demonstrates the523

second-highest performance. Similar to Bengali,524

ChatGPT exhibits poor performance in terms of the525

choose-or-not metric.526

Overall, these large language models can gener-527

ate CSs for low-resource languages. However, the528

BLOOM model generates less diverse and repeti-529

tive counterspeeches in response to abusive speech. 530

5.2 Performance of the Joint Training 531

For this experiment, we focus on the mT5-base and 532

BLOOM models due to their capability to handle 533

both Bengali and Hindi languages together. In Ta- 534

ble 2, we show the performance of joint training. 535

We see that mT5-base achieves the highest BLEU 536

and METEOR scores for both Bengali and Hindi 537

languages. Similar to the monolingual setting, the 538

BLOOM model exhibits low diversity score, indi- 539

cating that the BLOOM model generates repetitive 540

responses. In terms of human judgment,both mod- 541

els receive high scores for grammaticality (GRE) 542

in both Bengali and Hindi, implying their produc- 543

tion of grammatically correct responses. However, 544

the specificity (SPE) score is less than three for 545

both the models for Bengali and for the BLOOM 546

model for Hindi, indicating that these models pro- 547

duce more generalized responses. 548

In conclusion, joint training can be employed if 549

a generalizable model is desired to generate coun- 550

terspeeches for multiple languages. 551

5.3 Performance of the Synthetic Transfer 552

In Table 4 & 5, we show the performance of the 553

STx0 where we synthetically generate AS-CS pairs 554

from the existing dataset. As expected, the perfor- 555

mances are less compared to the monolingual set- 556

ting for both languages. Table 4 reveals that for the 557

Bengali test set, the models trained with HI → BN 558
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Table 7: Examples of AS-CS pairs generated by the mT5-base model in zero-shot & few-shot setting(STx2) for Hi → Bn & Bn
→ Hi synthetic transfer. In zero-shot, no gold-label AS-CS pairs were used for training the model.

translated synthetic dataset achieve better scores559

compared to the EN → BN translated synthetic560

dataset. The human evaluation further shows that561

the generated counterspeeches are of inferior qual-562

ity for the models trained with EN → BN translated563

synthetic dataset. Similarly, in Table 5, we observe564

that for the Hindi test set, the models trained with565

BN → HI translated synthetic dataset achieve bet-566

ter scores compared to the EN → HI translated567

synthetic dataset. Human evaluation also indicates568

an inferior generation of counterspeeches for the569

models trained with EN → HI translated synthetic570

dataset. Among the models trained with BN → HI571

translated dataset, we observe docT5Query-Hindi572

and mT5-base models generate counterspeeches573

with higher scores for human evaluation metrics;574

however, GPT2-HI and BLOOM show poor perfor-575

mance.576

In summary, synthetic transfer schemes exhibit577

better between Bengali and Hindi languages. This578

may be attributed by their membership in the Indo-579

Aryan language family. Table 6 shows the few-shot580

performance of the synthetic transfer where we add581

the actual gold AS-CS pairs to fine-tune the models582

further. Overall we observe adding gold AS-CS583

gives steady improvements in terms of different584

overlapping metrics. Hence we recommend instead585

of developing datasets from scratch, one can use the586

existing annotated datasets to establish the initial587

models by performing the synthetic transfer and588

then fine-tune it for the target language using a589

small set of gold instances. Table 7 shows some590

counterspeeches generated in zero-shot & few-shot591

settings. For the Bengali CS generation, in zero-592

shot setting, we observe that the CS supports the593

AS by saying “if you do not use such words, it594

can lead to more violence”8 – ideally, it should595

have been the opposite. The generated CS became596

8Translated to English.

pertinent in the few-shot setting as it said, “do not 597

use harsh language in your comments, it is harmful 598

to our country” – the CS indeed argues that the 599

presence of the offensive word ‘Malaun’9 is harsh 600

and harmful. This shows that the CS generated after 601

the few-shot training is more relevant/semantically 602

consistent. 603

6 Conclusion 604

Counterspeech generation using neural 605

architecture-based language models has started 606

gaining attention for interventions against hostility. 607

This paper presents the first attempt at CS 608

generation for the Bengali and Hindi languages, in- 609

vestigating several generation models. To facilitate 610

this, we create a new benchmark dataset of 5,062 611

AS-CS pairs, of which 2,460 pairs are in Bengali 612

and 2,602 pairs are in Hindi. We experiments 613

with several interlingual transfer mechanisms. Our 614

findings indicate that the overall monolingual 615

setting exhibits the best performance across all 616

the setups. Joint training can be performed if one 617

omnipresent model is beneficial to generate CSs 618

for multiple languages. We also notice synthetic 619

transferability yields better results when languages 620

belong to the same language family. 621

In future, we plan to explore methods for improv- 622

ing specificity by using various types of knowledge 623

(e.g., facts, events, and named entities) from ex- 624

ternal resources. Further, we plan to add control- 625

lable parameters to the counterspeech generation 626

setup, enabling moderators to customize the coun- 627

terspeech toward a specific technique we have dis- 628

cussed. 629

9An offensive word for Hindus.
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Limitations630

There are a few limitations of our work. First, we631

have focused solely on generating counterspeech632

for Bengali and Hindi. Further experimentation633

should be conducted to address the problem of634

counterspeech generation in other low-resource lan-635

guages. By expanding our research to include a636

broader range of languages, we can better under-637

stand the challenges and opportunities in gener-638

ating effective counterspeech across diverse lin-639

guistic contexts. Second, we did not incorporate640

external knowledge, resources, or facts to enhance641

the generation of counterspeech. Utilizing such ad-642

ditional information could improve counterspeech643

generation performance by providing more context644

and accuracy. Furthermore, while we aim to intro-645

duce controllable parameters to customize counter-646

speech, there are challenges in determining the opti-647

mal settings for these parameters. Striking the right648

balance between customization and maintaining649

ethical boundaries requires careful consideration650

and further research.651

Ethics Statement652

6.1 User privacy653

Although our database comprises actual abusive654

speeches crawled from Twitter, we do not include655

any personally identifiable information about any656

user. We follow standard ethical guidelines (Rivers657

and Lewis, 2014), not making any attempts to track658

users across sites or deanonymize them.659

6.2 Biases660

Any biases noticed in the dataset are unintended,661

and we have no desire to harm anyone or any group.662

6.3 Potential harms of CS generation models663

Although we observe that these large language664

models can generate counterspeeches, it is still very665

far from being coherent and meaningful across the666

board (Bender et al., 2021). Hence, we do not en-667

dorse the deployment of fully automatic pipelines668

for countering abusive speech (de los Riscos and669

D’Haro, 2021). Instead, it can be useful as a help-670

ing hand to counter speakers in drafting responses671

to abusive speech.672

6.4 Intended use673

We share our data to encourage more research on674

low-resource counterspeech generation. We only675

release the dataset for research purposes and nei- 676

ther grant a license for commercial use nor for 677

malicious purposes. 678
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A Annotation guidelines852

A.1 Motivation853

Toxic language is prevalent in online social me-854

dia platforms, presenting a significant challenge.855

While methods like user bans or message deletion856

exist, they can potentially infringe upon the prin-857

ciple of free speech. In this task, our objective is858

to propose a solution that generates counter-speech859

in response to abusive language, fostering a more860

constructive online discourse.861

A.2 Task862

In order to effectively combat abusive language,863

your task is to craft a well-constructed counter-864

speech using the recommended strategies outlined865

in the annotation guidelines. Please ensure that the866

generated response is clearly marked as a counter-867

speech, and don’t forget to annotate the specific868

strategy employed to generate the counter-speech.869

This approach will help us analyze and evaluate870

the effectiveness of various strategies in addressing871

abusive language.872

A.3 Recommended strategies873

There could be several techniques to counter abu-874

sive speech. Benesch et al. (Benesch et al., 2016a)875

distinguish eight such strategies that counter speak-876

ers typically use. However, not all strategies help877

to reduce the propagation of abusive speech. There-878

fore the author further recommended strategies that879

can be beneficial to develop positive influence. We880

discuss these recommended strategies below.881

• Warning of consequences (WoC): In this882

strategy, the counter speakers often warn of883

the possible consequences of posting hateful 884

content on public platforms like Twitter. This 885

can occasionally drive the original speaker of 886

the abusive speech to delete his/her source 887

post. 888

• Pointing out hypocrisy: In this strategy, the 889

counter speaker points out the hypocrisy or 890

contradiction in the user’s (abusive) state- 891

ments. In order to discredit the accusation, 892

the individual may illustrate and rationalize 893

their previous behavior, or if they are persuad- 894

able, resolve to evade the dissonant behavior 895

in the future. 896

• Shaming and labeling: In this strategy, the 897

counter speaker denounces the post as disgust- 898

ing, abusive, racist, bigoted, misogynistic, etc. 899

This strategy can help the counter speakers 900

reduce the hateful post’s impact. 901

• Affiliation: Affiliation is “... establishing, 902

maintaining, or restoring a positive affective 903

relationship with another person or group”. 904

People are more likely to credit the counter- 905

speech of those with whom they affiliate since 906

they tend to “evaluate ingroup members as 907

more trustworthy, honest, loyal, cooperative, 908

and valuable to the group than outgroup mem- 909

bers”. 910

• Empathy: In this strategy, the counter speaker 911

uses an empathetic, kind, peaceful tone in re- 912

sponse to hateful messages to undermine the 913

abusive post. Changing the tone of a hateful 914

conversation is an effective way of ending the 915

exchange. Although we have little evidence 916

that this will change behavior in the long term, 917

it may prevent the rise of hate speech used at 918

the present moment. 919

• Humor and sarcasm: Humor is one of the 920

most effective tools used by counter speakers 921

to combat hostile speech. It can de-escalate 922

conflicts and can be used to garner more at- 923

tention toward the topic. Humor in online 924

environments also eases execration, supports 925

other online speakers, and facilitates social 926

cohesion. 927

A.4 Dealing with post-annotation stress 928

We gave the following piece of advice to our an- 929

notators – “We understand that the task at hand is 930
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challenging and may have an emotional impact on931

you. It is important to prioritize your well-being932

while undertaking these annotations. We strongly933

recommend taking regular breaks throughout the934

process. If you find yourself experiencing any form935

of stress or difficulty, please reach out to the men-936

tors for support. They are there to assist you and937

may advise you to pause the annotations for a pe-938

riod of 2-3 days to ensure your well-being.939

In addition, there is a helpful resource available940

for you for managing stress in any challenging941

situation. Please visit https://yourdost.com/942

for support and guidance.943

We would also wish to provide you with some944

pointers on dealing with moderator stress. You can945

find important insights at Hat (2020). In addition,946

please reach out to your mentors for additional947

support.948

We sincerely appreciate your participation in949

this annotation task. Your contribution is crucial950

in furthering our understanding of such societal951

issues.”952

B Implementation details953

All the models are coded in Python, using the Py-954

torch library. All training and evaluation have been955

performed on a Tesla P100-PCIE (16GB) machine956

with differing batch sizes (GPT2-HI: 1, GPT-BN:957

1, mT5-base: 4, docT5Query-Hindi: 4, BanglaT5:958

8, BLOOM: 4) depending on the model architec-959

ture. All the models were run up to 50 epochs with960

Adafactor optimizer (Shazeer and Stern, 2018) hav-961

ing a learning rate of 2e−5. We save the models for962

the best validation perplexity score (Zhang et al.,963

2019b). We also use EarlyStopping patience when964

validation perplexity decreases by less than 1e− 4.965

English->Hindi
B-2 M ROU

Model STx1 STx2 STx1 STx2 STx1 STx2
GPT2-HI 0.088 0.088 0.132 0.131 0.239 0.231
mT5-base 0.156 0.161 0.115 0.117 0.226 0.227
docT5Query 0.142 0.146 0.106 0.111 0.216 0.219
BLOOM 0.111 0.127 0.087 0.096 0.197 0.210

Bengali->Hindi
GPT2-HI 0.090 0.089 0.138 0.136 0.247 0.238
mT5-base 0.165 0.168 0.123 0.126 0.229 0.235
docT5Query 0.148 0.154 0.106 0.114 0.203 0.214
BLOOM 0.092 0.095 0.062 0.065 0.147 0.155

Table 8: Few-shot results of the fine-tuned models for
the synthetic transfer of EN → HI & BN → HI. Green
denotes performance gain (darker denotes larger gain)
with respect to STx0.

C Synthetic transfer performance 966

In Table 6, we show the few-shot performance of 967

the synthetic transfer for the EN->HI and HI → 968

BN settings, where we add the actual gold AS-CS 969

pairs to fine-tune the models further. 970

12

https://yourdost.com/

