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Abstract001

Chain-of-Thought (CoT) prompting has en-002
hanced the performance of Large Language003
Models (LLMs) across various reasoning tasks.004
However, CoT still falls short in dealing with005
complex math word problems, as it usually006
suffers from three pitfalls: semantic misun-007
derstanding errors, calculation errors and step-008
missing errors. Prior studies involve address-009
ing the calculation errors and step-missing er-010
rors, but neglect the semantic misunderstanding011
errors, which is the major factor limiting the012
LLMs’ performance. To this end, we propose013
a simple-yet-effective method, namely Deeply014
Understanding the Problems (DUP) , to im-015
prove the LLMs’ math problem-solving ability016
by addressing semantic misunderstanding er-017
rors. The core of our method is to encourage018
the LLMs to deeply understand the problems019
and extract the key problem-solving informa-020
tion used for better reasoning. Extensive ex-021
periments on 10 diverse reasoning benchmarks022
show that our DUP method consistently out-023
performs the other counterparts by a large mar-024
gin. More encouragingly, DUP achieves a new025
SOTA result on the GSM8K benchmark, with026
an accuracy of 97.1% under zero-shot setting.027

1 Introduction028

Despite the impressive performance of Large029

Language Models (LLMs) in diverse NLP030

tasks (Brown et al., 2020; Touvron et al., 2023; Ope-031

nAI, 2023), they often suffer from sub-optimal rea-032

soning abilities, which cannot be overcome solely033

by simply scaling up the model size (Rae et al.,034

2021; Wang et al., 2023b). To tackle this limita-035

tion, Wei et al. (2022) propose a few-shot Chain-of-036

Thought (CoT) prompting strategy, which prompts037

the LLMs to mimic the given step-by-step thought038

process a person might employ in solving a task.039

Such a simple strategy can significantly improve040

the reasoning ability of LLMs, and thus has at-041

tracted widespread attention in recent years.042
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Figure 1: Error analysis of GSM8K problems with
incorrect answers returned by zero-shot CoT and
our DUP using GPT-3.5 LLM. We randomly sample
300 GSM8K problems, and follow (Wei et al., 2022)
and (Wang et al., 2023a) to assign the “Semantic Mis-
understanding”, “Calculation Error” and “Step-missing
Error” to each incorrect answer. We see that our DUP
method effectively reduces the errors among all types.

Along this research line, many works focus on 043

designing prompting strategies to enhance LLM’s 044

reasoning ability, such as Zero-shot CoT (Ko- 045

jima et al., 2022), Tree of Thought (Gao et al., 046

2023), Plan-and-Solve (PS) prompting (Wang et al., 047

2023a), and Complex CoT (Fu et al., 2023). Al- 048

though achieving remarkable progress, they still 049

fall short in dealing with complex reasoning tasks, 050

e.g., math word problems. As stated by Wei et al. 051

(2022), there are three main error types in the 052

context of CoT-based reasoning: semantic misun- 053

derstanding errors, calculation errors, and step- 054

missing errors. In our preliminary experiments 055

(as shown in Figure 1), we found that CoT has 056

major errors in semantic understanding, which is 057

the main factor limiting LLMs’ reasoning perfor- 058

mance. Prior studies (Wang et al., 2023a; Chen 059

et al., 2023a) show that the carefully-designed 060

prompting strategies can achieve much fewer cal- 061

culation errors and step-missing errors, but still 062
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struggle to address the major semantic misunder-063

standing. Hence, there raises a question: whether064

we can enhance the LLMs’ reasoning abilities by065

reducing the semantic misunderstanding errors?066

Intuitively, since complex math word problems067

usually contain content irrelevant to solving the068

task, LLMs might fail to identify the core question069

and extract the relevant problem-solving informa-070

tion, thus leading to semantic misunderstanding071

and poor performance. This can be also proved by072

the findings in psychology, as prior studies (Hoyer073

et al., 1979; Pasolunghi et al., 1999) show that the074

irrelevant information may significantly decrease075

some children’s and even adults’ problem-solving076

accuracy. Hence, this inspires us that, it is crucial077

to enforce the LLMs to pay more attention to the078

core information and reduce the negative effects of079

irrelevant information.080

Motivated by this, we propose a simple-yet-081

effective method, namely Deeply Understanding082

the Problems (DUP), to improve the LLMs’ math083

problem-solving ability. The principle of our084

method is akin to the human learning process, i.e.,085

for human students who receive a complex math086

word problem, they will read and comprehend the087

text of the problem, identify the core question that088

needs to be answered, and finally solve it with rel-089

evant problem-solving information. Specifically,090

DUP consists of three stages: ❶ Revealing the core091

question of the input problem; ❷ Extracting the092

problem-solving information relevant to solving093

the core question; ❸ Generating and extracting the094

final answer by combining the core question with095

problem-solving information. By doing so, LLMs096

can filter out irrelevant information and achieve097

better math reasoning performance.098

We conduct a series of experiments on 10 rea-099

soning datasets across math, commonsense, and100

symbolic reasoning benchmarks. The experimental101

results of GPT-3.5-Turbo (Ouyang et al., 2022) and102

GPT-4 (OpenAI, 2023) show that: 1) DUP con-103

sistently outperforms the other counterparts across104

all datasets by a large margin; 2) Zero-shot DUP105

can even outperform the few-shot methods on most106

reasoning datasets; 3) More encouragingly, DUP107

achieves new SOTA results on the popular GSM8K108

(97.1%) and SVAMP (94.2%).109

Contributions. To summarize, our contributions110

are three-fold: (1) We reveal the underlying causes111

of semantic misunderstanding errors, and propose112

a simple yet effective approach (DUP) to effec-113

tively address the semantic misunderstanding and 114

boost LLMs’ math reasoning ability. (2) DUP is 115

easy-to-implement and plug-and-play. It can be 116

easily applied to various LLMs. (3) Extensive ex- 117

periments show that DUP outperforms the other 118

counterparts by a large margin, and achieves new 119

SOTA results on GSM8K and SVAMP. 120

2 Related Works 121

2.1 Reasoning with Large Language Models 122

In recent years, we have witnessed numerous large 123

language models (LLMs) (Devlin et al., 2019; 124

Brown et al., 2020; Chowdhery et al., 2022; Zhong 125

et al., 2022; OpenAI, 2023; Touvron et al., 2023) 126

that achieved tremendous success in various natu- 127

ral language understanding and generation tasks. 128

However, LLMs usually struggle to provide stable 129

and accurate answers when dealing with reasoning 130

tasks (Zhang et al., 2023a), such as math reason- 131

ing (Cobbe et al., 2021; Patel et al., 2021; Ling 132

et al., 2017; Hosseini et al., 2014), commonsense 133

reasoning (Talmor et al., 2019; Geva et al., 2021) 134

and symbolic reasoning (Wei et al., 2022). Recent 135

works (Yuan et al., 2023; Luo et al., 2023; Yu et al., 136

2023) have shown that reasoning-augmented LLMs 137

tuning with mathematical data can relatively im- 138

prove reasoning ability. However, even with such 139

progress, these models still perform poorly in com- 140

plex reasoning problems. This indicates that there 141

is still significant room for improving the LLMs’ 142

performance in complex reasoning tasks. 143

2.2 Prompting Methods 144

Despite the remarkable performance, the aforemen- 145

tioned training-based approaches usually require 146

collecting large amounts of data and expensive 147

computational costs, and may cause LLMs’ uni- 148

versal ability to decrease. Hence, some works (Wei 149

et al., 2022; Kojima et al., 2022) attempt to 150

use cheaper prompting methods to strengthen the 151

LLMs’ reasoning abilities without additional train- 152

ing. Wei et al. (2022) are the first to propose the 153

few-shot CoT prompting, which elicits a series of 154

intermediate natural language reasoning steps be- 155

fore giving the final answer. So far, CoT prompting 156

has been proven to significantly improve the rea- 157

soning capability of LLMs. Along this research 158

line, numerous works (Zhou et al., 2023; Wang 159

et al., 2023a; Yao et al., 2023; Zhang et al., 2023b; 160

Chen et al., 2023b; Xu et al., 2023) attempt to care- 161

fully design more effective prompting strategies to 162
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Q: Raymond and Samantha are cousins. Raymond was born 6 years before Samantha. Raymond had 
a son at the age of 23. If Samantha is now 31, how many years ago was Raymond's son born?
Please extract the core question, only the most comprehensive and detailed one！

A: How many years ago was Raymond's son born?

Stage1: Reveal the Core Question

Stage2: Extract the Problem-solving Information

Stage3: Generate and Extract the Answer 
Q: Raymond and Samantha are cousins ...how many years ago was Raymond's son born?
Hint: 1. Raymond was born 6 years before Samantha. 2. Samantha is now 31.  3.  Raymond had a son 
at the age of 23.
How many years ago was Raymond's son born?
Please understand the Hint and question information, then solve the question step by step and show 
the answer.

A: Raymond is 6 years older than Samantha, so he is now 31 + 6 = 37 years old. Raymond had a son 
when he was 23, so his son was born 37 - 23 = 14 years ago. The answer is: 14

Q: Raymond and Samantha are cousins ...how many years ago was  Raymond's son born? 
Note: Please extract the question-solving information related to the problem (How many years ago 
was Raymond's son born?), only extract the most useful information, and list them one by one!

A:  1. Raymond was born 6 years before Samantha. 2. Samantha is now 31. 3. Raymond had a son at 
the age of  23.

  Core question 

Problem-solving                          
information

(a)

(b)

(c) Final answer

Figure 2: Illustration of our DUP prompting strategy, which contains three-stage processes: ❶ revealing the
core question from the original input; ❷ extracting the problem-solving information based on the core question; ❸
generating and extracting the final answer via understanding the core question and problem-solving information.

improve the reasoning ability of LLMs. Unfortu-163

nately, these prompt methods achieve remarkable164

performance, but still fail to deal with complex rea-165

soning tasks, e.g., math word problems. As stated166

by (Wei et al., 2022), the reasoning mistakes of167

LLMs can be classified into three categories: se-168

mantic misunderstanding errors, calculation errors,169

and step-missing errors. Some prior works (Wang170

et al., 2023a; Chen et al., 2023a) attempt to reduce171

these errors, and achieve some performance im-172

provements. However, they mainly focus on the173

calculation errors and step-missing errors, but ne-174

glect the major semantic misunderstanding errors.175

That is, it is critical but under-explored to study176

how to address the semantic misunderstanding.177

Novelty of our work. In this paper, we are in-178

spired by the human learning process and propose179

to enforce the LLMs to deeply understand the prob-180

lems and pay more attention to the core information181

relevant to solving the problems. Although such182

a simple prompting method might not introduce183

too many new technologies, we are one of the rare184

works to reveal the underlying causes of semantic185

misunderstanding errors and provide a new view186

for addressing these errors, which can promote187

more related research in this field.188

3 DUP Prompting 189

Overview. As mentioned in Section 1, semantic 190

misunderstanding is the major error for limiting 191

LLMs’ reasoning performance, which has not been 192

well studied in prior works. To this end, we in- 193

troduce a new zero-shot CoT prompting approach, 194

called DUP prompting, which aims to improve the 195

LLMs’ reasoning abilities by enforcing the LLMs 196

to fully understand the problem. Figure 2 illus- 197

trates the process of our DUP method, which con- 198

tains three-stage processes. Specifically, in stage 199

1, DUP reveals the core question from a complex 200

and lengthy problem description. In stage 2, DUP 201

further extracts the problem-solving information 202

that is crucial for solving the core question from 203

the same description. In stage 3, given the core 204

question and problem-solving information, DUP 205

incorporates them into the original question to gen- 206

erate the detailed response, and then extracts the 207

final answer from the generated text. 208

3.1 Stage 1: Reveal the Core Question 209

Understanding the goal of the question is the first 210

step to solving it, even for humans. Unfortunately, 211

LLMs might be confused by lengthy descriptions of 212

complex reasoning questions, leading to inaccurate 213
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understanding and poor performance. In response214

to this problem, we encourage LLMs to explicitly215

extract the core question from the original input216

before reasoning. Specifically, we design a core217

question extraction prompt “Please extract core218

question, only extract the most comprehensive219

and detailed one!”, which is appended to the end220

of question. We then use GPT-3.5-turbo (Ouyang221

et al., 2022) to extract the core question from the222

input. As a result, the output of this step will be223

a shorter and clearer question that will be used to224

help LLMs focus on the goal of input questions in225

subsequent steps.226

3.2 Stage 2: Extract the Problem-solving227

Information228

In addition to clarifying the goal, it is also im-229

portant to find the information required to solve230

the problem. Without fully understanding and uti-231

lizing the information provided by the question,232

reasoning cannot be correctly proceeded. More-233

over, it is difficult for LLMs to take full advan-234

tage of this information. Therefore, we design a235

problem-solving information extraction prompt to236

help solve this problem, i.e., “Note: Please extract237

the problem-solving information related to the238

core question [Core Question info], Only239

extract the most useful information, list them one240

by one!”. The slot [Core Question info]241

contains the core question extracted in Stage 1. The242

output of this step is a list of information, which is243

useful in reasoning.244

3.3 Stage 3: Generate and Extract the Answer245

Given the core question and problem-solving in-246

formation extracted in previous stages, we incor-247

porate them into the original input by the template248

“Hint: [Problem-Solving Info]\n[Core249

Question]\n Please understand the Hint and250

question information, then solve the problem step251

by step and show the answer.”, where the input252

slots refer to the corresponding outputs in previous253

steps. This prompt is beneficial to improve LLMs’254

understanding of the question by explicitly pointing255

out the goal and necessary information to solve the256

question. Lastly, following the prior work (Wang257

et al., 2023a), we enforce the LLMs to extract the258

final numerical answer from the generated long rea-259

soning text. Compared with rule-based matching260

methods, using LLMs to extract the final answer is261

more robust and accurate in practice. More details262

of extracting answer can be found in Appendix A.1.263

Dataset Domain # Samples Answer Format

GSM8K Math 1319 Number
MultiArith Math 600 Number
AddSub Math 395 Number
SVAMP Math 1000 Number
SingleEq Math 508 Number
AQuA Math 254 Option
Last Letters Symbolic 500 String
Coin Flip Symbolic 500 Yes / No
StrategyQA Commonsense 2290 Yes / No
CSQA Commonsense 1221 Option

Table 1: Details of all evaluated datasets. “Math”,
“Symbolic” and “Commonsense” denote the arithmetic,
symbolic and commonsense reasoning, respectively.
CSQA refers to the CommonensenseQA benchmark.

264

4 Experiments 265

4.1 Setup 266

Tasks and Datasets. We conduct extensive ex- 267

periments on 6 Arithmetic Reasoning bench- 268

marks, including GSM8K (Cobbe et al., 2021), 269

SVAMP (Patel et al., 2021), MultiArith (Roy 270

and Roth, 2015), AddSub (Hosseini et al., 2014), 271

AQuA (Ling et al., 2017) and SingleEq (Koncel- 272

Kedziorski et al., 2015). Moreover, to investi- 273

gate the universality of our DUP, we also evalu- 274

ate it on several reasoning tasks in the other do- 275

mains, i.e., 2 Commonsense Reasoning bench- 276

marks (CommonsenseQA (Talmor et al., 2019), 277

StrategyQA (Geva et al., 2021)) and 2 Symbolic 278

Reasoning benchmarks (Last Letter (Wei et al., 279

2022), Coin Flip (Wei et al., 2022)). The details of 280

all evaluated datasets are shown in Table 1. 281

Compared Methods. Since our DUP is a zero- 282

shot prompting method, we mainly compare it with 283

other zero-shot methods. For references, two typ- 284

ical few-shot prompting methods are also used as 285

the baselines. 286

• Zero-shot CoT (Kojima et al., 2022) simply 287

adds a prompt “Let’s think step by step” be- 288

fore each answer. 289

• Least-to-Most (Zhou et al., 2023) aims to 290

break down a complex problem into a series 291

of simpler sub-problems and then solve them 292

in sequence. 293

• Plan-and-Solve (Wang et al., 2023a)1 devises 294

1We adopt the more sophisticated Plan-and-Solve (PS+)
prompting with more detailed instructions in this work.
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Arithmetic Reasoning Score
Model Method SVAMP GSM8K AddSub MultiArith AQuA SingleEq Avg. ∆

Performance of Zero-shot Methods

Zero-shot CoT 79.3 78.9 85.8 95.3 53.0 93.5 80.9 -
Least-to-Most 80.9 77.5 91.3 95.5 57.4 93.5 82.6 +1.7
Zero-shot PS+ 80.7 79.3 86.5 92.0 55.9 93.0 81.2 +0.3GPT-3.5-Turbo

DUP (Ours) 82.5 82.3 92.1 97.8 60.2 94.9 84.9 +4.0

Zero-shot CoT 90.4 94.6 92.4 97.8 72.8 95.0 90.6 -
Least-to-Most 90.3 92.1 92.1 97.1 71.6 95.0 89.7 -0.9
Zero-shot PS+ 92.6 94.3 93.1 98.1 75.5 95.3 91.4 +0.8GPT-4

DUP (Ours) 94.2 97.1 95.1 98.1 77.1 96.0 92.9 +2.3

Performance of Few-shot Methods

Manual-CoT 78.5 81.6 90.6 95.6 55.9 94.2 82.6 +1.7GPT-3.5-Turbo Auto-CoT 82.9 80.2 89.9 99.0 54.3 94.6 83.4 +2.5

Table 2: Results on Arithmetic Reasoning benchmarks. The best results in the zero-shot setting are in bold. “∆ ”
denotes the average performance improvement or decline of various methods compared to Zero-shot CoT.

Method CSQA StrategyQA Avg. ∆

Zero-shot CoT 72.3 66.1 69.2 -
Least-to-Most 71.9 61.5 66.7 -2.5
Zero-shot PS+ 68.8 62.8 65.8 -3.4
DUP (Ours) 74.5 68.5 71.5 +2.3

Few-shot Manual-CoT 76.5 64.8 70.8 +1.6
Few-shot Auto-CoT 74.2 62.5 68.3 -0.9

Table 3: Results of Commonsense Reasoning bench-
marks. Here, GPT-3.5-turbo is used as the reasoner.

a plan to divide the entire task into smaller295

sub-tasks, and then carries out the sub-tasks296

according to the plan.297

• Manual-CoT (Wei et al., 2022) is the first CoT298

method that proposes to use a few CoT demon-299

strations as exemplars in prompting.300

• Auto-CoT (Zhang et al., 2023b) improves the301

vanilla CoT via sampling questions with diver-302

sity and generating reasoning chains to con-303

struct demonstrations.304

Implementation Details. We use the public GPT-305

3.5-Turbo (0613) (Ouyang et al., 2022) and GPT-4306

(0613) (OpenAI, 2023) as the test LLMs. In this307

work, all models are employed via OpenAI’s API,308

and we adopt the greedy decoding strategy with309

the temperature setting of 0 across all experiments.310

For the few-shot prompting baselines, we keep the311

recommended number of demonstration examples312

specified in their original papers.313

4.2 Main Results314

Arithmetic Reasoning. Table 2 presents the315

main results of Arithmetic Reasoning benchmarks.316

Method Last Letter Coin Flip Avg. ∆

Zero-shot CoT 60.8 94.4 77.6 -
Least-to-Most 83.2 82.8 83.0 +2.4
Zero-shot PS+ 60.6 95.4 78.0 +0.4
DUP (Ours) 81.2 97.6 89.4 +11.8

Few-shot Manual-CoT 74.4 98.2 86.3 +8.7
Few-shot Auto-CoT 81.2 98.6 89.9 +12.3

Table 4: Results of Symbolic Reasoning benchmarks.
We also use the GPT-3.5-turbo as the reasoner.

As seen, compared to the vanilla zero-shot CoT, our 317

DUP method brings consistent and significant per- 318

formance gains across all reasoning benchmarks. 319

Specifically, in GPT-3.5-turbo settings, DUP im- 320

proves the accuracy by an average of 4% over 321

Zero-shot CoT. When using GPT-4, our DUP even 322

achieves new state-of-the-art results on GSM8K 323

(97.1%) and SVAMP (94.2%). 324

Moreover, we also report the results of few-shot 325

counterparts. Due to the high cost of GPT-4 API, 326

we use the more affordable GPT-3.5-turbo as the 327

responder for few-shot methods. Generally, the per- 328

formance of zero-shot methods tends to be lower 329

than that of few-shot methods. However, with the 330

help of our DUP, GPT-3.5 can even achieve remark- 331

able zero-shot performance that is higher than few- 332

shot methods. These results prove the effectiveness 333

of our DUP method. 334

Commonsense and Symbolic Reasoning. Ta- 335

ble 3 shows the performance on Commonsense 336

Reasoning datasets. Considering the experimental 337

cost, we only used GPT-3.5-turbo as the backbone 338

LLM. Compared to zero-shot methods, our DUP 339
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Stage 1 Stage 2 Stage 3 GSM8K AQuA Avg.

% % % 76.5 51.2 63.8
! % % 78.9 53.1 66.0
% ! % 80.6 55.1 67.8
% % ! 80.3 54.7 67.5
! ! % 79.9 57.0 68.4
! % ! 80.8 56.2 68.5
% ! ! 81.7 58.2 69.9
! ! ! 82.3 60.2 71.2

Table 5: Ablation study for different variations
of DUP prompting using GPT-3.5-turbo LLMs on
GSM8K and AQuA datasets. Notably, Stage 1 involves
extracting core questions, Stage 2 focuses on extract-
ing problem-solving information, and Stage 3 entails
solving the problem step by step.

method consistently outperforms all other coun-340

terparts. In comparison with few-shot methods,341

our DUP also achieves comparable or even better342

performance.343

Table 4 lists the results on Symbolic Reason-344

ing datasets. On Last Letters, zero-shot DUP345

(81.2%) is marginally worse than Zero-shot Least-346

to-Most (83.2%), on par with few-shot Auto-CoT347

(81.2%), but significantly exceeds other Zero-shot348

approaches and few-shot Manual-CoT (74.4%). On349

Coin Flip, zero-shot DUP (97.6%) is slightly worse350

than few-shot Manual-CoT (98.2%) and few-shot351

Auto-CoT (98.6%), but significantly outperforms352

other zero-shot baseline methods. In general, we353

can basically conclude that our DUP outperforms354

other zero-shot counterparts, and has great poten-355

tial to beat the few-shot methods.356

4.3 Ablation Study357

In this part, we conduct a series of ablation experi-358

ments to investigate 1) the impact of each stage in359

our DUP, and 2) how to reduce the inference costs360

and maintain the performance.361

Impact of different stages in our DUP. In Ta-362

ble 5, we report the results of various combinations363

of the three stages in our DUP. As seen, remov-364

ing each stage results in performance degradation,365

and the combination of all stages achieves the best366

performance on GSM8K and AQuA benchmarks.367

These results demonstrate the importance of each368

stage in our DUP.369

Figure 3: Performance of DUP and DUP-s across
various reasoning tasks on GPT-3.5-Turbo, where
DUP-s merges the three-stage prompts into one prompt.
Orange and Blue dashlines represent the average ac-
curacy of DUP and DUP-s, respectively. We see that
our simplified DUP-s method also achieves remarkable
performance with less inference budget.

(a) GSM8K (b) SVAMP

+3.4

+2.2

+3.2

+2.5

Figure 4: Results of DUP Prompting with and with-
out self-consistency(SC) using GPT-3.5-turbo LLM on
GSM8K and SVAMP.

Reduce inference cost without much perfor- 370

mance degradation. Some readers may be con- 371

cerned that the three-stage processes in our DUP 372

will cause too much inference cost. Hence, we fur- 373

ther propose the simplified DUP method, namely 374

DUP-s, which merges the three-stage prompts into 375

one prompt. We conduct contrastive experiments 376

on all 10 reasoning benchmarks, and illustrate the 377

results in Figure 3. It can be found that on most 378

tasks, DUP-s achieves comparable performance 379

to DUP, and even achieves better performance on 380

two tasks of Addsub and SingleEQ. Therefore, in 381

the case of a limited inference budget, using our 382

simplified DUP-s method is also a good choice. 383

4.4 Discussion and Analysis 384

Compatibility with Self-consistency. We em- 385

ploy an innovative decoding strategy with self- 386

consistency (SC) (Wang et al., 2023b) as a sub- 387
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Figure 5: Quantitative error analyses of different prompting methods. Notably, “SM”, “CE” and “SE” denote
the “Semantic Misunderstanding”, “Calculation Error” and “Step-missing Error”. We randomly select 300 examples
for each reasoning dataset (except AQuA which only contains 254 examples), and use GPT-3.5-Turbo LLM to
generate responses and count failed answers. We can see that our method reduces the frequency of various error
types compared with Zero-shot CoT.
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Figure 6: Analysis of different information extractors
used in our DUP. We use the GPT-4, GPT-3.5-turbo,
and Llama-2-Chat 70b to extract core question (Stage1)
and problem-solving information (Stage2) extractor, and
leverage the extracted contents to guide the responses
of GPT-3.5-turbo (Stage3). We see that more accurate
core questions and problem-solving information lead to
better performance.

stitute for the conventional greedy decoding ap-388

proach, which initially samples N reasoning paths389

rather than only opting for the greedy approach.390

Subsequently, choosing the most consistent an-391

swer as the answer. Existing works (Wang et al.,392

2023a; Xu et al., 2023) indicate that adopted SC393

notably enhances the performance of chain-of-394

thought prompting. Here, to verify whether using395

SC can further enhance the performance of DUP,396

we conduct experiments on GSM8K and SVAMP397

using GPT-3.5-Turbo, setting the temperature to398

0.7 and N to 10. The results are illustrated in Fig-399

ure 4, where the SC strategy brings remarkable400

Method GSM8K AddSub Avg. ∆

LLaMA-2-Chat-13b
Zero-shot CoT 35.1 70.6 52.8 -
DUP (Ours) 35.9 79.7 57.8 +5.0

LLaMA-2-Chat-70b
Zero-shot CoT 53.9 75.6 64.7 -
DUP (Ours) 56.4 87.8 72.1 +7.4

CodeLLaMA-Instruct-13b
Zero-shot CoT 24.2 73.1 48.6 -
DUP (Ours) 28.1 74.6 51.3 +2.7

CodeLLaMA-Instruct-34b
Zero-shot CoT 39.1 81.2 60.1 -
DUP (Ours) 43.5 86.0 64.7 +4.1

Table 6: Results of various Open-source LLMs on
GSM8K and Addsub. We see that our DUP method
still achieves much better performance than the baseline
Zero-shot CoT among all open-source LLMs.

performance improvements. Notably, DUP with 401

SC (88.6% and 88.8%) consistently outperforms 402

Zero-shot CoT with SC (86.4% and 86.3%), contin- 403

uing to prove the superiority of our DUP method. 404

Whether DUP also works well on Open-source 405

LLMs. In the above experiments, we mainly eval- 406

uate our DUP in the close-source GPT LLMs. To 407

verify whether our DUP also works well on other 408

open-source LLMs, we evaluate our method on 4 409

widely-used LLMs, i.e., LLaMA-2-Chat 13b and 410
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They decided to hold the party in their backyard. They have 10 sets of tables and each set has 6 chairs. If there are 
11 people sitting on chairs. How many chairs are left unoccupied?

Sure! First, let's calculate the total number of chairs available. There are 10 sets of tables, and each set has 6 chairs, 
so the total number of chairs is 10 sets * 6 chairs/set = 60 chairs.

Stage1. Core Question: If there are 11 people sitting on chairs at a party with 10 sets of tables, each set having 6 
chairs, how many chairs are empty?
Stage2. Problem-Solving info: 1. 10 sets of tables. 2. Each set has 6 chairs. 3. 11 people sitting on chairs
Stage3. Generate the Answer:We can follow these steps: 1. Total chairs = 10 sets of tables * 6 chairs per set = 60 
chairs. 2. Number of chairs occupied = 11 people sitting on chairs. 3. Number of chairs left unoccupied = Total 
chairs - Number of chairs occupied = 49 chairs. Therefore, 49 chairs are left unoccupied at the party.

A grocery store had 30 bottles of regular soda, 8 bottles of diet soda and 41 apples.How many bottles did they 
have total?

Sure! Let's start by adding the number of regular soda bottles and diet soda bottles together. 30 (regular soda) 
+ 8 (diet soda) = 38 bottles of soda. Now, let's add the number of apples to the total number of soda bottles. 38 
(soda) + 41 (apples) = 79 bottles total

Stage1. Core Question: How many bottles of soda and apples did the grocery store have in total?
Stage2. Problem-Solving info: - 30 bottles of regular soda. - 8 bottles of diet soda. - 41 apples
Stage3. Generate the Answer: To find the total number of bottles of soda and apples at the grocery store, we can 
simply add the quantities of each item together. 30 + 8 = 38 bottles of soda. 38 bottles of soda + 41 apples = 79 
total items. So, the grocery store had a total of 79 bottles of soda and apples.

Problem Description

Zero-shot CoT Reasoning

Zero-shot DUP Reasoning

Problem Description

Zero-shot CoT Reasoning

Zero-shot SUC Reasoning

11 people sitting on chairs.

chairs - Number of chairs occupied = 49 chairs,
Number of chairs left unoccupied = Total 

Figure 7: Case study on SVAMP. Zero-shot CoT fails to generate the correct answer, but our DUP method can
make the correct prediction via deeply understanding the problems.

70b models (Touvron et al., 2023), CodeLLaMA-411

Instruct 13b and 34b models (Roziere et al., 2023).412

As seen in Table 6, in the cases of open-source413

LLMs, our DUP can still outperform the baseline414

zero-shot CoT by a large margin on GSM8K and415

AddSub benchmarks. This also proves the univer-416

sality of our DUP method.417

More Accurate Core Questions and Problem-418

solving Information Lead to Better Performance.419

As stated in Section 1, the core of our DUP is to420

guide LLMs to deeply understand the problems,421

i.e., extracting the core question and key problem-422

solving information. To verify it, we conduct423

contrastive experiments on AQuA, GSM8K, and424

SVAMP datasets. Specifically, using the GPT-3.5-425

Turbo as the final responder, we leverage different426

LLMs (i.e., LLaMA2-Chat-70B, GPT-3.5, GPT-427

4) to extract the core question in Stage 1 and the428

key problem-solving information in Stage 2, re-429

spectively. The contrastive results are illustrated430

in Figure 6. As seen, when using the GPT-4 as431

the extractor, GPT-3.5 responder can achieve better432

performance than that using GPT-3.5 as the ex-433

tractor. Conversely, using the LLaMA2-Chat-70B434

as the extractor leads to worse results. These re-435

sults demonstrate that better core questions and key436

problem-solving information can result in better437

reasoning performance, confirming our statement.438

Error Analysis. Here, to verify whether DUP439

indeed reduces the semantic misunderstanding, we440

randomly select 300 samples for each reasoning441

dataset, and perform error analysis for the questions442

with incorrect answers. The detailed quantitative re-443

sults are illustrated in Figure 5. As seen, compared444

with the baseline zero-shot CoT, our DUP reduces 445

semantic misunderstanding effectively, indicating 446

its effectiveness. Additionally, we can also find 447

that DUP reduces the calculation and step-missing 448

error as well. One possible reason is that learn- 449

ing more problem-solving information can lead to 450

more accurate reasoning steps. 451

To have a close look, we present a case study 452

on SVAMP, as shown in Figure 7. It can be seen 453

that the zero-shot CoT fails to generate the correct 454

answer, but with the help of our DUP, the LLMs 455

can better understand the problems and generate 456

an accurate answer. More case studies on different 457

benchmarks can be found in Appendix A.2. 458

5 Conclusion 459

In this work, we reveal that deeply understanding 460

the whole problem is crucial for tackling complex 461

reasoning tasks. Consequently, we introduce the 462

DUP prompting method to improve the LLMs’ rea- 463

soning abilities by encouraging them to deeply un- 464

derstand the problem. A series of experiments on 465

arithmetic, commonsense, and symbolic reason- 466

ing tasks prove that DUP prompting brings consis- 467

tent and significant performance gains across all 468

benchmarks and LLMs. Additionally, DUP outper- 469

forms the other zero-shot counterparts by a large 470

margin, and achieves new SOTA results in two 471

popular benchmarks, i.e., GSM8K and SVAMP. 472

More in-depth discussions and systematic analy- 473

ses further reveal when and where our DUP works 474

well. Moreover, considering that fully understand- 475

ing the whole problem may also be beneficial to 476

non-reasoning tasks, we will attempt to expand our 477

method to more fields in future work. 478
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Limitations479

DUP prompting generally requires three visits to480

LLMs, which indeed increases the inference costs.481

Although we attempt to merge the three stages of482

DUP as a single one, this approach would slightly483

lead to worse performance. We will further explore484

how to reduce the inference costs without losing485

any performance in future work.486

Ethics and Reproducibility Statements487

Ethics. We take ethical considerations very seri-488

ously and strictly adhere to the ACL Ethics Policy.489

This paper aims to improve the LLMs’ reasoning490

abilities via a novel prompting strategy. All used491

models (or APIs) and datasets in this paper are pub-492

licly available and have been widely adopted by493

researchers. All experimental results upon these494

open models and datasets are reported accurately495

and objectively. Thus, we believe that this research496

will not pose any ethical issues.497

Reproducibility. In this paper, we discuss the498

detailed experimental setup and provide enough in-499

formation to re-product our results, such as all used500

prompts and inference settings. More importantly,501

we have provided our code in the supplementary502

materials to help reproduce the experimental re-503

sults of this paper.504
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A Appendix 665

A.1 Prompt details. 666

We show the detailed prompts used in this work, 667

covering the prompts for inference, extracting an- 668

swers and error analysis. Specifically, Table 8 669

shows the inference template for all reasoning tasks. 670

Tables 9, 10 and 11 list the prompts for extracting 671

answers for Arithmetic Reasoning, Commonsense 672

Reasoning and Symbolic Reasoning benchmarks, 673

respectively. Moreover, the prompt used to catego- 674

rize the failure examples is shown in Table 7. 675

A.2 More Case Studies 676

To have a close look, we provide more case stud- 677

ies for each dataset in this part, i.e., AQuA (Ta- 678

ble 12), GSM8K (Table 13), MultiArith (Table 14), 679

SVAMP (Table 15), AddSub (Table 16), SingleEq 680

(Table 17), CommonsenseQA (Table 18), Strate- 681

gyQA (Table 19), and Coin Flip (Table 20). Specifi- 682

cally, taking the question of Table 12 as an example, 683
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Template

Question: [Input Question].
Wrong Response: [Wrong Answer].
Correct Response: [Correct Answer].
Please judge which type of error it belongs to based on the above information:

1. Semantic Misunderstanding: semantic misunderstanding or lack of commonsense concepts.
2. Calculation error: errors occurred while performing a basic operation.
3. Step-missing errors: missing step and hallucination.

Finally, please explain why this error falls into the category you select.

Table 7: Prompts for error analysis. The slot [Input Question] denotes the original input problem. The slots
[Wrong Question] and [Correct Question] denote the incorrect text generated by the LLMs and the original label.

No. Template Reasoning tasks

1

Extract core question: Please extract core question, only the most
comprehensive and detailed’s one!
Extract problem-solving information : Please extract the most
useful information related to the core question( [Core Question]),
Only extract the most useful information, and list them one by one!
Generate the answer: Hint: [Problem-solving Info], \n[Core Question].
\n Please understand core question and problem-solving information,
then solve thequestion step by step and show the answer.

GSM8K, AddSub,
SVAMP, MultiArith,

SingleEq, AQuA,
CSQA, StrategyQA,

Coin Flip

2
Prompt: Please accurately understand the question useful information
and solve the question step by step.

Last Letter

Table 8: Reasoning prompt templates for all reasoning tasks. Notably, [Core Question] indicates the extracted
core question, and [Problem-solving Info] indicates the extracted problem-solving information to the problem.

we present the outputs of the three-stage processes684

of our DUP method, respectively. The extracted685

core question and key problem-solving information686

are highlighted in blue and orange. The final an-687

swer is highlighted in red. Please refer to the tables688

for more details.689
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No. Template Arithmetic Reasoning

1

Here is a math question and a model’s answer about this question. Please extract the
EXACT number from the answer text as the final answer for question.
QUESTION: {}. \nANSWER: {}
Final format should be a legal ’number’ without any suffix such as ’$’.
The final answer is:

GSM8K, AddSub,
SVAMP, MultiArith,

SingleEq

2

Here is a math question and a model’s answer about this question. Please extract the
EXACT choice from the answer text as the final answer for question.
QUESTION: {}. \nANSWER: {}
Final format should be a legal ’options’,If you can’t find the right choice , just answer
Z. The final answer is:

AQUA

Table 9: Prompts for extracting answers with GPT-3.5-turbo on Arithmetic Reasoning.

No. Template Commonsense Reasoning

1

Here is a Commonsense question and a model’s answer about this question.
Please extract the EXACT one choice from the answer text as the
final answer for question.
QUESTION: {}. \nANSWER: {}
Final format should be a legal ’choice’(eg. (A) or (b)),If you can’t find the
correct choice, just answer the one that is closest to the answer.
The final answer is:

CommonsenseQA

2

Here is a Commonsense question and a model’s answer about this question.
Please extract theEXACT one choice from the answer text as the final
answer for question.
QUESTION: {}. \nANSWER: {}
Final format should be a legal ’string’(Yes or No), If you Uncertain or unknow,
Please understand that the question and answer information outputs the closest
answer,you can only output Yes or No.
The final answer is:

StrategyQA

Table 10: Prompts for extracting answers with GPT-3.5-turbo on Commonsense Reasoning.

No. Template Symbolic Reasoning

1

Here is a question related to concatenating last letters, along with a model’s
answer to this question. Please extract the EXACT string from the answer
text to determine the final answer to the question.
QUESTION: {}. \nANSWER: {}
Note: Please extract the string after (the answer is:), or the string that appears at
the end of the sentence.
The final answer is:

Last letters

2

Here is a Coin flip related question and a model’s answer about this question.
Please extract the EXACT string from the answer text as the
final answer for question.
QUESTION: {}. \nANSWER: {}
Note: If you find that the coin is still heads up, the answer is "yes". If you find
that the coin is not still heads up or tails up. the answer is "no".
The final answer is:

Coin Flip

Table 11: Prompts for extracting answers with GPT-3.5-turbo on Symbolic Reasoning.
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Q: A number is as much greater than 36 as is less than 86. Find the Number. Answer Choices: A)60
B)56 C)51 D)61 E)41

Stage1: Reveal the core question.
A: Please extract core question, only the most comprehensive and detailed one!
Output: A number is as much greater than 36 as is less than 86. Find the number.

Stage2: Extract the problem-solving information.
A: Note: Please extract the most useful information related to the core question (A number is as
much greater than 36 as is less than 86. Find the number), only extract the most useful information,
and list them one by one!
Output: 1. The number is as much greater than 36 as it is less than 86.

Stage3: Generate and extract the answers.
A: Hint: 1. The number is as much greater than 36 as it is less than 86.
A number is as much greater than 36 as is less than 86. Find the number.
Please understand the Hint and question information,then solve the question step by step and show
the answer.
Output: The number that is as much greater than 36 as it is less than 86 can be found by calculating
the average of 36 and 86. Average = (36 + 86) / 2 Average = 61. So, the number is 61, which is option
D.

Table 12: Example outputs by Zero-shot DUP for AQuA. Notably, the extracted core question and key problem-
solving information are highlighted in blue and orange. The final answer is highlighted in red.

Q: Morisette and Kael were asked to bring fruits. Morisette brought 5 apples and 8 oranges, while
Kael brought twice the amount of apples and half the number of oranges than Morisette. How many
fruits do they have in total?

Stage1: Extract the core question.
A: Please extract core question, only the most comprehensive and detailed one!
Output: How many fruits do Morisette and Kael have in total?

Stage2: Extract the problem-solving information.
A: Please extract the most useful information related to the core question (How many fruits do
Morisette and Kael have in total?), only extract the most useful information, and list them one by one!
Output: -Morisette brought 5 apples and 8 oranges.\n- Kael brought twice the amount of apples and
half the number of oranges than Morisette.

Stage3: Generate and extract the answers.
A: -Morisette brought 5 apples and 8 oranges.\n- Kael brought twice the amount of apples and half the
number of oranges than Morisette.\nHow many fruits do Morisette and Kael have in total? \nPlease
understand the Hint and question information,then solve the question step by step and show the
answer.
Output: Morisette brought 5 apples + 8 oranges = 13 fruits.\nKael brought 2 * 5 apples = 10
apples.\nKael also brought 1/2 * 8 oranges = 4 oranges.\n So, Kael brought a total of 10 apples + 4
oranges = 14 fruits.\nTherefore, Morisette and Kael have 13 fruits + 14 fruits = 27 fruits in total.

Table 13: Example outputs by Zero-shot DUP for GSM8K. Notably, the extracted core question and key problem-
solving information are highlighted in blue and orange. The final answer is highlighted in red.
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Q: Each chocolate bar in a box cost $3. If a box had 7 bars total and Olivia sold all but 4 bars, how
much money would she have made?

Stage1: Extract the core question.
A:Please extract core question, only the most comprehensive and detailed one!
Output:How much money would Olivia have made if she sold all but 4 bars from a box of 7 chocolate
bars, where each bar costs $3?

Stage2: Extract the problem-solving information.
A: Please extract the most useful information related to the core question (How much money would
Olivia have made if she sold all but 4 bars from a box of 7 chocolate bars, where each bar costs $3?),
only extract the most useful information, and list them one by one!
Output:1. Each chocolate bar costs $3. 2. There are 7 bars in a box. 3. Olivia sold all but 4 bars.

Stage3: Generate and extract the answers.
A: Hint: 1. Each chocolate bar costs $3. 2. There are 7 bars in a box. 3. Olivia sold all but 4 bars.
How much money would Olivia have made if she sold all but 4 bars from a box of 7 chocolate bars,
where each bar costs $3?
Please understand the Hint and question information,then solve the question step by step and show
the answer.
Output: Olivia sold all but 4 bars from a box of 7 chocolate bars, where each bar costs $3. So, Olivia
sold 7 - 4 = 3 bars. The total amount of money Olivia would have made is 3 bars * $3 per bar = $9.

Table 14: Example outputs by Zero-shot DUP for MultiArith. Notably, the extracted core question and key
problem-solving information are highlighted in blue and orange. The final answer is highlighted in red.

Q: Baker made 144 cakes. He sold 71 of them. Then he made 111 more cakes.How many more cakes
did baker make than those he sold?

Stage1: Extract the core question.
A: Please extract core question, only the most comprehensive and detailed one!
Output: How many more cakes did the baker make than those he sold?

Stage2: Extract the problem-solving information.
A: Please extract the most useful information related to the core question (How many problems did
Paige have to do for homework after she finished 44 of the problems at school, if she initially had 43
math problems and 12 science problems?), only extract the most useful information, and list them one
by one!
Output: - Baker made 144 cakes.\n- He sold 71 of them.\n- He made 111 more cakes.

Stage3: Generate and extract the answers.
A: Hint: - Baker made 144 cakes.\n- He sold 71 of them.\n- He made 111 more cakes. \nHow
many more cakes did the baker make than those he sold? \nPlease understand the Hint and question
information,then solve the question step by step and show the answer.
Output: The baker initially made 144 cakes and then made an additional 111 cakes, so in total, he
made 144 + 111 = 255 cakes. He sold 71 cakes. Therefore, the baker made 255 - 71 = 184 more cakes
than he sold.

Table 15: Example outputs by Zero-shot DUP for SVAMP. Notably, the extracted core question and key problem-
solving information are highlighted in blue and orange. The final answer is highlighted in red.
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Q: Craig walked 0.2 mile from school to David ’s house and 0.7 mile from David ’s house to his own
house . How many miles did Craig walk in all?

Stage1: Extract the core question.
A: Please extract core question, only the most comprehensive and detailed one!
Output: How many miles did Craig walk in all?

Stage2: Extract the problem-solving information.
A: Please extract the most useful information related to the core question (How many miles did Craig
walk in all?), only extract the most useful information, and list them one by one!
Output: - Craig walked 0.2 mile from school to David ’s house.\n- Craig walked 0.7 mile from
David ’s house to his own house.

Stage3: Generate and extract the answers.
A: Hint: - Craig walked 0.2 mile from school to David ’s house.\n- Craig walked 0.7 mile from David
’s house to his own house. \nHow many miles did Craig walk in all? \nPlease understand the Hint and
question information,then solve the question step by step and show the answer.
Output: Craig walked a total of 0.2 mile + 0.7 mile = 0.9 mile.

Table 16: Example outputs by Zero-shot DUP for AddSub. Notably, the extracted core question and key
problem-solving information are highlighted in blue and orange. The final answer is highlighted in red.

Q: Dana earns $13 per hour. She worked 9 hours on Friday, 10 hours on Saturday, and 3 hours on
Sunday. How much money did Dana earn in all?

Stage1: Extract the core question.
A: Please extract core question, only the most comprehensive and detailed one!
Output: How much money did Dana earn in total if she earns $13 per hour and worked 9 hours on
Friday, 10 hours on Saturday, and 3 hours on Sunday?

Stage2: Extract the problem-solving information.
A: Please extract the most useful information related to the core question (How much money did
Dana earn in total if she earns $13 per hour and worked 9 hours on Friday, 10 hours on Saturday, and
3 hours on Sunday?), only extract the most useful information, and list them one by one!
Output: 1. Dana earns $13 per hour.\n2. She worked 9 hours on Friday.\n3. She worked 10 hours on
Saturday.\n4. She worked 3 hours on Sunday.

Stage3: Generate and extract the answers.
A: Hint: 1. Dana earns $13 per hour.\n2. She worked 9 hours on Friday.\n3. She worked 10 hours
on Saturday.\n4. She worked 3 hours on Sunday. \nHow much money did Dana earn in total if she
earns $13 per hour and worked 9 hours on Friday, 10 hours on Saturday, and 3 hours on Sunday?
\nPlease understand the Hint and question information,then solve the question step by step and show
the answer.
Output: Dana worked a total of 9 hours on Friday + 10 hours on Saturday + 3 hours on Sunday = 22
hours. Since Dana earns $13 per hour, for the 22 hours she worked, she earned 22 hours * $13/hour =
286.

Table 17: Example outputs by Zero-shot DUP for SingleEq. Notably, the extracted core question and key
problem-solving information are highlighted in blue and orange. The final answer is highlighted in red.
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Q: The artist was sitting quietly pondering, then suddenly he began to paint when what struck him?
Answer Choices: (A)sadness (B)anxiety (C)inspiration (D)discomfort (E)insights

Stage1: Extract the core question.
A: Please extract core question, only the most comprehensive and detailed one!
Output: What struck the artist and prompted him to start painting?

Stage2: Extract the problem-solving information.
A: Please extract the most useful information related to the core question (What struck the artist and
prompted him to start painting?), only extract the most useful information, and list them one by one!
Output: - The artist was sitting quietly pondering\n- Suddenly, he began to paint\n- Something struck
him and prompted him to start painting

Stage2: Generate and extract the answers.
A: Hint: - The artist was sitting quietly pondering\n- Suddenly, he began to paint\n- Something struck
him and prompted him to start painting \n3. She worked 10 hours on Saturday.\n4. She worked 3
hours on Sunday. \nWhat struck the artist and prompted him to start painting? \nPlease understand
the Hint and question information,then solve the question step by step and show the answer.
Output: Based on the information provided, the answer is (C) inspiration. The artist was sitting
quietly pondering, and suddenly something struck him, prompting him to start painting. This suggests
that he was inspired by something, perhaps an idea, a vision, or a feeling, which motivated him to
express himself through painting.

Table 18: Example outputs by Zero-shot DUP for CommonsenseQA. Notably, the extracted core question and
key problem-solving information are highlighted in blue and orange. The final answer is highlighted in red.

Q: Can the original name of the zucchini be typed on the top row of a QWERTY keyboard?

Stage1: Extract the core question.
A: Please extract core question, only the most comprehensive and detailed one!
Output: Can the original name of the zucchini be typed on the top row of a QWERTY keyboard?

Stage2: Extract the problem-solving information.
A: Please extract the most useful information related to the core question (Can the original name
of the zucchini be typed on the top row of a QWERTY keyboard?), only extract the most useful
information, and list them one by one!
Output: 1. The original name of the zucchini is “Cucurbita pepo.” \n2. The top row of a QWERTY
keyboard contains the letters “QWERTYUIOP.” \n3. The original name of the zucchini cannot be
typed using only the top row of a QWERTY keyboard.

Stage3: Generate and extract the answers.
A: Hint: 1. The original name of the zucchini is “Cucurbita pepo.” \n2. The top row of a QWERTY
keyboard contains the letters “QWERTYUIOP.” \n3. The original name of the zucchini cannot be
typed using only the top row of a QWERTY keyboard. \nCan the original name of the zucchini
be typed on the top row of a QWERTY keyboard? \nPlease understand the Hint and question
information,then solve the question step by step and show the answer.
Output: No, the original name of the zucchini “Cucurbita pepo” cannot be typed on the top row of a
QWERTY keyboard. The top row of a QWERTY keyboard contains the letters “QWERTYUIOP”
and none of these letters are present in the original name of the zucchini. Therefore, it is not possible
to type the original name of the zucchini using only the top row of a QWERTY keyboard.

Table 19: Example outputs by Zero-shot DUP for StrategyQA. Notably, the extracted core question and key
problem-solving information are highlighted in blue and orange. The final answer is highlighted in red.
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Q: A coin is heads up. Walter does not flip the coin. Mikayla does not flip the coin. Larry does not flip
the coin. Ryan does not flip the coin. Is the coin still heads up? Note that "flip" here means "reverse".

Stage1: Extract the core question.
A: Please extract core question, only the most comprehensive and detailed one!
Output: Is the coin still heads up if no one flips it?

Stage2: Extract the problem-solving information.
A: Please extract the most useful information related to the core question (Is the coin still heads up if
no one flips it?), only extract the most useful information, and list them one by one!
Output: 1. The initial position of the coin is heads up.\n2. Walter does not flip the coin.\n3. Mikayla
does not flip the coin.\n4. Larry does not flip the coin.\n5. Ryan does not flip the coin.

Stage3: Generate and extract the answers.
A: Hint: 1. The initial position of the coin is heads up.\n2. Walter does not flip the coin.\n3. Mikayla
does not flip the coin.\n4. Larry does not flip the coin.\n5. Ryan does not flip the coin. \nIs the coin
still heads up if no one flips it? \nPlease understand the Hint and question information,then solve the
question step by step and show the answer.
Output: Based on the given information, we can conclude the following: \n1. The initial position
of the coin is heads up.\n2. Walter does not flip the coin. Therefore, the coin remains heads up.\n3.
Mikayla does not flip the coin. Therefore, the coin remains heads up.\n4. Larry does not flip the coin.
Therefore, the coin remains heads up.\n5. Ryan does not flip the coin. Therefore, the coin remains
heads up.Since no one flips the coin, the coin remains heads up.

Table 20: Example outputs by Zero-shot DUP for Coin Flip. Notably, the extracted core question and key
problem-solving information are highlighted in blue and orange. The final answer is highlighted in red.
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