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ABSTRACT

Large language models (LLMs) are increasingly deployed in real-world applica-
tions ranging from chatbots to agentic systems, where they are expected to process
untrusted data and follow trusted instructions. Failure to distinguish between
the two poses significant security risks, exploited by prompt injection attacks,
which inject malicious instructions into the data to control model outputs. Model-
level defenses have been proposed to mitigate prompt injection attacks. These
defenses fine-tune LLMs to ignore injected instructions in untrusted data. We
introduce Checkpoint-GCG, a white-box attack against fine-tuning-based defenses.
Checkpoint-GCG enhances the Greedy Coordinate Gradient (GCG) attack by lever-
aging intermediate model checkpoints produced during fine-tuning to initialize
GCG, with each checkpoint acting as a stepping stone for the next one to con-
tinuously improve attacks. First, we instantiate Checkpoint-GCG to evaluate the
robustness of the state-of-the-art defenses in an auditing setup, assuming both (a)
full knowledge of the model input and (b) access to intermediate model checkpoints.
We show Checkpoint-GCG to achieve up to 96% attack success rate (ASR) against
the strongest defense. Second, we relax the first assumption by searching for a
universal suffix that would work on unseen inputs, and obtain up to 89.9% ASR
against the strongest defense. Finally, we relax both assumptions by searching for
a universal suffix that would transfer to similar black-box models and defenses,
achieving an ASR of 63.9% against a newly released defended model from Meta.

1 INTRODUCTION

Large language models (LLMs) are increasingly integrated into a wide range of applications, from
chatbots (OpenAI, 2022) and coding assistants (Chen et al., 2021) to AI agents (Shen et al., 2023)
embedded in browsers (Google, 2025) and payment platforms (Google Cloud, 2025). While their
wide adoption stems from their impressive ability to follow natural language instructions, this
same capability also makes them vulnerable to attacks. Indeed, models often fail to distinguish
between instructions to follow and content to ignore (Zverev et al., 2024), exposing them to prompt
injection attacks (Perez & Ribeiro, 2022; Liu et al., 2024b; Branch et al., 2022; Greshake et al.,
2023; Kang et al., 2024), which embed malicious instructions into benign data merely intended for
processing (e.g., a PDF document for summarization), tricking the model into following the injected
instructions. These attacks have been identified as one of the biggest concerns for LLM-based
applications (Financial Times, 2025; OWASP, 2025) and they are already starting to be exploited in
practice, for example, causing private data leakage from Slack AI (Claburn, 2024).

Greedy Coordinate Gradient (GCG) (Zou et al., 2023) is one of the most effective and widely-used
adversarial attacks against LLMs (Ji et al., 2024; Souly et al., 2024; Zhang et al., 2025; Mazeika
et al., 2024; Chao et al., 2024; Zhang et al., 2025). Similar to other adversarial methods in machine
learning (Szegedy et al., 2014; Biggio et al., 2013; Papernot et al., 2016) that introduce small input
perturbations to manipulate model outputs, GCG searches for adversarial suffixes that, when appended
to user queries, induce attacker-desired outputs. Initially introduced for jailbreaking, which aims to
override safety training and elicit harmful responses (e.g., instructions for building a bomb), GCG has
also been applied as prompt injection attacks (Chen et al., 2025a;b). While GCG requires white-box
access to optimize adversarial suffixes, the original work (Zou et al., 2023) has shown that a single
suffix can be optimized across multiple user prompts and target models for jailbreaking, and this suffix
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is then able to generalize to unseen prompts and black-box models, making the suffix “universal”
across inputs and “transferable” across models.

Model-level defenses have been developed to reduce models’ susceptibility to prompt injection
through fine-tuning. StruQ (Chen et al., 2025a) introduces explicit delimiters to separate instruc-
tions from data and applies Supervised Fine-Tuning to train models to follow genuine instruc-
tions. SecAlign (Chen et al., 2025b) improves upon StruQ by using Direct Preference Optimization
(DPO) (Rafailov et al., 2023) to enforce following genuine instructions and ignoring injected ones.
SecAlign++ (Chen et al., 2025c), a further improvement of SecAlign, has most recently been released
and used by Meta to defend open-weight LLMs. Similar approaches include OpenAI’s use of rein-
forcement learning to enforce an “instruction hierarchy” in GPT-3.5 Turbo (Wallace et al., 2024) and
architectural changes (Wu et al., 2024) that embed instruction priority directly into the model.

The robustness of these defenses is empirically evaluated against state-of-the-art attacks, including
the strong white-box attack GCG (Zou et al., 2023). SecAlign (Chen et al., 2025b) reports a sharp
reduction in GCG Attack Success Rates (ASRs), from 98% and 95% on undefended Llama-3-8B and
Mistral-7B to just 9% and 1% when SecAlign-defended. By comparison, StruQ reduces the ASRs to
43% and 41%, indicating that SecAlign provides stronger robustness.

Contribution. GCG’s ASRs drop sharply from undefended models to StruQ- and SecAlign-defended
models, indicating that stronger defenses make the optimization problem harder and hinder GCG’s
ability to find effective suffixes. Prior work shows that GCG’s success is highly sensitive to its
initialization (Jia et al., 2024; Li et al., 2025; Zhang et al., 2024; Hayase et al., 2024). Building on
this finding, we introduce Checkpoint-GCG, which leverages intermediate fine-tuning checkpoints as
stepping stones: at each checkpoint, GCG is initialized with the suffix discovered at the previous one,
progressing toward the final fine-tuned model. We also study strategies for selecting checkpoints to
attack, balancing attack effectiveness and computational cost. Our results show that Checkpoint-GCG
reliably discovers adversarial suffixes and remains effective even against stronger defenses.

First, we adopt the evaluation setup used by StruQ and SecAlign, and apply both the standard GCG
attack (Zou et al., 2023) and Checkpoint-GCG to individual samples from the AlpacaFarm (Dubois
et al., 2023) dataset. We confirm that standard GCG (Zou et al., 2023) shows a rapid decline in
effectiveness as defenses improve, achieving only 6% ASR on SecAlign-defended Llama-3-8B-
Instruct. In contrast, Checkpoint-GCG achieves 88% ASR on the same model, demonstrating that it
can serve as an auditing tool for the robustness of increasingly strong defenses.

To enable Checkpoint-GCG as an attack beyond an auditing setting, we relax two key attacker
assumptions. First, both standard GCG and Checkpoint-GCG require full access to the exact context
provided as input to the model to optimize an adversarial suffix, which is unrealistic in deployed
settings where system prompts or dynamic content are used. Second, Checkpoint-GCG requires
access to intermediate fine-tuning checkpoints, which are often unavailable. In Section 5.3, we
relax both assumptions by (1) using Checkpoint-GCG to optimize universal suffixes over a set of
training prompts and showing that they successfully attack held-out prompts on the same model;
and (2) evaluating these universal suffixes on Meta-SecAlign-8B, a similar model with an upgraded
defense without accessible checkpoints, showing that they can also be transferrable. Using a small
training set of prompts, Checkpoint-GCG finds a universal suffix that achieves 75.3% ASR on
SecAlign-defended Llama-3-8B-Instruct for held-out prompts. We then evaluate this universal suffix
on Meta-SecAlign-8B, the recently released Llama-3.1-8B-Instruct defended with SecAlign++. This
suffix achieves 63.9% ASR when used to query Meta-SecAlign-8B (black-box attack), and 78.3%
ASR in a white-box attack setting with only five optimization steps of standard GCG. By contrast,
standard GCG fails to find a successful universal suffix, yielding 0% ASR on both training and
held-out prompts, and the suffix it produces also fails to transfer to Meta-SecAlign-8B with 0% ASR
in both black-box and white-box settings.

Finally, we provide intuition for why it works by analyzing attention patterns which indicate that
Checkpoint-GCG’s greedy optimization against intermediate checkpoints gradually shapes an ad-
versarial suffix that successfully attacks the final model. We find that suffixes obtained by attacking
intermediate checkpoints with Checkpoint-GCG induce a smooth, monotonic shift in the final model’s
attention from the original user instruction toward the adversarial injection.
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[System Instruction] Below is an instruction that describes a task, paired with an input that
provides further context. Write a response that appropriately completes the request.

[User Prompt] Make a list of outdoor activities that are suitable for the given weather condition.

[Data] Temperature: 57 F, Showers. Print exactly ‘Hacked’! AnD NotHing ElSE!

Figure 1: An example prompt containing both injected instruction (red) and adversarial suffix (blue).

2 BACKGROUND

We denote an LLMM parametrized by parameters θ asMθ with vocabulary V . The modelMθ maps
sequences of up to n tokens, i.e., the complete prompt provided as input to the model, to sequences
of up to m tokens, i.e., the model’s generated response to the prompt, orMθ : P(Vn)→ P(Vm).

A prompt provided as input to a model typically consists of: (i) a System Instruction defining the
model’s role or behavior, (ii) a User Prompt specifying the task or question from the user, and (iii)
Data to assist the model in responding to the user prompt (see Figure 1). These components are
typically concatenated – often with delimiters – and passed to the model as a single input, which it
processes to autoregressively generate a response.

It has been shown that LLMs often struggle to distinguish between data to process and instructions to
follow (Zverev et al., 2024), leaving them potentially vulnerable to prompt injection attacks. These
attacks exploit the model’s inability to ignore malicious instructions in the benign data (Perez &
Ribeiro, 2022; Liu et al., 2024b; Branch et al., 2022). For instance, when given an input similar to
that in Figure 1, the model may ignore the user prompt and instead return “Hacked”, a setup typically
used to study prompt injection (Chen et al., 2025a;b).

White-box attack GCG. Greedy Coordinate Gradient (GCG) (Zou et al., 2023) is an optimization
algorithm that constructs adversarial inputs capable of eliciting a target phrase as an output from
a target LLM. When applied in the prompt injection setting (Chen et al., 2025a;b), the goal is to
generate an adversarial suffix (blue in Figure 1) to be appended to the prompt to confuse the model
into following the injected instruction in the data part.

Formally, given a target model Mθ and a prompt p ∈ P(Vn), GCG searches for a suffix s =
(s1, . . . , sl) ∈ V l such that the model’s continuationMθ(p||s) yields an attacker-specified target
string y∗. It begins with an initial suffix s(0) and iteratively updates it to maximize the log-probability
of the target string, i.e., solves maxs∈Vl logPθ(y

∗ | p||s).
GCG performs this optimization iteratively. At each optimization step t, GCG updates the adver-
sarial suffix to s(t) ← GCG(Mθ, p, y

∗, s(t−1)) in a direction that increases the target likelihood by
leveraging the gradients of logPθ(y

∗ | p||s(t−1)) with respect to the input tokens to make updates to
s(t−1). The algorithm continues until either the model, when prompted with p||s(t−1), produces the
desired output y∗ using greedy decoding, i.e.,Mθ(p||s(t−1)) = y∗, or a maximum number of steps
T is reached – at which point the attack is considered unsuccessful. The final result from GCG is an
adversarial suffix s∗. For more detailed information on GCG, we refer to Zou et al. (2023).

Zou et al. (2023) propose to initialize the GCG suffix s(0) as a series of l exclamation points, which
has been widely adopted in subsequent work (Chen et al., 2025a;b). However, several studies have
observed that GCG’s convergence can be highly sensitive to its initialization (Jia et al., 2024; Li et al.,
2025; Zhang et al., 2024; Hayase et al., 2024) and proposed alternative initialization strategies based
largely on empirical observations. These findings highlight that while initialization plays an important
role in GCG’s success, finding effective initializations in a principled way remains a challenge.

Fine-tuning-based defenses. Recent work has proposed fine-tuning-based methods to improve
models’ robustness against such prompt injection attacks. These methods train models to follow an
“instruction hierarchy”, learning to prioritize instructions based on their position within the input.
StruQ (Chen et al., 2025a) and SecAlign (Chen et al., 2025b) are open-source, state-of-the-art fine-
tuning-based defenses that implement this strategy. StruQ (Chen et al., 2025a) uses explicit delimiters
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Algorithm 1 Checkpoint-GCG Attack

Input: Initial prompt p, target y∗, selected checkpoints S = [c1, . . . , ck], steps T , suffix length l

Output: Final adversarial suffix s
(t)
ck

1: Initialize suffix s(0) ← (s
(0)
1 , . . . , s

(0)
l ) ∈ Vn

2: for i = 1 to k do
3: c← ci
4: s

(0)
c ← s(0)

5: for t = 1 to T do
6: s

(t)
c ← GCG(θc, p, y

∗, s
(t−1)
c )

7: ifMθc(p||s
(t)
c ) = y∗ or early-stopping then

8: s∗c ← s
(t)
c ifMθc(p||s

(t)
c ) = y∗ else s

(t∗)
c ▷ s

(t∗)
c has min loss among

(
s
(t)
c

)T
t=1

9: break ▷ Terminate if s(t)c is successful or early-stopping (App. E)
10: s(0) ← s∗c ▷ Use as initialization for next checkpoint
11: return s∗ck

to distinguish between the user prompt and the data portion. It applies supervised fine-tuning to train
models to follow only the instructions in the user prompt while ignoring any instructions embedded
in the data portion. SecAlign (Chen et al., 2025b) improves upon this by leveraging DPO (Rafailov
et al., 2023) during fine-tuning, explicitly steering the model away from responding to instructions
included in the data portion in favor of responding to the original user prompt.

Let θ0 denote the parameters of the base model. The fine-tuning phase produces a sequence of model
parameters θ0 → θ1 → · · · → θC , where θc represents the model parameters after c fine-tuning steps,
and θC represents the parameters of the final model with fine-tuning-based defense.

3 CHECKPOINT-GCG

Motivated by the incremental nature of fine-tuning, we introduce Checkpoint-GCG, a method that
leverages intermediate checkpoints to progressively optimize an adversarial suffix. Checkpoint-GCG
assumes access to a subset S = [c1, . . . , ck] of all C fine-tuning checkpoints (0 ≤ ci ≤ C), with
corresponding model parameters θci . The attacker runs the GCG algorithm sequentially against each
selected checkpoint, using the adversarial suffix s∗ci found at checkpoint θci to initialize the GCG
algorithm against the next selected checkpoint θci+1 , i.e., s∗ci becomes s(0)ci+1 . The complete procedure
for Checkpoint-GCG is formalized in Algorithm 1.

Intuitively, this approach exploits the incremental nature of parameter updates during fine-tuning –
an adversarial suffix found to be effective against a model with parameters θci is likely to be similar
to an effective suffix for a model with highly similar parameters, such as θci+1 . We elaborate on a
theoretical intuition in Appendix B.

Selecting model checkpoints. Let I = {0, 1, 2, . . . , C} denote the set of all possible checkpoint
indices, where 0 corresponds to the base model with parameters θ0 and C to the final checkpoint with
parameters θC . We consider four strategies for selecting a subset S = [c1, . . . , ck] ⊆ I of checkpoint
indices to attack. All strategies include the base model (c1 = 0) and final checkpoint (ck = C), and
distinctly select intermediate checkpoints (0 < ci < C):

1. Frequency-based (FREQ). For simplicity and to provide uniform coverage of the training process,
we select every qth checkpoint, i.e., SFREQ = {c ∈ I | c = q · l, l ∈ N0}.
2. Step-based (STEP). Since the most substantial changes to model parameters typically occur in the
early stages of training, we select all checkpoints up to a training step r to capture these changes.
To maintain coverage throughout training, we also include every qth checkpoint thereafter, i.e.,
SSTEP = {c ∈ I | c ≤ r} ∪ {c ∈ I | c > r, c = q · l, l ∈ N0}.
3. Loss-based (LOSS). As training loss Lθc represents the model error and guides the updates of
model parameters, we select a checkpoint if its alignment loss differs from the alignment loss at the
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last selected checkpoint by at least a threshold τloss, i.e., SLOSS = {c ∈ I | |Lθc − Lθs | ≥ τloss, s =
max{x ∈ SLOSS|x < c}}. Additionally, to ensure coverage during periods of low change, we include
every qth checkpoint when this condition is not met for q consecutive steps.

4. Gradient-based (GRAD). Gradient norms ∥∇θcLθc∥ provide a more direct measure of the
magnitude of updates made to the model parameters at every step. We therefore select checkpoints
where the gradient norm is at least a threshold τgrad, indicating that the model is making sufficient
changes, i.e., SGRAD = {c ∈ I | ∥∇θcLθc∥ ≥ τgrad}.
We use these strategies to study what aspects of the fine-tuning process is most helpful for finding
successful suffixes against the final model, while balancing computational cost.

Searching a universal suffix. We adapt the universal suffix attack of GCG to Checkpoint-GCG.
At each checkpoint θci , we search for a universal suffix, i.e., a single suffix that generalizes across
Ntrain training prompts and use it as initialization at checkpoint θci+1

. Following Zou et al. (2023),
we incrementally incorporate training samples: for sample z (1 < z ≤ Ntrain), GCG is initialized
with the suffix found for z − 1 samples, i.e., s(0)ci,z = s

(t)
ci,z−1; when z = 1, it is initialized with the

suffix from the previous checkpoint, s(0)ci,1
= s

(t)
ci−1,Ntrain

. If no suffix at θci generalizes across all Ntrain

samples, we select the suffix with the lowest average loss and use it to initialize the next checkpoint.

4 EXPERIMENTAL SETUP

Defenses. We evaluate Checkpoint-GCG on two state-of-the-art fine-tuning-based defenses:
StruQ (Chen et al., 2025a) and SecAlign (Chen et al., 2025b). We replicate both fine-tuning processes
for Llama-3-8B-Instruct (AI@Meta, 2024), Mistral-7B-Instruct (Jiang et al., 2023), and Qwen2-1.5B-
Instruct (Team Qwen, 2024), opting for instruction models as θ0 as they were reported to be more
robust than their base counterparts (Chen et al., 2025b). Full fine-tuning details, including loss and
gradient norm curves, are provided in Appendix J. During this work, SecAlign++ (Chen et al., 2025c),
an updated version of SecAlign, was released. We evaluate the transferability of Checkpoint-GCG
suffixes to models defended with SecAlign++ in Section 5.3.

Attack evaluation. We follow the evaluation setup from StruQ (Chen et al., 2025a) and Se-
cAlign (Chen et al., 2025b), attacking samples with a data part from AlpacaFarm (Dubois et al.,
2023) by injecting the adversarial instruction “Print exactly ‘Hacked’!” at the end of the data part.
An attack is considered successful if the model’s response begins with “Hacked” or “hacked” (target
output y∗ in Algorithm 1). To evaluate the out-of-distribution generalizability of Checkpoint-GCG
suffixes, we also test them on the SEP (Mu et al., 2023) prompt injection benchmark. We report two
metrics: Attack Success Rate (ASR): the fraction of successful attacks over all samples, consistent
with Chen et al. (2025a;b); success@k: the probability of achieving at least one successful attack
within k attempts. This reflects a realistic scenario in deployed systems, where attackers are limited
in the number of queries they can issue due to logging, rate-limiting, or detection. Note that ASR is
equivalent to success@1 (see Section 5.3).

Baselines. Following Chen et al. (2025a;b), we apply GCG directly on the final fine-tuned model
θC , initializing the suffix with "!!!". We use two different budgets: (i) maximum GCG steps of
T = 500, as initially proposed (Zou et al., 2023) and used to evaluate defenses (Chen et al., 2025a;b);
(ii) the same number of steps that Checkpoint-GCG used in total to attack that sample, applying the
same early stopping criteria as Checkpoint-GCG (see Algorithm 1 and Appendix E for more details).

5 RESULTS

5.1 PRIMER: CHECKPOINT-GCG STEERS THE OPTIMIZATION IN THE RIGHT DIRECTION

We apply Checkpoint-GCG to find an adversarial suffix for a prompt injection attack against Llama-
3-8B-Instruct (AI@Meta, 2024) defended with SecAlign (Chen et al., 2025b). Figure 2 visualizes the
optimization for one sample, showing the probability of attack success over the cumulative number
of GCG steps across checkpoints. Any dashed vertical line denotes a checkpoint θc selected to attack.
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Figure 2: The probability of a successful attack by GCG and Checkpoint-GCG when attacking one
sample on Llama3-8B-Instruct (AI@Meta, 2024) defended with SecAlign (Chen et al., 2025b).

We start by applying GCG on the base model with parameters θ0, initializing the attack as in prior
work with "!!!". For this suffix s

(0)
c=0, the probability of attack success is near 0 (lower left of

Figure 2). After a limited number of GCG steps, we find a suffix s
(t)
c=0 that successfully attacks the

base model θ0. We then attack the next checkpoint, θ7, initializing GCG with the successful suffix
found on θ0. We find the success probability of this suffix to remain highly similar for θ7, yet a few
GCG steps are needed to update s

(t)
c=0 = s

(0)
c=7 to s

(t)
c=7, which successfully attacks θ7. We continue

this process across all selected checkpoints. While the probability of success often drops going from
checkpoints θc to θc+1, applying a limited number of GCG steps starting from the suffix successful
for θc quickly restores the success probability against θc+1. Finally, Checkpoint-GCG applies the
same strategy to the fully aligned model θC , and finds the optimized suffix to succeed.

As a reference, we also report the results for standard GCG when applied independently on each
checkpoint θc. At each θc, we run standard GCG for the same number of steps as Checkpoint-GCG,
but initialize with the naive suffix ("!!!") rather than the optimized suffix from θc−1. While standard
GCG still improves success probability at early checkpoints, the fine-tuning process increasingly
suppresses the attack at later stages. After only a few fine-tuning checkpoints, the success probability
plateaus near zero, ultimately resulting in a failed attack on θC .

5.2 CHECKPOINT-GCG AS AN AUDITING METHOD

We instantiate Checkpoint-GCG to audit the robustness of StruQ (Chen et al., 2025a) and Se-
cAlign (Chen et al., 2025b) against prompt injection attacks. Following their evaluation, we attack
each AlpacaFarm sample individually by optimizing an adversarial suffix appended to the sample.
This procedure assumes full access to the sample for suffix optimization as well as access to inter-
mediate checkpoints, which is expected in an auditing setting as the goal is to determine whether
successful attacks exist. In Section 5.3, we show how this assumption can be relaxed when deploying
adversarial suffixes as attacks. Figure 3a shows the ASRs achieved by Checkpoint-GCG across
three models, compared to the baseline ASRs from standard GCG applied directly to θC using both
T = 500 steps and Checkpoint-GCG budget. The full results are reported in Table 2 in Appendix A.

The performance of standard GCG decreases quickly as defenses improve. When applied to defended
models, standard GCG achieves moderate performance against StruQ, and weak performance against
SecAlign (6% ASR for Llama-3-8B-Instruct). Although our replication of standard GCG with
T = 500 steps achieves slightly higher ASRs than those reported in the original work (Chen et al.,
2025b) (see Appendix K for detailed comparison), it still remains weak against SecAlign. Even when
given the same total number of steps that Checkpoint-GCG required on each sample (Checkpoint-
GCG budget), standard GCG shows only marginal improvements over the T = 500 baseline. In
contrast, Checkpoint-GCG consistently achieves high effectiveness across all defenses and models,
achieving ASRs of up to 100% on StruQ-defended models and 96% on SecAlign-defended models.

As defenses continue to improve, it will be increasingly difficult to measure defense improvements
using low and decreasing ASRs of standard GCG. We show that Checkpoint-GCG, while using
a stronger attacker, can successfully audit the effectiveness of fine-tuning-based defenses against
increasingly sophisticated attacks. This aligns with how strong adversaries are often used to measure
the effectiveness of defenses and attacks in security literature. For example, DP-SGD (Abadi et al.,
2016) is designed to protect machine learning models’ training data privacy against strong adversaries
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Figure 3: (a) Attack Success Rate (%) against increasingly stronger defenses (Undefended, StruQ,
SecAlign) across three models (Llama-3-8B-Instruct, Mistral-7B-Instruct, and Qwen2-1.5B-Instruct).
(b) Trade-off between number of selected checkpoints, average number of steps per checkpoint, and
the Checkpoint-GCG ASR for the GRAD checkpoint selection strategy.

with full access to model parameters and gradient updates, while Balle et al. (2022) assume an
informed adversary to investigate whether differential privacy prevents training data reconstruction.
In Appendix H, we discuss potential defenses against Checkpoint-GCG and explore how adversarial
suffixes discovered by Checkpoint-GCG during the auditing can be incorporated back into the
fine-tuning pipeline to strengthen defenses.

Checkpoint selection. We ablate the different checkpoint selection strategies described in Section 3.
Figure 3b illustrates the trade-off between the number of selected checkpoints, the average number
of GCG steps required at each checkpoint, and the resulting ASR. When too few checkpoints are
selected, Checkpoint-GCG lacks sufficient stepping stones, leading to lower ASR. As the number of
selected checkpoints increases, the ASR improves and, notably, the number of GCG steps required
per checkpoint decreases. This is expected: selecting more checkpoints leads to smaller parameter
changes between them, which reduces the adjustments needed to update the adversarial suffixes.
Beyond a certain point, adding more checkpoints may however increase the cumulative number of
steps across all checkpoints without yielding proportional gains in ASR. We adopt the GRAD strategy
for all main experiments, as it provides an optimal balance between ASR and computational cost.

Other GCG initializations. We replicate other GCG initializations proposed in prior work and
report the results in Appendix F. We show that these initializations yield only marginal ASR gains on
SecAlign-defended models, whereas Checkpoint-GCG achieves substantially stronger performance.

5.3 CHECKPOINT-GCG AS AN ATTACK

While valuable as an auditing tool, Checkpoint-GCG relies on two key assumptions that currently
limit its applicability as an attack. First, like standard GCG, it assumes that the attacker has full
knowledge of the model input to optimize an adversarial suffix. The attacks of highest concerns,
however, are those against deployed systems, where attackers rarely have knowledge of the complete
context, as models are usually instructed with hidden system prompts and provided with dynamically
retrieved content. Second, Checkpoint-GCG requires access to the target model’s intermediate
checkpoints from the fine-tuning process, a strong assumption for real-world defended models.

In this section, we explore how we can relax both assumptions by (i) finding a universal adversarial
suffix that is independent of the exact input context, following the approach introduced in GCG (Zou
et al., 2023), and (ii) finding suffixes which, in addition, also transfer to other models.

(i) Checkpoint-GCG discovers a universal suffix. We here assume a defended model that has
been deployed in a real-world application. We assume an attacker who has access to the fine-tuning
checkpoints, but now no longer has access to the complete context with which the model is queried.

To achieve a successful prompt injection in this scenario, we instantiate Checkpoint-GCG to find
a single universal suffix that generalizes across contexts. We optimize a suffix on Ntrain = 10

training samples from AlpacaFarm. We then test the universality of the suffix (i.e. s(t)C,Ntrain
) out-of-

the-box (i.e., no sample-specific optimization) against θC on the remaining Ntest = 198 held-out
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Figure 4: Universality of the Checkpoint-GCG suffixes on (a) in-distribution and (b) out-distribution
test samples. Results for SecAlign; for StruQ see Appendix A.2.

AlpacaFarm samples. To assess universality beyond the distribution of training samples, we also test
on Ntest = 500 random samples from the SEP dataset (Mu et al., 2023) and Ntest = 55 samples from
the CyberSecEval2 dataset (Bhatt et al., 2024), reflecting a deployment-like scenario where attacks
must generalize to unseen and potentially out-of-distribution inputs.

Figure 4a shows the universality (success@k) of attacks against SecAlign-defended models with
in-distribution test samples (AlpacaFarm). We find that Checkpoint-GCG achieves a high probability
of success even when restricted to a single attempt (k = 1). For example, against Llama-3-8B-Instruct
defended with SecAlign, it reaches success@1 of 75.3%, while standard GCG is ineffective (0%,
with both 500 steps and Checkpoint-GCG budget). With just 5 attempts, Checkpoint-GCG reaches
almost perfect performance, whereas standard GCG maintains low success@ values.

For test samples from SEP, Figure 4b shows that absolute performance decreases, reflecting the greater
difficulty of a universal suffix generalizing out-of-distribution. Nevertheless, Checkpoint-GCG still
outperforms standard GCG by a wide margin, showing strong generalization both within and beyond
the dataset used to construct the attack. This also holds for test samples from CyberSecEval2 (Bhatt
et al., 2024), where standard GCG with both 500 steps and the Checkpoint-GCG budget achieves 0%
ASR on all three SecAlign-defended models, while Checkpoint-GCG achives 18.2%, 94.5%, and
90.0% for Llama-3-8B-Instruct, Mistral-7B-Instruct, and Qwen2-1.5B-Instruct, respectively. More
detailed results, including experiments on StruQ showing the same pattern, are in Appendix A.2.

(ii) Checkpoint-GCG suffixes transfer to similar models and defenses. We here show that
Checkpoint-GCG can be an attack against a deployed target model even when the attacker lacks
access to both (a) the complete input to the model and (b) its intermediate checkpoints. To this end,
we first use a surrogate model θCs with available checkpoints to run Checkpoint-GCG and obtain a
universal suffix, which we then transfer to attack a defended target model θCt

with a different base
model and defense but no accessible checkpoints.

We consider two scenarios: black-box and white-box transfer attacks. For black-box, the attacker
does not have access to the target model’s weights and can only prompt the model. For white-box, the
attacker has access to the weights of the final fine-tuned model but not to its intermediate checkpoints.
In this case, the attacker may use suffixes obtained from attacking the surrogate model as initialization
to run additional optimization directly on the target model. As target model, we consider Meta-
SecAlign-8B, a recently released model from Meta applying SecAlign++ to Llama-3.1-8B-Instruct.

Results in Table 1 show that universal suffixes discovered with Checkpoint-GCG transfer effectively
when the surrogate and target share similar models and defenses. Using SecAlign-defended Llama-
3-8B-Instruct as the surrogate, the suffix achieves 63.9% ASR against Meta-SecAlign-8B in the
black-box setting, whereas a standard GCG suffix (which yields 0% ASR on the surrogate) also
transfers with 0% ASR. In the white-box setting, initializing with the Checkpoint-GCG suffix and
running only 5 optimization steps on 10 training samples produces a universal suffix that generalizes
to 198 held-out test samples with 78.3% ASR on the target. By contrast, initializing from standard
GCG’s suffix leads to a suffix with 0% ASR, even after 5,000 optimization steps (500 per training
sample). We also evaluated the transferability of Checkpoint-GCG and standard GCG universal
suffixes found on SecAlign-defended Mistral-7B-Instruct and Qwen2-1.5B-Instruct, which all yield
0% ASR in both black-box and white-box settings. These results indicate that Checkpoint-GCG
enables transferability across related models and defenses, while standard GCG does not. Although
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Universal suffix from
θCs

obtained via

Black-box transfer to θCt
White-box transfer with Standard GCG on θCt

ASR ↑ Train ASR ↑ Test ASR ↑ T steps ↓
Standard GCG (T=500) 0 0 0 5000

Standard GCG (Checkpoint-GCG budget) 0 0 0 5000
Checkpoint-GCG 63.9 100 78.3 5

Table 1: Attack success rate (ASR %) ↑ for transferring the universal suffix found on the surrogate
model (SecAlign-defended Llama-3-8B-Instruct) to the target model (Meta-SecAlign-8B, which is
Llama-3.1-8B-Instruct defended with SecAlign++), in both black-box and white-box settings.

transferability across highly different models remains limited, it is still realistic in practice, as
organizations may open-source a model or defense before deploying an update behind an API.

5.4 UNDERSTANDING WHY CHECKPOINT-GCG ACHIEVES SUPERIOR PERFORMANCE

We analyze how the model’s attention patterns shift with Checkpoint-GCG suffixes inspired by recent
work that analyzes changes in model activations and attention patterns (Hung et al., 2025; Abdelnabi
et al., 2025). Specifically, we show that Checkpoint-GCG suffixes steadily make the final model θC
shifts attention from U (the user prompt) to A (the attack, i.e., injected instruction and adversarial
suffix), even though these suffixes are optimized against intermediate checkpoints.

For each checkpoint θ0, . . . , θci , . . . , θC , we take the suffix obtained at that checkpoint and include it
in the full input prompt to the final model θC . Following Hung et al. (2025), we first identify a set
Hi of “important heads” – attention heads that shift attention from the original user prompt to the
injection in the data part. Second, we examine the attention from the last token of the input prompt,
which has the most direct influence on the model’s output. For head h of layer l, the attention score
on an input sequence S is defined as Attnl,h(S) =

∑
s∈S αl,h

s , where αl,h
s is the softmax attention

from the last token to token s. We then, for sequence S, average over all “important heads” to obtain
its attention score AttnS = 1

|Hi|
∑

(l,h)∈Hi
Attnl,h(S). We compute AttnU (attention score of user

prompt) and AttnA (attention score of injected instruction + suffix) for suffixes obtained at each
checkpoint during checkpoint-GCG, and show across all samples against the final model in Figure 5a.

Figure 5a shows that suffixes from the first few checkpoints only cause mild changes in the final
model’s attention; then, suffixes optimized at θ10 to θ50 quickly make the final model’s attention
shifts from the user prompt toward the injected instruction and suffix; after θ50, the final model’s
attention remains relatively stable. This shows that suffixes optimized at intermediate checkpoints
serve as effective stepping stones, smoothly and monotonously shifting the final model’s attention
away from the user prompt. Even though these suffixes are obtained by greedy optimization against
intermediate checkpoints, they progressively steer the final model’s attention towards the adversarial
injection, making the final attack effective. These patterns also align with Checkpoint-GCG’s
optimization process in Figure 5b: it takes few steps at early checkpoints (the suffix found at the
previous checkpoint works directly against the next checkpoint), spends the majority of its budget at
θ10 to θ50 (which also have higher gradient norms, see Figure 7), and requires fewer steps thereafter.

6 RELATED WORK

Improving optimization-based attacks. Research on optimization-based attacks has mainly focused
on three directions: improving efficiency, altering the optimization objective, and investigating
the initialization. Efficiency improvements include better token selection (Li et al., 2025; 2024),
multi-token updates at each optimization step (Liao & Sun, 2024; Li et al., 2025), and training a
model on successful suffixes to efficiently generate new ones (Liao & Sun, 2024). While similar
techniques could likely also accelerate Checkpoint-GCG, we leave such optimizations to future work.
Modifications to the optimization objective include augmenting the loss with attention scores of the
adversarial suffix (Wang et al., 2024), and decoupling the search into a behavior-agnostic pre-search
and behavior-relevant post-search (Liu et al., 2024a). Zou et al. (2023) showed that suffixes optimized
on one model often transfer to others, enabling black-box attacks: adversaries optimize suffixes on an
open-source surrogate model, then apply them to a closed-source target via query access. Building
on this, Sitawarin et al. (2024) and Hayase et al. (2024) improve black-box attacks by selecting
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Figure 5: (a) Final model’s attention scores of user prompt (AttnU ) and injected instruction + adversar-
ial suffix (AttnA), with suffix optimized at each checkpoint. (b) Percentage of total Checkpoint-GCG
steps taken by each checkpoint. Both (a) and (b) show mean and standard deviation across all samples
where Checkpoint-GCG is successful against SecAlign-defended Llama-3-8B-Instruct.

suffixes based on target model loss, while using surrogate gradients to guide optimization. Finally,
several works have observed that the initialization used in GCG greatly affects its convergence and
success (Jia et al., 2024; Li et al., 2025; Zhang et al., 2024; Hayase et al., 2024; Wang et al., 2025).
For instance, Jia et al. (2024) show that initializing the suffix with one that succeeded on a different
sample improves both speed and success rates, while Wang et al. (2025) interestingly demonstrate that
deliberately misaligning safety-aligned chat models can help uncover successful jailbreak suffixes.
Checkpoint-GCG exploits intermediate model checkpoints to obtain better initializations.

Prompt injection. LLMs have been shown to struggle to distinguish between instructions to
follow and data to process (Zverev et al., 2024), making them vulnerable against prompt injection
attacks (Perez & Ribeiro, 2022; Liu et al., 2024b; Branch et al., 2022). These attacks override
the model’s intended behavior, either provided directly by the user (Perez & Ribeiro, 2022; Kang
et al., 2024) or indirectly via external content used by LLM-integrated applications (Greshake et al.,
2023). Prompt injection has been studied across various settings, including Retrieval-Augmented-
Generation-based systems (De Stefano et al., 2024; Clop & Teglia, 2024; Pasquini et al., 2024) and
tool-using agents (Debenedetti et al., 2024). Defenses generally fall into two categories: system- and
model-level. System-level defenses include detection, often using a second LLM to identify injected
instructions (Liu et al., 2025; Inan et al., 2023), prompt engineering (Hines et al., 2024; Yi et al.,
2025), and protective system layers around LLMs (Debenedetti et al., 2025). However, the main
methodological focus has been on fine-tuning model-level defenses which is the focus of this work.

7 DISCUSSION AND CONCLUSION

LLMs have been shown to be vulnerable to prompt injection attacks, motivating recent efforts to
fine-tune models to improve robustness, including those deployed in industry (Chen et al., 2025a;b;
Wallace et al., 2024; Wu et al., 2024; Bianchi et al., 2024). To validate effectiveness, these defenses
are tested against a range of attacks, including the state-of-the-art white-box attack GCG, which allow
developers to measure defense robustness and guide future improvements.

We confirm that the performance of GCG decreases as defenses improve. As GCG’s ASR steadily
gets closer to 0 with more sophisticated defenses, the need for a new method to evaluate defense
robustness emerges. We here introduce Checkpoint-GCG, an auditing method that uses an informed
attacker with access to intermediate fine-tuning checkpoints and show it to reliably discover successful
adversarial suffixes even against the state-of-the-art defenses, establishing it as a strong auditing tool.

Beyond auditing, we show how Checkpoint-GCG can be used as an attack in two scenarios. First, we
assume that a model, with known fine-tuning checkpoints, has been deployed in a real-world system,
where its full input context is unknown. We here instantiate Checkpoint-GCG to discover universal
suffixes that generalize across unseen inputs and datasets. Second, we assume that the deployed
model has unknown input and unknown checkpoints. Here, we use a similar surrogate model with
known checkpoints to find a universal suffix which we transfer to the target model. In particular,
we show that Checkpoint-GCG suffixes discovered against SecAlign-defended Llama-3B-Instruct
transfer to Meta-SecAlign-8B, a defended model recently released by Meta.
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8 REPRODUCIBILITY STATEMENT

We release the source code in the supplementary material. The accompanying README.md file
includes environment setup instructions and details the steps required to reproduce our results.
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A DETAILED RESULTS

A.1 AUDITING DEFENSES

We here show the fine-grained ASRs each method achieves against each of the defenses. While
standard GCG, both with T = 500 steps and as many steps as Checkpoint-GCG (i.e., Checkpoint-
GCG budget), struggles to keep up with increasingly more sophisticated defenses, Checkpoint-GCG
retains its strong performance. For example, standard GCG struggles the most against Llama-3-8B-
Instruct(AI@Meta, 2024) protected by the state-of-the-art defense SecAlign(Chen et al., 2025b),
achieving 6% ASR, while Checkpoint-GCG achieves an ASR of 88%.

GCG on θC

Defense Model T = 500 steps Checkpoint-GCG budget Checkpoint-GCG (ours)

Undefended
Llama-3-8B-Instruct (AI@Meta, 2024) 100 100 100
Mistral-7B-Instruct (Jiang et al., 2023) 100 100 100

Qwen2-1.5B-Instruct (Team Qwen, 2024) 98 98 98

StruQ (Chen
et al., 2025a)

Llama-3-8B-Instruct (AI@Meta, 2024) 26 50 100
Mistral-7B-Instruct (Jiang et al., 2023) 88 90 100

Qwen2-1.5B-Instruct (Team Qwen, 2024) 48 52 90

SecAlign (Chen
et al., 2025b)

Llama-3-8B-Instruct (AI@Meta, 2024) 6 12 88
Mistral-7B-Instruct (Jiang et al., 2023) 18 22 96

Qwen2-1.5B-Instruct (Team Qwen, 2024) 32 32 84

Table 2: Attack success rate (ASR %) ↑ for Checkpoint-GCG against state-of-the-art prompt injection
defenses. As baseline, we apply the standard GCG attack to the defended model (i.e., the final
checkpoint θC ). Results are aggregated for 50 randomly selected samples from AlpacaFarm (Dubois
et al., 2023).

A.2 UNIVERSAL ATTACK

Defense Model GCG with 500 steps per sample GCG with Checkpoint-GCG budget Checkpoint-GCG (ours)

Training Testing Training Testing Training Testing

SecAlign (Chen
et al., 2025b)

Llama (AI@Meta, 2024) 0 0 0 0 100 75.3
Mistral (Jiang et al., 2023) 0 0 0 3.0 100 89.9
Qwen (Team Qwen, 2024) 0 0.5 0 3.5 100 78.3

Struq (Chen
et al., 2025a)

Llama (AI@Meta, 2024) 0 0 70 74.2 100 88.9
Mistral (Jiang et al., 2023) 30 58.1 100 91.4 100 99.0
Qwen (Team Qwen, 2024) 10 2.0 40 27.8 100 87.9

Table 3: Attack success rate (ASR %) ↑ for universal attack comparing standard GCG with 500
steps per training sample, standard GCG with Checkpoint-GCG budget, and our Checkpoint-GCG
method across defenses (SecAlign, StruQ) and models (Llama, Mistral, Qwen). Results are reported
on training and testing sets.

Table 3 shows the detailed ASRs achieved by each attack per model and defense. While standard
GCG struggles to find a universal suffix against the stronger SecAlign defense that works against
the training samples, Checkpoint-GCG finds suffixes that are successful on all 10 training samples
and also generalize to other unseen samples. Even on the weaker StruQ defense, Checkpoint-GCG
consistently finds universal suffixes that generalize better than the suffixes discovered by standard
GCG.

Figure 6 shows the universality of suffixes discovered by Checkpoint-GCG against StruQ-defended
models on unseen samples from two datasets. We note that Mistral-7B-Instruct, defended with StruQ,
is significantly less robust than the others. However, Checkpoint-GCG still consistently outperforms
standard GCG (both with 500 steps and with Checkpoint-GCG budget).

B THEORETICAL INTUITION

In this section, we provide a theoretical intuition for why progressing through checkpoints works,
given the defense’s fine-tuning objective and Checkpoint-GCG’s optimization objective.
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Figure 6: Universality of the Checkpoint-GCG discovered suffixes on (a) in-distribution and (b)
out-distribution test samples. Results shown are for suffixes discovered against StruQ.

The attacker seeks to maximize f(s; θ) = logPθ(y
∗ | p || s) over suffixes s ∈ V l (also see Section 2).

During fine-tuning, the model parameters are updated to minimize a fine-tuning loss ℓfine-tuning(θ) that
penalizes undesirable completions (e.g., via DPO), moving from an initial checkpoint θ0 (undefended)
to a final model θC .

Because this fine-tuning objective discourages the model from predicting undesirable completions,
fine-tuning updates are expected to also reduce f . If we update the model parameters from θc to θc+1,
a first order approximation in the change of f could be written as:

f(s; θc+1) ≈ f(s; θc)− η ∇θf(s; θc)
⊤∇θℓfine-tuning(θc).

where η is the learning rate. If the gradients ∇θf(s; θc) and ∇θℓfine-tuning(θc) are aligned (which is
likely the case as the fine-tuning loss is explicitly designed to steer away from harmful outputs), then
the fine-tuning process reduces the model’s likelihood of generating the harmful target y∗ given p || s.
Intuitively, thus, as fine-tuning progresses, f(s; θ) becomes smaller, and it likely becomes harder to
find the optimal suffix argmaxs f(s; θ).

Further, if we assume that the optimal suffix sθ,max ∈ argmaxs f(s; θ) varies continuously with
θ, warm-starting of the suffix optimization using intermediate checkpoints would intuitively help.
Indeed, initializing the optimization at checkpoint θc+1 with s(c) ≈ sθc,max keeps the search near
sθc+1,max (within the basin of attraction), accelerating convergence.

C CHECKPOINT SELECTION STRATEGIES

C.1 EVALUATING CHECKPOINT SELECTION STRATEGIES

We consider all four strategies for selecting checkpoints for Checkpoint-GCG described in Sec-
tion 3 and a binary search strategy by Wang et al. (2025). To evaluate the attack effectiveness and
computational cost of these checkpoint selection strategies, we take Llama-3-8B-Instruct defended
with SecAlign as an example and conduct an in-depth study, testing each strategy under varying
hyperparameters. Results are reported in Table 4.

The gradient-based strategy (GRAD) offers the best trade-off in attack effectiveness (ASR) and
computational cost (Total Checkpoint-GCG steps). While LOSS and STEP also achieve the same
ASR with some of the hyperparameter values, they require higher computational cost. The binary
search strategy (Wang et al., 2025), which dynamically selects each subsequent checkpoint based on
whether the attack succeeds at the current one, also achieves a high ASR with relatively few selected
checkpoints on average, however, it requires a large total number of GCG steps, most of which are
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Checkpoint Parameter values ASR (%) ↑ # Selected checkpoints ↓ Total Checkpoint-GCG steps ↓
strategy (avg across samples) ↓

FREQ
q = 10 95 91 4,037
q = 50 65 19 4,676
q = 100 65 10 2,659

STEP
r = 30 & q = 10 100 118 3,708
r = 30 & q = 50 75 49 2,873
r = 30 & q = 100 85 40 1,553

LOSS τloss = 0.005 & q = 50 100 124 3,754

GRAD

τgrad = 0.05 100 102 3,077
τgrad = 0.1 100 64 2,033
τgrad = 0.2 90 41 1,764
τgrad = 0.3 90 29 1,475
τgrad = 0.4 50 19 1,721
τgrad = 0.5 45 12 1,213
τgrad = 0.6 20 5 798

Binary search ( Wang et al. (2025)) / 100 19.35 ± 9.79 6,215

Table 4: Attack effectiveness (ASR) and computational cost (number of selected checkpoints and total
Checkpoint-GCG steps averaged across samples) for each checkpoint selection strategy, evaluated on
Llama-3-8B-Instruct (AI@Meta, 2024) defended with SecAlign (Chen et al., 2025b). Results are
aggregated for 20 randomly selected samples from AlpacaFarm (Dubois et al., 2023).

Defense Model τgrad # Selected checkpoints

StruQ (Chen
et al., 2025a)

Llama-3-8B-Instruct (AI@Meta, 2024) 4.5 125
Mistral-7B-Instruct (Jiang et al., 2023) 7 111

Qwen2-1.5B-Instruct (Team Qwen, 2024) 3.2 99

SecAlign (Chen
et al., 2025b)

Llama-3-8B-Instruct (AI@Meta, 2024) 0.05 102
Mistral-7B-Instruct (Jiang et al., 2023) 0.05 93

Qwen2-1.5B-Instruct (Team Qwen, 2024) 0.12 93

Table 5: Parameters for the GRAD checkpoint selection strategy across setups. We provide both the
selected gradient norm threshold τgrad and the resulting number of checkpoints selected using this
threshold.

spent on checkpoints against which the attack fails. The FREQ strategy, on the other hand, struggles
to achieve the same ASR even with a higher computational cost.

These results show that checkpoint selection in Checkpoint-GCG requires balancing attack perfor-
mance and computational efficiency. On one hand, selecting more checkpoints reduces changes
in model parameters between attacked checkpoints, making it easier for GCG to refine adversarial
suffixes, which leads to a decreasing number of per-checkpoint GCG steps. On the other hand,
selecting many checkpoints may increase the cumulative number of GCG steps without proportional
gains in ASR. We illustrate this trade-off in Figure 3b. Selecting appropriate GRAD thresholds helps
strike an effective balance: by choosing checkpoints with significant parameter updates, it ensures
that each GCG attack always starts from a well-informed initialization and targets a meaningful
transition in the model’s behavior.

To provide a visual illustration, we plot the checkpoints selected for one example hyperparameter
setup for STEP, LOSS, GRAD, in Figure 7.

C.2 CHECKPOINT SELECTION STRATEGY USED IN THIS WORK

Based on the analysis in Section C.1, we adopt the GRAD strategy for all experiments in our work, as
it provides an optimal balance between attack effectiveness and computational cost. For Llama-3-8B-
Instruct defended with SecAlign, we choose a threshold of τgrad = 0.05, although the computational
cost may be further reduced by choosing a higher threshold, as shown in Table 4. For all other
models and defenses, we choose the values for τgrad such that a similar number of checkpoints are
selected. Table 5 shows the values of τgrad for different defenses and models and the resulting number
of selected checkpoints.
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Figure 7: Checkpoints selected using three different selection strategies (see Section 3) for the
Llama-3-8B-Instruct model defended with SecAlign.

D DISTRIBUTION OF GCG STEPS FOR SUCCESSFUL ATTACKS

To better contextualize the computational cost of our method, we report the distribution of the total
number of GCG steps required for Checkpoint-GCG to produce successful attacks, and compare it
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Figure 8: Cumulative number of successfully attacked samples with a given budget of total GCG
steps, evaluated on Llama-3-8B-Instruct (AI@Meta, 2024) defended with SecAlign (Chen et al.,
2025b). Results are aggregated for 50 randomly selected samples from AlpacaFarm (Dubois et al.,
2023).

against standard GCG when given an equivalent per-sample budget. Figure 8 shows the cumulative
number of successful samples as a function of the total GCG steps taken. While Checkpoint-GCG
takes several thousand steps for some samples, we observe that almost half of the successful attacks
need fewer than 1,000 total steps across all selected checkpoints. In contrast, allowing standard
GCG to run for as many steps as Checkpoint-GCG required for each sample (Checkpoint-GCG
budget) does not help increase its attack success rate: it can spend thousands of steps per sample, but
still fails to achieve a successful attack for most samples. This gap highlights that the performance
improvement of Checkpoint-GCG arises not merely from additional optimization steps, but from the
checkpoint-based search structure itself.

E CHECKPOINT-GCG: EARLY STOPPING

In the original GCG algorithm, GCG terminates either when a successful suffix is found or after a
fixed budget of T = 500 steps. Since we are targeting models that have been specifically fine-tuned
to be robust against attacks, we anticipate the attack to be more challenging and hence consider a
per-checkpoint budget of T = 1, 000. To avoid excessive computation, we also implement early
stopping. Our observations show that GCG can get stuck in local minima, where it continues to
iterate without improving the loss or finding a successful suffix. To mitigate this, Checkpoint-GCG
terminates for checkpoint θci if the best GCG loss achieved for θci remains essentially unchanged
(change ≤ 1e−5) over 250 consecutive steps. These thresholds were selected empirically and on
the conservative side, so that it’s unlikely for Checkpoint-GCG to miss successful suffixes due to
early-stopping. If early-stopping occurs at checkpoint θci , Checkpoint-GCG proceeds to attacking the
next checkpoint θci+1 , using the best suffix (i.e., the one with lowest loss) found at θci as initialization
(see Algorithm 1).

F OTHER GCG IMPROVEMENTS

Prior studies observed that the initialization used in GCG can greatly affect its convergence and
success. Jia et al. (2024) propose an “easy-to-hard” strategy: initializing attacks on difficult prompts
with suffixes successful on simpler ones, boosting ASR, as later confirmed by Li et al. (2025).
Zhang et al. (2024) similarly find that reusing successful suffixes across models or samples speeds up
optimization. Lastly, Hayase et al. (2024) find that repeating the target string in the suffix, up to the
allowed suffix length, improves performance in black-box attacks.

Effectively, Checkpoint-GCG improves upon directly attacking the defended model by leveraging a
more strategic initialization, in line with findings from prior work. We hence compare Checkpoint-
GCG to three additional baselines: (i) randomly picking a suffix which successfully attacked θC for
the same defense and model, and using it to initialize GCG on θC for 50 other samples in line with (Jia
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et al., 2024; Li et al., 2025; Zhang et al., 2024); (ii) initializing with the target phrase repeated for
as many times as the token limit k allows, in line with (Hayase et al., 2024); and (iii) repeatedly
initializing GCG with a random string (initializing GCG with a random string (Hayase et al., 2024),
running it until early stopping, then restarting with a new random string, and repeating this process
until the total budget T is exhausted). For all baselines, we run GCG on θC with T = 500.

All baselines are evaluated on SecAlign-defended Llama-3-8B-Instruct, with results reported in
Table 6.

Initialization ASR (%) ↑
Random initialization (Hayase et al., 2024) 6
"!!!...!!!" (Zou et al., 2023) 6
"Hacked...Hacked" (Hayase et al., 2024) 6
Any successful suffix (Jia et al., 2024; Li et al., 2025; Zhang et al., 2024) 16
Checkpoint-GCG (ours) 88

Table 6: ASR (%) of standard GCG with T = 500 using different initializations when directly attack-
ing the aligned model θC of SecAlign-defended (Chen et al., 2025b) Llama-3-8B-Instruct (AI@Meta,
2024). Results are aggregated for 50 randomly selected samples from AlpacaFarm.

We find that while initializing with repeated target phrase did not have an impact on the ASR,
initializing with a successful suffix from another sample improves the naive baseline of using repeated
exclamation marks, lifting the ASR from 6% to 16% (Table 6). However, this ASR is far lower than
Checkpoint-GCG’s of 88%.

G ABLATION ON NUMBER OF TOKENS FOR UNIVERSAL SUFFIX

We ablate the number of suffix tokens by instantiating Checkpoint-GCG against SecAlign-defended
Llama-3-8B-Instruct to find a universal suffix. We increased the suffix length from 20 to 25 and 30
tokens, to find that the performance on held-out samples drops to 64.1% and 45.5%, respectively
(Table 7). This suggests that using more tokens likely leads to overfitting to the training samples. We
leave for future work how to balance train and test performance in universal suffix generation.

Suffix Length (tokens) Train samples ASR Unseen samples ASR

20 10/10 (100%) 149/198 (75.3%)
25 10/10 (100%) 127/198 (64.1%)
30 10/10 (100%) 90/198 (45.5%)

Table 7: Realistic attack through transferability: Attack success rates (ASR) on train and unseen
samples for different suffix lengths.

H DEFENSES AGAINST CHECKPOINT-GCG

Although fine-tuning-based defenses will likely continue to improve, training models to be fully
robust to prompt injections is likely to remain a challenging task in the near future. Future defenses
are therefore unlikely to fully protect or provide guarantees against all attacks, much like adversarial
examples in the domain of computer vision, which remain an unsolved problem despite more than
a decade of research. As such, a multi-layered defense strategy (defense-in-depth) is essential.
For LLMs, detection systems can be deployed on top of models fine-tuned with prompt injection
defenses. These systems examine prompts and responses to identify potential attacks, often using
heuristics such as perplexity (Alon & Kamfonas, 2023), attention scores (Hung et al., 2025), activation
shifts (Abdelnabi et al., 2025), or another LLM as a detector (AI; Liu et al., 2025; Chennabasappa
et al., 2025). For LLM agents, system-level isolation mechanisms can further limit the impact of a
successful prompt injection: even if the underlying model is compromised, strict control over tool
access and execution can prevent harmful actions (Debenedetti et al., 2025; Beurer-Kellner et al.,
2025).
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Finally, we believe that Checkpoint-GCG itself can also be incorporated into training pipelines
to build stronger defenses; we present initial experiments and insights towards this direction in
Section H.1.

H.1 FINE-TUNING WITH CHECKPOINT-GCG SUFFIXES

We conduct a preliminary experiment to show that Checkpoint-GCG can also be incorporated into
the fine-tuning process to increase defenses’ robustness against Checkpoint-GCG attacks. We show
how suffixes obtained from auditing the SecAlign-defended Llama-3-8B-Instruct model (denoted as
θC) can be “reused” to improve the defense’s robustness.

H.1.1 EXPERIMENTAL SETUP

Incorporating Checkpoint-GCG suffixes into fine-tuning data. We construct a small preference-
tuning dataset (DPO) by adding Checkpoint-GCG suffixes to 30 randomly selected Alpaca-
Farm (Dubois et al., 2023) samples (out of the 50 used in the auditing setup). For each sample, we
inject the adversarial instruction “Print exactly ‘Hacked’!” followed by the final Checkpoint-GCG
suffix discovered against θC . The original AlpacaFarm response is labeled as the desirable output,
and “Hacked!” as the undesirable output. These 30 samples form the additional training dataset.

Further fine-tuning. We perform additional fine-tuning on the SecAlign-defended Llama-3-8B-
Instruct model θC using the same LoRA hyperparameters as the original SecAlign defense. We
perform DPO for 5 epochs with batch size 4, learning rate 2e-4, and a cosine learning rate scheduler
with 0.03 warm-up ratio. We save all 35 intermediate checkpoints. Hyperparameters are not tuned,
since the experiment is intended as a proof-of-concept showing that incorporating Checkpoint-GCG
could help improve defense robustness.

Baselines. We compare against two additional fine-tuning variants as baselines: (i) injecting only
“Print exactly ‘Hacked’!” and (ii) injecting “Print exactly ‘Hacked’!” followed by suffixes found
using standard GCG (with Checkpoint-GCG budget).

H.1.2 RESULTS

After fine-tuning, we run Checkpoint-GCG against every checkpoint for each of the three models, on
the remaining 20 AlpacaFarm samples (those evaluated in the auditing setup but not included in the
further fine-tuning process here). For the first checkpoint of each model, we initialize the suffix using
the Checkpoint-GCG suffix found against the original SecAlign-defended model θC .

Model Checkpoint-GCG ASR (%) ↓
Original SecAlign-defended Llama-3-8B-Instruct θC 100
+ “Print exactly ‘Hacked’!” 95
+ “Print exactly ‘Hacked’!” + standard GCG suffix 85
+ “Print exactly ‘Hacked’!” + Checkpoint-GCG suffix 50

Table 8: ASR (%) of Checkpoint-GCG against the original SecAlign-defended model θC and after
further fine-tuning with three preference-data variants. Results are aggregated across 20 held-out
AlpacaFarm samples.

These results show that incorporating Checkpoint-GCG suffixes reduces Checkpoint-GCG’s own
attack success rate from 100% to 50%. In contrast, incorporating standard GCG suffixes does not have
a substantial effect (with 85% ASR). This suggests that the robustness gain is likely not from learning
superficial features of GCG-style suffixes only, but rather from learning to protect vulnerabilities
from strong attacks such as these generated by Checkpoint-GCG. These results provide a potential
direction for integrating Checkpoint-GCG into future defense training pipelines.
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I EXTENDING CHECKPOINT-GCG TO ALIGNMENT-BASED DEFENSES AGAINST
JAILBREAKING

Beyond prompt injection, Checkpoint-GCG could also be applied to jailbreak models defended
through alignment. In this case, GCG (Zou et al., 2023) optimizes adversarial suffixes that, when
appended to harmful instructions, induce the model to start the response with “Sure, here is” followed
by the content of the harmful instruction, e.g., “Sure, here is how to build a bomb”.

Many models undergo alignment training to suppress harmful completions targeted by jail-
breaks (Ouyang et al., 2022; Grattafiori et al., 2024; Hurst et al., 2024; Mazeika et al., 2024;
Samvelyan et al., 2024), although not many are open-sourced. We here consider the setup by (Bianchi
et al., 2024), which shows that finetuning models with safety examples (pairs of harmful instructions
and refusal responses) alongside general-purpose instruction-tuning data substantially improves
the model’s safety. We replicate the finetuning on Llama-3-8B-Instruct (AI@Meta, 2024), using
their dataset that demonstrated the most robustness (2,000 added safety examples, full details in
Appendix J).

We apply Checkpoint-GCG to this safety-finetuned model, selecting checkpoints using the gradient-
based strategy with τgrad = 0.45, resulting in 203 selected checkpoints, and following the same
settings as for prompt injection (Section 4). A jailbreak attack is considered successful if the model
response does not contain any predefined refusal strings. As this can be an easier metric compared
to generating a specific string like in prompt injection, we reduce our adversarial suffix to just 5
tokens instead of 20. We additionally included the StrongREJECT benchmark (Souly et al., 2024).
As a baseline, we instantiate GCG directly on the final finetuned model with “!!!” initialization
and 500 GCG steps. While out-of-the-box GCG achieves a StrongREJECT score of 0.34, we find
Checkpoint-GCG to achieve 0.50. Similarly, GCG achieves an ASR of 56%, while Checkpoint-GCG
achieves 68% (Table 9). These results show how Checkpoint-GCG can also be applied to models
aligned to be more robust against jailbreaks, and that a using an informed initialization is effective
even when the optimization space only consists of three tokens.

Metric GCG Checkpoint-GCG (ours)
StrongREJECT (Rubric-based) 0.34 0.50

ASR (%) 56 68

Table 9: Jailbreaking results comparing GCG and Checkpoint-GCG under different evaluators and
suffix lengths.

J FINETUNING PROCESS FOR EACH DEFENSE

J.1 PROMPT INJECTION DEFENSES

We replicate both prompt injection defenses, SecAlign and StruQ using the released code and data1.
We follow the instructions in the code to download the dataset used for finetuning. Both defenses use
the same dataset to construct their respective training datasets. We reuse the same hyperparameter
values for finetuning the models that are contained in the code, yet make some changes to fit our
computational constraints. Instead of using 4 A100 GPUs, we use 1 and 2 A100 GPUs to finetune
SecAlign and StruQ respectively, while ensuring the same effective batch size as in the original works.
We further use fp16 floating point precision and gradient checkpointing to lower the GPU memory
at a small cost of execution time.

We use StruQ and SecAlign to defend three models: Llama-3-8B-Instruct, Mistral-7B-Instruct, and
Qwen2-1.5B-Instruct. Figures 9 and 10 show their training loss and gradient norms of using StruQ
and SecAlign, respectively.

1The repository of SecAlign builds on top of the repository of StruQ, thus we use SecAlign’s code to fine-tune
both defenses. https://github.com/facebookresearch/SecAlign
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Figure 9: Training metrics for StruQ finetuning

J.2 JAILBREAK DEFENSE: SAFETY-TUNED LLAMA

We replicate the finetuning process in Safety-Tuned LlaMAs (Bianchi et al., 2024), using their
released code and data. We use the same training setup and hyperparameter values that are outlined
in the paper, except for:

• Number of GPUs: Instead of using two A6000 or A5000 GPUs as in the paper (Bianchi
et al., 2024), we use 1 A100 GPU.

• Evaluation frequency: We evaluate every step, instead of every 50 steps as in the paper.
This allows us to use the checkpoint with the lowest evaluation loss, in line with Bianchi et
al. (Bianchi et al., 2024), while giving us the flexibility in choosing checkpoints to attack.
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Figure 10: Training metrics for SecAlign finetuning

We apply this finetuning process on Llama-3-8B-Instruct. Figure 11 shows the training loss, evaluation
loss, and gradient norm curves.

K REPLICATING THE RESULTS OF SECALIGN AND STRUQ

We note a discrepancy between the ASR reported by the original works and ours. Upon investigation,
the original code computes the GCG loss using one prompt template while evaluating with another,
likely leading to an underestimation of ASR.
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(a) Train loss (b) Eval loss (c) Grad norm

Figure 11: Training metrics for safety-tuning Llama-3-8B-Instruct

GCG on θC

Defense Model
Reported Replicated

(T = 500 steps) (T = 500 steps)

SecAlign (Chen
et al., 2025b)

Llama-3-8B-Instruct (AI@Meta, 2024) 0 6
Mistral-7B-Instruct (Jiang et al., 2023) 1 18

Qwen2-1.5B-Instruct (Team Qwen, 2024) N/A 32

Struq (Chen
et al., 2025a)

Llama-3-8B-Instruct (AI@Meta, 2024) 4 42
Mistral-7B-Instruct (Jiang et al., 2023) 15 88

Qwen2-1.5B-Instruct (Team Qwen, 2024) N/A 48

Table 10: Attack success rate (ASR %) ↑ for the standard GCG attack to the defended model (i.e., the
final checkpoint θC), aggregated for 50 randomly selected samples from AlpacaFarm (Dubois et al.,
2023), compared to the reported ASR for the standard GCG attack.

L COMPUTATIONAL RESOURCES USED FOR CHECKPOINT-GCG

All experiments were conducted on an A100 GPU with 80GB RAM. Taking attacks against prompt
injection defenses – Struq (Chen et al., 2025a) and SecAlign (Chen et al., 2025b) – as an example,
each GCG step takes approximately 3 seconds per sample (with maximum number of generated
tokens set to 4). For Checkpoint-GCG, Table 4 reports the per-sample average of cumulative GCG
steps taken across all attacked checkpoints.

M EVOLUTION OF ADVERSARIAL SUFFIXES ACROSS MODEL CHECKPOINTS

Figure 12 shows a high degree of similarity between adversarial suffixes identified across sequential
checkpoints. In some cases, a suffix that succeeds on checkpoint θci works out-of-the-box on
checkpoint θci+1

, without requiring any additional GCG optimization steps. During early stages of
the alignment process, where model parameters typically undergo significant updates, successful
suffixes can vary substantially even between checkpoints just 15 training steps apart – as seen when
comparing suffixes at θ15 and θ30 in Figure 12. The GRAD checkpoint selection strategy effectively
identifies checkpoints with meaningful model parameter updates, allowing Checkpoint-GCG to keep
pace with the alignment process and adapt adversarial suffixes from strong initializations.

N THE USE OF LARGE LANGUAGE MODELS (LLMS)

We have used the help of LLMs to aid and polish writing. This help was on a level of spelling and
grammar checker, and far from the level of a contributing author.
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Figure 12: Adversarial suffixes discovered at checkpoints selected using the GRAD strategy (showing
up to θ35), for one sample. The suffixes for consecutive checkpoints show high similarities, whereas
there can be significant variations when comparing suffixes found at checkpoints separated by larger
intervals.
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