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Abstract

Recent advancements in proprietary large lan-001
guage models (LLMs), such as those from Ope-002
nAI and Anthropic, have led to the develop-003
ment of document reading systems capable of004
handling raw files with complex layouts, in-005
tricate formatting, lengthy content, and multi-006
modal information. However, the absence of a007
standardized benchmark hinders objective eval-008
uation of these systems. To address this gap,009
we introduce DOCBENCH, a benchmark de-010
signed to simulate real-world scenarios, where011
each raw file consists of a document paired with012
one or more questions. DOCBENCH uniquely013
evaluates entire document reading systems and014
adopts a user-centric approach, allowing users015
to identify the system best suited to their needs.016

1 Introduction017

Recent advancements made by proprietary LLM018

developers, such as OpenAI and Anthropic, have019

led to the release of several LLM-based document020

reading systems (Achiam et al., 2023; Lee et al.,021

2024). Unlike standalone LLMs designed solely022

for reading comprehension, these systems allow023

users to upload raw files and require the capability024

to parse complex layouts, navigate intricate format-025

ting, retrieve relevant context, manage lengthy con-026

tent, and integrate multi-modal information (Cheng027

et al., 2023). However, despite widespread claims028

of excellent performance in public blogs, the lack029

of a standardized benchmark makes it difficult to030

objectively evaluate and compare the document031

reading performance across these systems, thereby032

leaving a critical gap in the fair and fine-grained033

assessment of their capabilities.034

To fill this gap, we introduce DOCBENCH, a035

benchmark designed to evaluate LLM-based docu-036

ment reading systems. DOCBENCH is developed037

to mirror real-world scenarios where each input038

consists of a raw document file paired with one039

or multiple questions, each of which is annotated040

with a golden answer. Our benchmark undergoes a 041

meticulous development process, incorporating hu- 042

man annotation and synthetic question generation. 043

To the end, DOCBENCH features 229 real-world 044

files and 1,102 questions. We evaluate several pro- 045

prietary LLM-based systems that are accessible via 046

web interfaces. However, these proprietary sys- 047

tems are close-sourced, thus leading to the limited 048

disclosure of their detailed operational strategies. 049

In summary, DOCBENCH introduces two key 050

features that set it apart from previous benchmarks: 051

1. DOCBENCH evaluates LLM-based systems 052

rather than just standalone LLMs. This ap- 053

proach ensures that, regardless of underlying black- 054

box designs or backbone LLMs, the system’s over- 055

all performance is fairly evaluated. 056

2. DOCBENCH is a user-centric benchmark, 057

allowing users to identify which system best suits 058

their specific needs. This perspective is often ab- 059

sent from traditional machine reading comprehen- 060

sion benchmarks, which primarily assess the LLM 061

ability to extract answers from given passages. 062

2 Related Works 063

Document reading is a critical area where LLM- 064

based systems have shown significant advance- 065

ments. Proprietary developers such as OpenAI1 066

and Anthropic2 have introduced advanced systems 067

that can take a raw document file as input. While 068

these systems build upon the fundamental capabil- 069

ities of their underlying LLMs (Zeng et al., 2022; 070

Bai et al., 2023; Achiam et al., 2023; Anthropic, 071

2024), they differ in design and implementation, 072

with some excelling in long-context reading and 073

others focusing on retrieval-augmented methods 074

to enhance document reading. Despite claims of 075

effectiveness and efficiency in online public blogs, 076

the lack of a standardized benchmark makes it diffi- 077

1OpenAI’s ChatGPT: https://chat.openai.com
2Anthropic’s Claude: https://claude.ai/chats
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Q: What was the total non-operating 
income for Amazon in 2021? 
A: $13,272 million. [Evidence]
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(a) Document Collection (b) QA-pair Generation (c) Quality Check
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We introduce a new 
language model that... 
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<Text-only> 
Q: What is the average sales...
A: $10,537 million. [Evidence]

<Multimodal> 
Q: According to Figure 2, what is ...
A: Yes. [Evidence]

<Meta-data> 
Q: On which page does the report
A: Page 5.

<Unanswerable> 
Q: What does BERT...
A: Not mentioned.

Text-only

Based on the above �gure and 
text, please design three QA pairs...
These questions require locating 
the speci�c information, simple or
complex calculations, comparisons, 
�nding the maximum or minimum... 

Multimodal

� � � � � � �� � � � � � � �

Q: Is SenseBERT a model mentioned 
in the provided text? 
A: Yes. [Evidence]

Q: What was the total non-operating 
income for Amazon in 2021? 
A: $13,272 million. [Evidence]

Q: Is SenseBERT a model mentioned 
in the provided text? 
A: Yes. [Evidence]

Figure 1: Construction pipeline of DOCBENCH. (a) Document Collection: gathering PDF files from five different
domains; (b) QA-pair Generation: creating diverse and comprehensive QA pairs through a combination of LLMs
and human effort; (c) Quality Check: ensuring data quality through a multi-step process.
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Figure 2: Data distribution of DOCBENCH based on
four distinct classification criteria.

cult to objectively evaluate and compare document078

reading performance across these systems. Ex-079

isting benchmarks relevant to document reading080

fail to adequately reflect the real performance of081

these systems. Datasets focusing on traditional ma-082

chine reading comprehension, such as SQuAD (Ra-083

jpurkar, 2016), HotpotQA (Yang et al., 2018), and084

those specifically focusing on long-context reading085

like NarrativeQA (Kočiskỳ et al., 2018), primarily086

use text as input only, overlooking the complex087

nature of document structure, meta-data, and multi-088

modal information. On the other hand, multi-modal089

document reading datasets like DocVQA (Mathew090

et al., 2021), MMLongBench-Doc (Ma et al., 2024),091

and M-longdoc (Chia et al., 2024) incorporate092

multi-modal inputs and preserve the original docu-093

ment structure and layout. However, these datasets094

treat document pages exclusively as images, ne-095

glecting other question types and inadvertently096

complicating text understanding.097

3 The DOCBENCH 098

3.1 Dataset Construction 099

Our dataset construction pipeline consists of three 100

phases. First, we crawl documents across various 101

domains from publicly accessible online resources 102

(§3.1.1). Second, we generate corresponding QA 103

pairs with the help of GPT-4 and a team of human 104

annotators (§3.1.2). Finally, we conduct auto fil- 105

tering followed by a manual review to validate the 106

quality of the generated instances (§3.1.3). 107

3.1.1 Document Collection 108

To establish a practical and constructive benchmark 109

for document reading, we concentrate on scenarios 110

where it is crucial to read documents. We standard- 111

ize the documents to PDF format due to its high 112

compatibility and stability. We identify five do- 113

mains where documents are frequently utilized: 114

Academia, Finance, Government, Laws, News. 115

For Academia, papers are downloaded from arXiv 116

within the range of top-100 citations on Google 117

Scholar. 3 For Finance, we crawl the annual reports 118

of companies with top-100 global market capital- 119

ization up to 2024-02-23 from AnnualReports. 4 120

For Government, we manually download official 121

governmental reports in 2023 from the U.S. Depart- 122

ment of State and GovInfo. 5 For Laws, files are 123

3https://scholar.google.com/; https://arxiv.
org/.

4https://companiesmarketcap.com; http:
//www.annualreports.com.

5https://www.state.gov/department-reports/;
https://www.govinfo.gov/.
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Methods Form File
size

Domain Type Overall Acc.
Aca. Fin. Gov. Laws News Text. Multi. Meta. Una.

Human - - 83.0 82.2 77.8 75.0 86.4 81.4 83.3 77.5 82.2 81.2

GPT-4 Web 100M 65.7 65.3 75.7 69.6 79.6 87.9 74.7 50.8 37.1 69.8
GPT-4o Web 100M 56.4 56.3 73.0 65.5 75.0 85.0 62.7 50.4 17.7 63.1
GLM-4 Web 20M 55.8 35.4 61.5 62.8 82.0 73.1 50.3 48.8 33.1 56.5
KimiChat Web 100M 62.4 61.8 77.0 78.5 87.2 87.6 65.3 50.4 71.8 70.9
Claude-3.5 Web 10M 73.9 40.6 70.3 79.1 86.6 80.8 64.6 54.3 58.9 67.6
Gemini-1.5 Web 30M 60.4 42.5 57.4 71.7 74.3 74.0 30.8 53.8 60.2 55.4
Qwen-2.5 Web 150M 42.9 29.9 51.4 55.5 69.2 61.7 31.8 36.0 58.1 46.9
ERNIE-3.5 Web 10M 56.4 37.5 54.7 58.1 58.1 63.6 47.7 36.8 54.0 51.8

Table 1: System and human Performance on DOCBENCH across various types and domains. We did not test more
recent o1-like models because OpenAI o1-series models do not yet support document uploads.

gathered from an official online collection of pub-124

lications from the Library of Congress, within the125

years ranging from 2020 to 2024. 6 For News, we126

collect front-page scanned documents of the New127

York Times, covering dates from 2022-02-22 to128

2024-02-22. 7 After skipping damaged files, we129

eventually obtained 229 PDF files.130

3.1.2 QA-pair Generation131

We deliver extracted text to GPT-4 (gpt-4-0125-132

preview) for generating text-only QA pairs and133

resort to GPT-4v (gpt-4-1106-vision-preview) for134

yielding multi-modal ones based on tables, figures,135

and their related textual descriptions. On the other136

hand, we further request a set of human annotators137

to manually elaborate 350 QA pairs based on the138

given document files. Their primary task is to focus139

on types that are rarely covered in the previous gen-140

eration stage but are frequent in daily usage, such141

as meta-data and unanswerable instances. Details142

of the annotation process and instruction prompts143

are attached in Appendix B.144

3.1.3 Quality Check145

We begin by instructing GPT-4 to automatically146

filter out questions that are excessively lengthy, un-147

natural, or impractical. We then conduct a manual148

review following the automatic filtering to ensure149

both the quality of questions and the accuracy of150

answers. To further align our data with real-world151

user scenarios, we engage 7 practitioners from dis-152

tinct domains to review and refine the data within153

their areas of expertise. In this way, our data quality154

6https://www.loc.gov/collections/
publications-of-the-law-library-of-congress.

7https://static01.nyt.com/images/.

is validated from multiple perspectives. 155

3.2 Dataset Statistics 156

DOCBENCH has a total of 229 PDF documents 157

sourced from publicly accessible online reposito- 158

ries along with 1,102 questions, spanning across 5 159

domains: Academia, Finance, Government, Law, 160

and News. Figure 2 shows data distribution in 161

DOCBENCH based on various criteria. 162

Specifically, the types of QA pairs can be mainly 163

divided into four groups: text-only (37.4%), multi- 164

modal (27.9%), meta-data (23.4%), and unanswer- 165

able (11.3%). The text-only and multimodal types 166

collectively account for over half (65.3%), center- 167

ing on the abilities to comprehend long contexts 168

and interpret information from different modalities. 169

Besides, we incorporate approximately one-third 170

(34.7%) of questions to more closely fit the actual 171

scenarios as well as assess the robustness of the doc- 172

ument reading systems, including 23.4% inquiring 173

about metadata (e.g., page numbers, word counts) 174

and 11.3% that cannot be answered based on the 175

given document. The types of questions can be 176

primarily separated into four categories according 177

to the inquiry focus: what / who / where / when 178

/ which (58.6%), Y/N (22.1%), how (18.8%), and 179

why (0.5%). And the types of answers can be parti- 180

tioned into four classes: numerical (37.4%), textual 181

(35.7%), boolean (17.3%), and others (9.6%). 182

3.3 Evaluation Setup 183

Since different LLMs and systems exhibit substan- 184

tial variations in the organization and style of their 185

outputs, potentially leading to biases in traditional 186

evaluation approaches, such as exact match (EM) 187

or F1 score that were commonly used in reading 188
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Question:  What is the percentage change in the number of o�shore stores for the company from FY18 to FY19? 

Location Extraction

Calculation

(390-326)/326 = 19.63%
GPT-4

KimiChat

Claude-3

The percentage change in the number of o�shore stores from 
FY18 to FY19 is 12.8% (326 stores in FY18 to 390 in FY19) . 

The percentage change in the number of o�shore stores from 
FY18 to FY19 is not provided in the document.  

The number of o�shore stores increased by 21% from 288 in 
FY18 to 348 in FY19.    

Question:      Which region has the highest number of employees of the company and how many?

Location Extraction

Calculation
max(43181, 22674, 678...)

GPT-4

KimiChat

Claude-3  Head Genentech Research & Early Development (gRED) 

The region with the highest number of employees of the 
company is Asia, with 22,674 employees. This information is 
provided in the text: "Asia 22,674.", 

Europe has the highest number of employees at Roche, 
with a total of 43,181 employees. 

Question:     Which domain has the highest number of dialogues in the test set?

Location Extraction

Calculation
GPT-4

KimiChat

Claude-3

The "Restaurant" domain has the highest number of dialogues 
in the test set, with 437 dialogues.

The "Taxi" domain has the highest number of dialogues in the 
test set, with 195 dialogues.

The restaurant domain has the highest number of dialogues 
(437) in the test set.   

max(394, 494, 395, 437...)

Figure 3: To address multi-modal questions in DOCBENCH, it is essential to: (i) identify the relevant figure/table
(Location); (ii) extract specific data (Extraction); (iii) perform necessary calculations (Calculation). In this case
study, KimiChat fails to locate the figure, Claude-3.5 retrieves incorrect data, and GPT-4, despite succeeding in the
first two steps, struggles with the calculation.

comprehension tasks. Following Liu et al. (2023),189

we instruct GPT-4 to assign a score of 0 (incor-190

rect) or 1 (correct). After evaluating 200 examples191

by both human evaluators and GPT-4, we found192

that the GPT-4 automatic evaluator shows a 98%193

agreement with human annotators, significantly ex-194

ceeding the traditional string matching approach.195

Details of this experiment are shown in Table 2,196

and the instruction prompts for evaluation are at-197

tached in Appendix B. As mentioned above, we198

instruct GPT-4 to assign a score of 0 (incorrect)199

or 1 (correct), thus using Accuracy (abbreviated as200

Acc.) to measure system performance. We report201

accuracy across all instances, as well as for each202

domain and QA-pair type in Table 1.203

4 Experiments and Analysis204

4.1 Experimental Setup205

We conduct evaluation of 8 popular LLM-based206

proprietary systems that support document up-207

loads, including GPT-4 and GPT-4o8 from OpenAI,208

GLM-49 from ZhipuAI, Kimi10 from Moonshot AI,209

Claude-3.511 from Anthropic, Qwen-2.512 from Al-210

ibaba Cloud, and ERNIE-3.513 from Baidu.211

4.2 Results and Discussion212

Table 1 showcases the performance of various213

document reading systems on DOCBENCH. Our214

findings reveal substantial variations in document215

reading capabilities among these systems, driven216

by differences in their backbone LLMs, context217

length limitations, diverse design and implementa-218

tion approaches, and etc. Figure 3 presents a case219

8https://chatgpt.com
9https://chatglm.cn/main/doc

10https://kimi.moonshot.cn
11https://claude.ai/chats
12https://tongyi.aliyun.com/qianwen
13https://yiyan.baidu.com

study illustrating the unique challenge of answer- 220

ing multi-modal questions in DOCBENCH. We 221

observe that leading proprietary LLM-based sys- 222

tems often fail due to errors in one of the steps in 223

the Location→Extraction→Calculation sequence. 224

Take the case study as an example, in the first step, 225

KimiChat fails to locate the relevant chart on page 226

17. In the extraction phase, Claude-3.5 misidenti- 227

fies the data as 288 & 348, instead of the correct 228

326 & 390. Finally, while GPT-4 locates and ex- 229

tracts the correct information, it errs in calculat- 230

ing the percentage change, demonstrating the com- 231

plexity of these questions. Besides, most existing 232

document reading systems falter when faced with 233

unanswerable questions based on the provided doc- 234

ument. Intriguingly, despite the commonly-shared 235

base model on GPT-4, there is a notable low perfor- 236

mance for handling unanswerable questions (i.e., 237

37.1%). We analyze that this may be due to: (i) the 238

proprietary LLM-based system have undergone op- 239

timizations on the base model, potentially causing 240

overfitting; (ii) GPT-4 tends to adhere more closely 241

to the in-context learning information. Such phe- 242

nomenon thus underscores a critical challenge for 243

future document reading systems on enhancing fi- 244

delity to the given documents. 245

5 Conclusion 246

In this paper, we introduce DOCBENCH, a novel 247

benchmark designed to assess LLM-based docu- 248

ment reading systems in a comprehensive and gran- 249

ular manner. DOCBENCH comprises 229 docu- 250

ments and 1,102 questions. We evaluate several 251

proprietary LLM systems and uncover significant 252

disparities in their document reading capabilities, 253

highlighting the current limitations and presenting 254

key challenges in this field. 255
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6 Limitation256

While DOCBENCH aims to cover a broad spectrum257

of real-world document-related questions, it is not258

exhaustive. Our benchmark focuses primarily on259

the four most common question types, leaving other260

potential types unaddressed. Furthermore, our eval-261

uation of proprietary LLM-based document reading262

systems is limited. Many such systems, including263

OpenAI-o1, are accessible only through web inter-264

faces with restricted access and lack APIs, making265

the evaluation process slow and challenging.266
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A Annotation Process329

Since the QA-pair generation process requires data330

annotators to deeply understand the motivations be-331

hind our benchmark construction, and considering332

the initial training costs and the need to manually333

annotate about 350 QA pairs, we’ve decided to334

assign 2 annotators to this task.335

The annotation process presents as follows:336

• We first communicate the motivation behind337

our work to the annotators and explain the338

concepts of meta-data and unanswerable ques-339

tions in detail.340

• Next, we provide 10 example QA pairs for341

reference (5 for each type).342

• Finally, each annotator generates 170 QA343

pairs. They then exchange their annotations344

for double-checking and review.345

B Instruction Prompts346

B.1 Response Evaluation347

Detailed instruction prompts for response evalua-348

tion are shown in Table 4.349

B.2 QA-pair Generation350

Details of instruction prompts for generating QA351

pairs are attached in Table 5. We discover that sim-352

ply passing diagrams to GPT-4V leads to subpar353

question quality. This issue likely stems from the354

fact that figures or tables without accompanying355

text descriptions typically lack sufficient informa-356

tion, thus causing the generated QA pairs to de-357

viate from their intended meanings. In addition,358

we observe that adding difficulty settings for QA359

generation (e.g., Easy, Medium, Hard) in the in-360

struction prompt can result in higher quality. We361

analyze that this may be due to the model being362

able to favor higher generation quality in potential363

comparisons.364

C Analysis of Input Sources365

Table 6 presents the impact of different input366

sources on model performance. We provide ques-367

tions to GPT-4 and GPT-4o, both with and without368

attached files. Remarkably, even without files, the369

models correctly answer a portion of the questions370

(19.1% for GPT-4 and 21.7% for GPT-4o). Our371

analysis reveals that the correctly answered ques-372

tions are predominantly textual and are largely as-373

sociated with government, law, and news domains.374

This trend suggests that the models’ underlying 375

training data is heavily skewed towards these cat- 376

egories, enabling them to answer some questions 377

accurately without additional files. Moreover, as 378

GPT-4o is an optimized version of GPT-4, it likely 379

benefits from a broader and more training data. 380
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Sources # Correct / Wrong by different evaluators Agreement (human and automatic evaluators)

Human GPT-4 GPT-3.5 StrMatch GPT-4 GPT-3.5 StrMatch

KimiChat 24 / 16 23 / 17 33 / 7 0 / 40 97.5% 75.0% 40.0%
Qwen-2.5 17 / 23 18 / 22 31 / 9 0 / 40 97.5% 57.5% 57.5%
Gemma (7B) 19 / 21 18 / 22 18 / 22 0 / 40 97.5% 75.0% 52.5%
Mixtral (7B) 14 / 26 14 / 26 26 / 14 0 / 40 100.0% 65.0% 65.0%
Llama-3 (70B) 16 / 24 15 / 25 28 / 12 0 / 40 97.5% 62.5% 60.0%

Total 90 / 110 88 / 112 136 / 64 0 / 200 98.0% 67.0% 55.0%

Table 2: The GPT-4 automatic evaluator shows a 98% agreement with human annotators. We randomly sample 40
questions and answers from five systems, asking human annotators to assess their accuracy. We then employ string
matching (StrMatch), GPT-3.5, and GPT-4 as automatic evaluators. Finally, we measure the agreement between the
human and these automatic evaluators.

Table 3: Examples of instances from DOCBENCH, with multiple labels indicating our data diversity.

Question Answer Labels Document

Why does the model not perform
as well in German compared to
Spanish and Dutch?

Due to its complex
morphology and com-
pound words...

<Aca.><Why>
<Text-only>
<Textual>

When and Why are Pre-trained
Word Embeddings Useful for Ma-
chine Translation [clickable file link]

By how much did the number of
Erica users increase from 2018 to
2019?

The number increased
by 5.5 million...

<Fin.><How>
<Multimodal>
<Numerical>

Bank of America Annual Report
2020 [clickable file link]

What is the primary focus of Bu-
reau Objective 3.4?

The report does not
contain such objective.

<Gov.> <Wh->
<Unanswerable>
<Others>

Governmental report from Secre-
tary’s Office of Global Women’s Is-
sues 2022 [clickable file link]

How many times does the report
mention "scientific ethics"?

The report mentions
"scientific ethics" 11
times.

<Laws><How>
<Meta-data>
<Numerical>

Report on Regulation of Stem Cell
Research from Library of Congress
2023 [clickable file link]

Is the article about Hurricane
Ian’s impact in Florida written by
multiple authors?

Yes, the article is about
Hurrican Ian’s impace
in Florida...

<News><Y/N>
<Meta-data>
<Boolean>

New York Times front page on
2022-09-30 [clickable file link]
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Table 4: Instruction Prompts in Response Evaluation.

System Content:
You are a helpful evaluator.

Prompt:
Task Overview:

You are tasked with evaluating user answers based on a given question, reference answer, and
additional reference text. Your goal is to assess the correctness of the user answer using a specific
metric.

Evaluation Criteria:
1. Yes/No Questions: Verify if the user’s answer aligns with the reference answer in terms of a

"yes" or "no" response.
2. Short Answers/Directives: Ensure key details such as numbers, specific nouns/verbs, and dates

match those in the reference answer.
3. Abstractive/Long Answers: The user’s answer can differ in wording but must convey the same

meaning and contain the same key information as the reference answer to be considered correct.

Evaluation Process:
1. Identify the type of question presented.
2. Apply the relevant criteria from the Evaluation Criteria.
3. Compare the user’s answer against the reference answer accordingly.
4. Consult the reference text for clarification when needed.
5. Score the answer with a binary label 0 or 1, where 0 denotes wrong and 1 denotes correct.
NOTE that if the user answer is 0 or an empty string, it should get a 0 score.

Question: {{question}}
User Answer: {{sys_ans}}
Reference Answer: {{ref_ans}}
Reference Text: {{ref_text}}

Evaluation Form (score ONLY):
- Correctness:
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Table 5: Instruction Prompts in QA-pair Generation.

System Content:
You are a helpful assistant that can generate question-answer pairs.

Text-only QA:
Based on the above text, please design three question-answer pairs with different levels of difficulty:

Easy, Medium, Hard.
The questions should be close-ended and should be answered based on the provided text.
The answer form should be as diverse as possible, including [Yes/No, Short Answer, Long Answer,

Abstractive Answer].
You should provide the reference in the text and the answer form if possible.
The output should be formalized as: ”’Q: | A: | Reference: | Difficulty Level: | Answer Form:”’

Multimodal QA (w/table+text):
Based on the above table and text, please design three question-answer pairs with different levels

of difficulty: Easy, Medium, Hard.
The text provided is text related to the table, which can provide more reference for question

generation, but the focus is still on the table itself.
These questions require locating the specific information, simple or complex calculations, compar-

isons, finding the maximum and minimum, reading across rows and columns, etc.
Note that these questions also need to be realistic. You should provide the reason if possible.
The output should be formalized as: ”’Q: | A: | Reference: | Difficulty Level: | Answer Form:”’

Multimodal QA (w/figure+text):
Based on the above figure and text, please design three question-answer pairs with different levels

of difficulty: Easy, Medium, Hard.
The text provided is text related to the figure, which can provide more reference for question

generation, but the focus is still on the figure itself.
These questions require a deep reading of the meaning of the image.
Note that these questions also need to be realistic. You should provide the reason if possible.
The output should be formalized as: ”’Q: | A: | Reason: | Difficulty Level: | ”’

Multimodal QA (w/table):
Based on the above image, please design three question-answer pairs with different levels of

difficulty: Easy, Medium, Hard.
These questions require locating the specific information, simple or complex calculations, compar-

isons, finding the maximum and minimum, reading across rows and columns, etc.
Note that these questions also need to be realistic. You should provide the reason if possible.
The output should be formalized as: ”’Q: | A: | Reason: | Difficulty Level: | ”’

Multimodal QA (w/figure):
Based on the above image, please design three question-answer pairs with different levels of

difficulty: Easy, Medium, Hard.
These questions require a deep reading of the meaning of the image. Note that these questions

also need to be realistic. You should provide the reason if possible.
The output should be formalized as: ”’Q: | A: | Reason: | Difficulty Level: | ”’
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Table 6: Analyzing the Influence of Input Sources: We deliver questions with attached files and without files to
GPT-4 and GPT-4o for evaluation, respectively.

Methods Domain Type Overall Acc.

Aca. Fin. Gov. Laws News Text. Multi. Meta. Una.

GPT-4
w/ file 65.7 65.3 75.7 69.6 79.6 87.9 74.7 50.8 37.1 69.8
w/o file 10.9 10.8 23.0 29.3 32.6 40.8 8.1 1.6 10.5 19.1

GPT-4o
w/ file 56.4 56.3 73.0 65.5 75.0 85.0 62.7 50.4 17.7 63.1
w/o file 11.2 13.5 29.1 31.9 36.0 46.6 10.7 2.3 6.5 21.7
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