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Abstract

Large Language Models (LLMs) have demonstrated remarkable instruction-
following capabilities across various applications. However, their performance in
multilingual settings lacks systematic investigation, with existing evaluations lack-
ing fine-grained constraint analysis across diverse linguistic contexts. We introduce
XIFBench, a comprehensive constraint-based benchmark for evaluating multilin-
gual instruction-following abilities of LLMs, comprising 558 instructions with 0-5
additional constraints across five categories (Content, Style, Situation, Format, and
Numerical) in six languages spanning different resource levels. To support reliable
and consistent cross-lingual evaluation, we implement three methodological inno-
vations: cultural accessibility annotation, constraint-level translation validation,
and requirement-based evaluation using English requirements as semantic anchors
across languages. Extensive experiments with various LLMs not only quantify
performance disparities across resource levels but also provide detailed insights
into how language resources, constraint categories, instruction complexity, and
cultural specificity influence multilingual instruction-following. Our code and data
are available at https://github.com/zhenyuli801/XIFBench.

1 Introduction

Large Language Models (LLMs) have demonstrated remarkable capabilities in various natural
language processing (NLP) tasks and real-world applications [1]. A significant driver of their
widespread adoption is their instruction-following capability [2, 3], enabling them to understand
and execute user commands while adhering to specified requirements [4, 5]. To support global
applications and serve diverse linguistic communities, ensuring consistent multilingual instruction-
following capability has attracted significant attention in advancing LLMs [6, 7].

While LLMs have shown promise in multilingual instruction-following, recent studies [7, 8] reveal
significant performance disparities across languages (Figure 1). Factors such as the composition of
multilingual instruction data have been investigated as potential contributors to this variation. How-
ever, existing evaluations often involve relatively simple, direct instructions and coarse-grained
evaluation methods, such as pairwise comparison [9] or direct scoring [10]. These approaches
fall short in capturing the complexity of real-world instructions and offer limited insight into how
instruction-inherent factors affect cross-lingual performance.

Constraint-based evaluations have emerged as a promising alternative for assessing instruction-
following [11, 12], as constraints are essential requirements within user instructions that LLMs should
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Figure 1: Discrepancies in LLMs’ instruction-following across languages. Given English
and Chinese translation, Llama-3.1-8B response exhibits varied constraint-following, as shown in
. A concise of response is provided for reference.

satisfy. Constraints provides explicit targets for instruction formulation and evaluation, enabling a
more fine-grained analysis of instruction-following capabilities. However, existing constraint-based
frameworks are largely limited to high-resource languages like English and Chinese. This leaves
a critical gap in understanding how multilingual properties, such as resource availability, influence
LLMs’ constraint-following ability in diverse linguistic contexts.

To bridge these critical gaps in multilingual instruction-following evaluation, we introduce XIFBench,
a comprehensive benchmark designed to assess LLMs’ capabilities with constraint-rich instructions
across diverse linguistic contexts. XIFBench comprises 558 instructions, systematically augmented
with 0-5 constraints drawn from a taxonomy covering five categories (Content, Style, Situation,
Format, and Numerical) and 21 fine-grained dimensions. To ensure cross-lingual applicability, we
specifically exclude language-dependent constraints. Beyond English, we translate these instructions
into five languages (Chinese, Russian, Arabic, Hindi, and Swahili) representing high-, medium-,
and low-resource settings. To enable insightful and reliable multilingual evaluation, we propose
three methodological innovations: (1) We annotate the cultural accessibility of each instruction to
investigate how these nuanced semantic elements impact cross-lingual instruction adherence, a factor
often overlooked in existing evaluations. (2) We implement a constraint-level translation validation
process that evaluates the semantic preservation of each constraint across languages. This ensures
high fidelity and strict parallelism of constraints across languages. (3) We adapt the requirement-based
evaluation methodology to multilingual contexts, using shared English requirements as semantic
anchors. This approach ensures reliable and consistent instruction-following assessment across
languages. Extensive experiments conducted on XIFBench with multiple LLMs not only quantify
performance disparities across resource levels but also provide detailed, fine-grained insights into
how factors such as language resources, constraint categories, instruction complexity, and cultural
specificity influence multilingual instruction-following.

2 Related Work

Instruction-Following Evaluation As the fundamental capability of LLMs to align with human
intents, InstructGPT [2] evaluated instruction-following through human evaluation, employing direct
scoring and binary adherence checks. Later works like AlpacaEval [9] and MT-Bench [10] utilized
LLM judges for pairwise comparison and direct scoring, respectively. To assess LLMs on more
complex tasks, WizardLM [13] and LIMA [14] introduced diverse and challenging instructions, but
they still relied on coarse-grained evaluation methods.

The advancement of constraint-based evaluation has enabled fine-grained evaluation of instruction-
following. CELLO [15] and CoDI-Eval [16] advanced this direction by collecting complex instruc-
tions and applying rule-based constraint checks. While IFEval [4] centers on objectively verifiable
constraints, it predominantly covers format, numerical, and linguistic constraints. In contrast, Follow-
Bench [11] expanded to more constraint types (e.g., content, situation, style) and analyzed the impact
of constraint quantity with LLM-based evaluation. InfoBench [12] introduced requirement checklists
for precise assessment and has been widely adopted in later studies. CFBench [? ] developed a



comprehensive constraint taxonomy from real-world scenarios, and ComplexBench [17] further
investigated the impact of constraint composition types. However, most studies primarily focus on
English and Chinese, leaving a gap in understanding instruction-following across languages.

Multilingual Instruction-Following Evaluation To evaluate multilingual instruction-following
capabilities, existing work has primarily relied on translated versions of English-centric benchmarks,
such as AlpacaEval [9], as demonstrated in various instruction tuning and evaluation efforts [18, 19,
7, 8]. Some research introduce language-specific benchmarks, such as Arabic MT-Bench [20] and
CIFBench [21] for Chinese. Although Aya Evaluation Suite [22] provides native annotations and
translations across 101 languages, its evaluation approaches remain coarse-grained.

While constraint-based evaluation is well-established for English, its multilingual exploration
remains limited. Recent efforts have extended IFEval’s framework to additional languages, like
M-IFEval [23] covering English, French, Japanese and Spanish, and Multi-IF [5] extending to eight
primarily Indo-European languages in multi-turn scenarios. However, these efforts largely target high-
and medium-resource languages, thus offering limited insight into instruction-following capabilities
across the full resource spectrum. Furthermore, by inheriting IFEval’s focus on objective constraints
(e.g., format, numerical), these benchmarks may fail to evaluate multilingual instruction-following
in scenarios involving semantically rich constraints (e.g., style, situation), which are common in
real-world instructions and potentially more sensitive to cross-lingual variations. In contrast, our
work examines multilingual instruction-following across 6 languages spanning high, medium, and
low resources, while including a comprehensive taxonomy of both objective and semantic constraints.

3 XIFBench Dataset

3.1 Dataset Construction

We construct XIFBench by preparing diverse seed instructions, then proceed with three automated
stages: (1) augmenting them with constraints, (2) extracting fine-grained evaluation requirements,
and (3) expanding the dataset to multiple languages. Figure 2 illustrates the construction workflow.

3.1.1 Instruction Preparation

Seed Instruction Selection To ensure the diversity and representativeness of XIFBench, we source
evaluation instructions from AlpacaEval [9], WizardLM [13], and LIMA [14], which are widely used
benchmarks for assessing multilingual instruction following capabilities [18, 19, 7, 8]. To prevent
data leakage, we include only evaluation sets and omit all training data. To promote task diversity, we
perform hierarchical clustering on these instructions, resulting in 131 distinct clusters. We then select
one representative instruction from each cluster, ensuring a diverse and comprehensive instruction set.
See Appendix C.1.1 for details.

Instruction Filtering and Annotation While existing benchmarks provide a useful starting point,
not all instructions are suitable for multilingual evaluation or further augmentation. Thus, we manually
filter out ambiguous, overly difficult, or language-dependent instructions (e.g., capitalized response,
alliteration), yielding a refined set of 106 instructions, named the Easy Set. Each instruction is
further annotated with cultural accessibility labels to indicate culturally specific references (e.g.,
Jesus Christ, YouTube) that may not be universally understood across languages. Additionally,
we decompose each instruction into core instruction and input materials to facilitate subsequent
automated construction. See Appendix C.1.2 for details.

3.1.2 Constraint Augmentation

Constraint Taxonomy To systematically evaluate the impact of different constraint categories
on multilingual instruction-following, we construct a taxonomy of 5 categories and 21 dimensions,
building upon insights from prior constraint-based evaluations [11? , 12]. As illustrated in Figure 2,
each constraint follows the structure category - dimension - specification, such as content - include
content - discuss scientific research, guiding LLMs to include scientific research in their responses.

Our taxonomy covers five categories: (1) Content, which specifies what information should be
included; (2) Style, which defines the tone and writing manners; (3) Situation, which describes
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Figure 2: The automated pipeline for constructing XIFBench, consisting of three stages with six steps:
Constraint Augmentation (§3.1.2), Requirement Structuring (§3.1.3), and Multilingual Expansion
(§3.1.4). The example shown follows the same instruction as in Figure 1.

contextual settings such as assumed roles or environments; (4) Format, which outlines structural
requirements for responses; and (5) Numerical, which involves quantitative factors like length or
item counts. To ensure cross-lingual applicability, we intentionally exclude language-dependent
constraints that depend on language-specific properties (e.g., uppercase, alliteration, word count),
which were a focus in prior English- and Chinese-centric taxonomies. See Appendix C.2.1 for details.

Constraint Brainstorming  For each core instruction, we prompt GPT-40 [24]? to generate multiple
independent constraints across all 5 categories and 21 dimensions, ensuring that each dimension is
adequately covered. This process results in a balanced constraint set while maximizing the variety of
applicable constraints for each instruction. Additionally, it allows precise control over the types of
constraints introduced in subsequent steps. See Appendix C.2.2 for details.

Constraint Combination To balance instruction difficulty and diversity, we sample constraints
from the brainstormed set to construct instructions with 1 to 5 additional constraints. The sampling
algorithm prioritizes underrepresented categories for even distribution. We then prompt GPT-40 to
integrate the selected constraints into fluent and natural instruction. This process yields the Hard Set,
containing 530 combined instructions. See Appendix C.2.3 for details.

Instruction Validation To ensure instruction quality, two human annotators independently assess
each instruction in the Hard Set for clarity and linguistic dependency (i.e., whether it involves
language-dependent constraints), and annotate its cultural accessibility. Instructions with defects
and all their variations are removed, ensuring each Easy Set instruction has exactly five Hard Set
counterparts with 1-5 added constraints. This validation yields 93 high-quality instructions in the
Easy Set and 465 in the Hard Set. See Appendix C.2.4 for details.

3.1.3 Requirement Structuring

Requirement Decomposition To enable fine-grained evaluation, and because these constraints
are compound or altered during integration, we decompose instructions into atomic requirements,
following prior works [12? , 17]. We complete this process by prompting GPT-40 to extract
evaluation requirements from instructions in both Easy Set and Hard Set. As shown in Figure 2, each
requirement is a binary (YES/NO) question (e.g., Is each section limited to 2 sentences?), ensuring a
precise and interpretable assessment. See Appendix C.3.1 for details.

Requirement Categorization Since the initial core instructions contain inherent constraints, and
constraints from the combination step may be rephrased differently, we need to map the extracted
evaluation requirements back to their original categories. To achieve this, we prompt GPT-40 to
classify each requirement into the most suitable category and dimension within our predefined

>We use gpt-40-2024-08-06 for all constructions.



taxonomy. This automated process ensures consistency and facilitates a detailed analysis of the
adherence to constraints in languages and models. See Appendix C.3.2 for details.

Requirement Assessment To verify the accuracy of requirement extraction and categorization, we
sample 10% of instructions (10 from the Easy Set, 50 from the Hard Set) and ask two annotators
to independently evaluate the extracted requirements on four dimensions: (1) Explicitness: The
requirement must be explicitly stated in the instruction. (2) Completeness: It must cover all explicitly
stated constraints. (3) Atomicity: It should be atomic, addressing a single aspect. (4) Categorization:
It should be assigned to the correct category. Our evaluation confirms their high quality, with at least
93.3% of requirements adhering to each criterion. See Appendix C.3.3 for details.

3.1.4 Multilingual Expansion

Language Selection To ensure broad multilingual coverage while balancing evaluation costs, we
select six representative languages—FEnglish, Chinese, Russian, Arabic, Hindi, and Swahili—based
on prior multilingual instruction tuning works [7, 19]. These languages span different resource
levels: high (English, Chinese), medium (Russian, Arabic), and low (Hindi, Swabhili), following
Joshi et al. [25]. The selection encompasses Indo-European (English, Russian, Hindi), Sino-Tibetan
(Chinese), Afro-Asiatic (Arabic), and Niger-Congo (Swahili) language families, written in Latin,
Cyrillic, Chinese, Arabic, and Devanagari scripts. This selection enables a systematic analysis of
language resource impact on instruction following across diverse linguistic contexts.

Parallel Translation We translate the core instruction of each English instruction in Easy Set
and the combined instruction in Hard Set into five other languages using Google Translate, while
keeping the input materials unchanged. This ensures that both code snippets and structured formats
remain consistent across languages.

Translation Validation While automatic translation is generally reliable, subtle semantic shifts
can affect constraint-based evaluation. For example, the Chinese translation of "use metaphors for
bacterial movement" in Figure 1 more closely resembles "use bacterial movement’s metaphors." To
validate such issues, as illustrated in Figure 2, we use GPT-40 and Google Translate’s back-translation
to evaluate the semantic preservation of each evaluation requirement across languages, ensuring that
the translated instruction segment for each requirement aligns with its English counterpart. The afore-
mentioned discrepancy is successfully identified and rated as 3/5, indicating borderline preservation.
Our analysis shows that less than 1.4% of evaluation requirements exhibit inconsistencies across
languages. Human annotations on a sampled subset confirm this trend and show moderate agreement
with automatic scores, confirming that the translation quality is sufficient for reliable multilingual
evaluation. See Appendix C.4 for details.

3.2 Dataset Statistics

Dataset \#Inst. #Req. Avg. Tokens Avg. Req.

Easy Set 93 269 36,3530 29+1.1
Hard Set 465 1395 69.4+560 50117

Overall | 558 1664  48.1 £224 4.66+1.8

Table 1: Dataset statistics of XIFBench, including instance count, evaluation requirements count, and
average token lengths.

Table 1 summarizes XIFBench, which contains 558 instructions and 1,664 evaluation requirements.
Each instruction averages 48.1 + 22.4 tokens, including core instructions and optional input materials.
To enable multilingual evaluation, instructions are translated into five languages (Chinese, Russian,
Arabic, Hindi, and Swahili), yielding 3,348 instances. The evaluation requirements remain unchanged
across languages for consistent evaluation. See Appendix D for details.

3.3 Evaluation Protocol

Evaluation Framework We adopt the widely used LLM-based evaluation protocol from In-
foBench [12], using predefined evaluation requirements to assess how well the responses follow



instructions. For every instruction and its model-generated response, we prompt an LLM to generate
a concise observation and a binary YES/NO decision for each requirement.

While originally designed for English-only or Chinese-only settings, this protocol raises an overlooked
question when applied to multilingual evaluation: how does the language of evaluation requirements
affect evaluation reliability and consistency? Translating requirements into the same language
as the response may seem more natural and contextually aligned, but it may lead to unreliable
assessments due to mistranslations and reduce cross-lingual consistency without shared criteria.

To address this, we retain the original English evaluation requirements across all languages, using
them as fixed semantic anchors. Specifically, we provide the original English instruction, evaluation
requirements, and metadata (categories and dimensions) for each instance, ensuring a shared and
stable evaluation framework. This avoids translation-induced inaccuracies and ensures cross-linguistic
comparability. See Appendix E for details.

Evaluation Metrics We define two primary metrics: Requirement Following Rate (RFR) and
Instruction Following Rate (IFR). RFR measures the percentage of evaluation requirements
correctly satisfied across all instructions, offering a fine-grained view of adherence to specific
constraints. IFR quantifies the percentage of instructions where all requirements are met, providing a
stricter assessment of overall compliance. These metrics capture LLMs’ ability to follow instructions
across constraints and complexities.

Metrics Formulation Let Z() be the set of instructions in language [ € {en,...,sw}, each

instruction i) € Z() has an associated set of evaluation requirements R, identical across languages.
®

Given an LLM-generated response o, ’ to instruction i), the adherence to a requirement r € R; is

denoted as e(-l) a binary value: 1 if satisfied, and 0 otherwise. The LLM-based evaluation function £

@7

determines requirement adherence:
l (1 D .
ef) = £, o0, i) ), (1)
where & returns 1 if the requirement is met, 0 otherwise. English instructions are simplified to:
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The RFR for language [ is the proportion of satisfied requirements over all instructions:
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The IFR is the proportion of instructions where all requirements are satisfied:
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4 Experiments

4.1 Automatic Evaluation

We employ GPT-40° as the evaluation judge to assess 9 LLMs across two categories: (1) Closed-
source LLMs: GPT-40*, Gemini-2.0-Flash [26], and Claude-3.5-Sonnet [27]; (2) Open-source
LLMs: Llama-3.1-70B, Llama-3.1-8B [28], Qwen-2.5-72B, Qwen-2.5-14B, Qwen-2.5-7B [29], and
GLM-4-9B-Chat [30]. We access closed-source models via their official APIs, while open-source
models run locally using vLLM [31] for efficient inference. We use greedy decoding with a maximum
token limit of 4096 to ensure determinism and prevent truncation, keeping all other hyperparameters
at default values. LLMs are tested on both sets. We report RFR and IFR scores for each LLM.

Table 2 presents the main results of the automatic evaluation. From a language resource perspective,
we observe that: (1) Performance correlates with resource levels. High-resource languages (e.g.,

3We use gpt-40-2024-08-06 for all evaluations.
*We assess gpt-40-2024-11-20 to avoid self-evaluation.



Metric \ Requirement Following Rate (RFR) \ Instruction Following Rate (IFR)
Language | En Zh Ru Ar Hi Sw |Avg. | En Zh Ru Ar Hi Sw | Avg

Closed-Source Language Models

GPT-40 93.6 925 927 90.8 928 908 | 92.2 | 769 733 742 692 738 656 | 722
Gemini-2.0-Flash 933 93.0 93.0 919 920 895 | 921 | 781 767 77.0 758 717 69.2 | 74.7
Claude-3.5-Sonnet | 89.1 813 84.6 759 76.1 745 | 802 | 66.1 53.0 61.6 46.1 435 401 | 51.8

Avg. (Closed) [ 920 889 90.1 862 870 849 | 882|737 677 709 637 630 583 | 66.2
Open-Source Language Models
Llama-3.1-70 91.7 834 873 764 809 734 | 82.2 | 709 489 582 402 4277 348 | 493
Qwen-2.5-72B 90.5 89.1 89.2 854 823 409 | 796 | 67.7 633 649 572 513 104 | 525
Qwen-2.5-14B 89.7 885 87.8 821 700 235 | 736 | 647 61.1 606 514 339 50 | 461
Glm-4-9B 864 872 850 786 713 256 | 724 | 565 603 542 432 346 4.1 | 422
Llama-3.1-8B 87.6 791 795 632 668 38.6 | 69.1 | 589 428 449 253 272 9.7 | 3438
Qwen-2.5-7B 878 874 833 771 596 100 | 67.6 | 599 573 523 410 21.1 1.1 | 388
Avg. (Open) | 89.0 858 854 77.1 718 353 | 74.1 | 63.1 556 559 431 351 109 | 44.0

Table 2: Following rates (%) of different models on XIFBench. The highest rates among closed-
source models are in bold, while those among open-source models are underlined. The Avg. column
represents the average rate across all languages for each model. The Avg. (Closed) and Avg. (Open)
rows represent the average rate for models within their respective categories.

English, Chinese) exhibit stable performance, medium-resource ones (e.g., Russian, Arabic) show
greater variance, and low-resource languages (e.g., Hindi, Swahili) experience steep IFR declines,
sometimes nearing zero. (2) The RFR-IFR gap is most pronounced in low-resource languages.
Models achieve reasonable RFR scores but struggle with IFR, indicating difficulties in full instruction
adherence. For example, in Hindi, several models exceed 80% in RFR but fall below 40% in IFR. (3)
Instruction adherence remains a challenge across all languages. The persistent RFR-IFR gap suggests
that limitations extend beyond data scarcity—models can follow individual constraints but struggle
with holistic instruction execution.

From a model capability perspective, we observe in Table 2 that: (1) Closed-source models excel
in RFR but still face IFR challenges. Despite the strong performance, models like GPT-40 and
Gemini-2.0-Flash achieve RFR above 90% but IFR only around 70%, revealing limitations in full
adherence. (2) Open-source models exhibit sharper IFR declines. While their RFR remains stable
in high-resource languages, it degrades significantly in lower-resource settings, indicating weaker
cross-lingual generalization. (3) Larger models generally outperform smaller ones, though exceptions
(e.g., Qwen-2.5-14B in Swahili) likely stem from data composition rather than scaling limitations.

4.2 Agreement Evaluation

Considering cross-lingual variation in LLM evaluator agreement [32], we assess our protocol’s
reliability and consistency through agreement studies. We compare three settings: (1) Direct Scoring
(DS) [10], which holistically rates responses from 1 to 10, considering dimensions such as helpfulness
and relevance. Following [11, 12], scores above 5 are considered to meet all evaluation requirements;
(2) Ours w/ Trans. Reqs., where evaluation requirements are translated into the instruction’s
language, simulating evaluation without a shared semantic anchor to test concerns raised in 3.3; and
(3) Ours w/ Eng. Regs., our proposed protocol using shared English evaluation requirements.

We randomly sample 1080 instruction-response pairs across six languages, covering both the Easy Set
and Hard Set. Responses are generated by three LLMs with varying scales: Gemini-2.0-Flash, Qwen-
2.5-72B, and GIm-4-9B. GPT-40 performs evaluations for all settings. Two human annotators assess
the alignment between GPT-40’s evaluation and human judgement for each evaluation requirement.
We report agreement rates between GPT-40 and human annotations. See Appendix F.2 for details.

As shown in Table 3, our protocol (Ours w/ Eng. Regs.) outperforms DS across languages, with a
slight drop in low-resource ones. Its high average agreement (94.7%) and low standard deviation
(1.6) confirm its reliability and cross-lingual consistency. The high DS agreement in Swahili doesn’t
reflect greater reliability, but rather results from poor model performance—often scoring below 5—
coincidentally aligning with human labels. Notably, compared to using translated requirements (Ours
w/ Trans. Regs.), our protocol (Ours w/ Eng. Regs.) achieves higher agreement across languages



Methods | En  Zh Ru Ar Hi Sw | Avg. Std.

DS 717 567 539 550 583 694 | 60.7 6.5
Ours w/ Trans. Regs. | 93.7 89.1 89.1 86.7 846 849 | 885 3.1
Ours w/ Eng. Regs. 959 96.7 95.0 93.0 955 925 | 947 1.6

Table 3: Agreement rates between GPT-40 and human annotations across different languages (%)
under DS and our protocol variants. Bold indicates best results.

(Avg: 94.7% vs. 88.5%), indicating improved reliability. Moreover, it exhibits lower cross-lingual
variance (Std: 1.58 vs. 3.10), demonstrating enhanced consistency and fairer comparisons. These
results support our initial concern that translating evaluation requirements can compromise both
reliability and cross-lingual consistency.

5 Analysis

5.1 How Do Constraint Categories Affect Cross-lingual Performance?

We only use the Hard Set for its balanced constraint distribution and focus on RFR to align with
the granularity of constraint analysis. We analyze three models spanning different capabilities:
Gemini-2.0-Flash, Qwen-2.5-72B, and Glm-4-9B. Other settings follow Section 4.1.

(a) Gemini-2.0-Flash (b) Qwen-2.5-72B (c) GIm-4-9B

content content content

numerical == ‘\ numerical numerical

> |style

format o 4 format format

situation situation situation
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Figure 3: Cross-lingual RFR performance across constraint categories for three representative models.
Each radar chart illustrates the RFR scores across different languages within each constraint category.

As illustrated in Figure 3, we find that higher-capacity models exhibit more robust cross-lingual
constraint adherence. (1) For high-capacity models like Gemini-2.0-Flash, the radar plots form
nearly regular polygons across languages, indicating stable adherence with minimal cross-lingual
variation. (2) In contrast, mid- and low-capacity models (Qwen-2.5-72B, Glm-4-9B) exhibit progres-
sive degradation in polygon size and regularity as language resources decrease. This degradation is
most pronounced for style and situation constraints, suggesting these constraints are more sensitive to
language-specific factors.

Further examining constraint categories, we observe that some constraints exhibit universal proper-
ties, while others are language-dependent. (1) Format and numerical constraints are more resilient
to language variations, as indicated by denser polygon edges (i.e., more consistent performance).
This suggests they rely on universal linguistic properties. (2) In contrast, style, situation, and con-
tent constraints are more sensitive to language resources, with sparser polygon edges as resources
decline. Style and situation constraints degrade the most, reinforcing their strong dependence on
language-specific properties, while content constraints show moderate degradation.

5.2 How Does Instruction Complexity Impact Cross-lingual Performance?

We use both the Easy Set (no additional constraints) and Hard Set (augmented with 1-5 constraints
per instruction) to cover a wide range of instruction complexity. IFR is used to align with instruction-
level analysis. Model selection and other experimental settings follow Section 5.1.

As shown in Figure 4, we find that stronger LLMs maintain more consistent performance across
instruction complexity levels. (1) Gemini-2.0-Flash demonstrates stable performance across all
language resource levels without additional constraints and exhibits relatively smooth degradation
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Figure 4: Cross-lingual IFR performance across instruction complexity levels for three representative
models. Each group shows IFR scores across languages per additional constraint count (+xC).

as constraints increase, maintaining acceptable IFR even with five constraints. (2) The mid- and
low-capacity models (Qwen-2.5-72B, Glm-4-9B) not only perform slightly worse but also degrade
more steeply across languages, dropping to unacceptable IFR levels with five constraints in Swabhili.

Further analysis reveals that performance degradation under complex instructions is not clearly
correlated with language resource levels. (1) Across all languages, IFR tends to decline approx-
imately linearly as instruction complexity increases, with relatively similar slopes regardless of
resource level. (2) Swahili appears to degrade more steadily in Qwen-2.5-72B and Glm-4-9B, but
this is due to its already low baseline performance. Interestingly, we find that degradation patterns
vary across models and languages in non-trivial ways. We provide further analysis in Appendix G.3.

5.3 To What Extent Does Cultural Specificity Influence Instruction Following?

We use the Easy Set and Hard Set to compare LLM performance on culturally universal and specific
instructions (Section 3.1). Both RFR and IFR are included for a comprehensive view of instruction
following. Model selection and other settings follow Section 5.1.

(a) Gemini-2.0-Flash (b) Qwen-2.5-72B (c) GIm-4-9B
100% 100% 100%

80% 80% 80%
60% 60% 60%
40% 40% 40%
20% 20% ‘ 20%
0%

hi  sw

0% 0%
en zh-cn ru ar hi sw en zh-cn ru ar en zh-cn ru ar hi sw

RFR or IFR (%)

B RrFR@CUI RFR @ CSI IFR @ CUI IFR @ CSI

Figure 5: Cross-lingual RFR and IFR performance of culturally universal (CUI) and specific (CSI)
instructions across three models. Each group presents following rates per type across languages.

As shown in Figure 5, we observe several key findings: (1) As language resources decrease, both
RFR and IFR decline for culturally universal and specific instructions. The degradation rate is
slightly steeper for culturally specific instructions but not substantially. (2) More capable models
like Gemini-2.0-Flash show smaller performance gaps between culturally universal and specific
instructions, while smaller models like GLM-4-9B degrade more on culturally specific instructions.
(3) IFR is more sensitive to cultural specificity than RFR, especially as language resources or model
capacity decrease, since failures in cultural constraints hinder complete instruction following. These
findings suggest that despite pre-training exposure to cultural content, cultural specificity still impacts
instruction following, particularly for smaller models and low-resource languages.

6 Conclusion

In this paper, we introduced XIFBench, a comprehensive constraint-based benchmark for evaluating
the multilingual instruction-following capabilities of LLMs. Featuring a systematic design with
constraint-rich instructions across six languages and three methodological innovations for reliable



cross-lingual assessment, XIFBench enables fine-grained analysis. Through extensive experiments,
we quantified performance disparities across resource levels and provided detailed insights into the
influence of language resources, constraint categories, instruction complexity, and cultural specificity
on multilingual instruction-following. In summary, XIFBench provides a valuable resource and
analytical tool for advancing research and development of robust multilingual LLMs.
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the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: Benchmarks, code and instructions are provided with this submission.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Please refer to section 4 for the experimental settings and details.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: Following previous benchmarks such as [4, 11? , 12, 17], we do not report
error bars for the evaluation results.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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8.

10.

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Please refer to section 4 and section F for detailed information. We also
provide the time and monetary consumption details in our code for each process.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: The research conforms with the NeurIPS Code of Ethics in every respect.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: This paper discuss societal impacts in Section B, including both positive and
negative impacts.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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11.

12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Our benchmark is compiled from existing benchmarks, constructed using
publicly available LLM APIs, and validated by human annotators, thus posing no significant
risks for misuse.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have properly respected the licenses and terms of use for all existing assets
used in this paper, including datasets and APIs.

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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13.

14.

15.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We have well documented the new assets introduced in both the paper and
code repositories. The documentation is provided alongside the assets.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

 The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [Yes]

Justification: We have included most of the text of instructions to participants in appendix,
and the full version is provided in the code repository.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer:

Justification: All data annotation was performed by the paper authors and graduate student
collaborators.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]

Justification: We use LLMs to construct the benchmark and perform evaluation, as described
in the paper.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Limitations

While XIFBench provides a comprehensive evaluation framework, we acknowledge several opportu-
nities for future extensions:

* Our benchmark relies on LLMs for construction and evaluation, supplemented by careful
human verification. However, this pipeline may still be susceptible to biases inherent in
the "LLM-evaluate-LLM" process. We encourage future work to explore fully manual or
alternative human-in-the-loop methodologies for benchmark development.

* Since our benchmark relies on parallel translations, the cultural accessibility annotations are
primarily derived from English contexts, which may not fully capture the cultural diversity
across different languages. Directly incorporating annotations from native speakers for
non-English instructions would provide a more comprehensive cross-cultural perspective.

* Our benchmark focuses on general-purpose LLMs, excluding reasoning-specialized models
(e.g., o1, DeepSeek-R1, Gemini-2.5-Pro-Preview) due to budget and API constraints. These
models, which often infer implicit constraints or explore alternative solutions in their
thoughts, may exhibit different patterns in constraint adherence.

* Another interesting scenario of multilingual instruction-following is code-mixing, i.e., the
use of multiple languages in a single instruction. While our benchmark could theoretically
evaluate code-mixing by keeping input materials untranslated, we do not include this in
our current study. This is because input materials contain diverse content types and would
compromise the interpretability of our findings. We leave this as future work.

* We identify key factors affecting multilingual instruction following, but translating these
insights into concrete model improvements remains an open challenge. Future work could
explore how our findings can inform training strategies to enhance multilingual instruction
following, particularly for semantic-rich constraints and low-resource languages.

B Broader Impacts

XIFBench is a benchmark designed to evaluate the multilingual instruction-following capabilities
of LLMs. By providing a comprehensive evaluation framework, it aims to advance research in
this area and promote the development of more robust and capable LLMs. Regarding its broader
social impacts, the benchmark can facilitate the development of LL.Ms that are better equipped to
understand and follow instructions in multiple languages, potentially improving accessibility and
usability for non-English speakers. This could lead to more inclusive Al systems that cater to a
diverse user base. However, a potential negative impact is that developers might prioritize improving
model performance on the more widely-spoken languages included in the benchmark, potentially
widening the gap between high-resource and low-resource languages.

C Dataset Construction Details

In this part, we provide detailed information on the construction of XIFBench, including instruction
preparation, constraint augmentation, requirement structuring, and multilingual expansion.

C.1 Instruction Preparation Details

C.1.1 Seed Instruction Selection

As described in Section 3.1.1, we source instructions from AlpacaEval, WizardLM, and LIMA via
their official repositories on Hugging Face and GitHub. Since WizardLM and LIMA primarily
contribute instruction-tuning datasets along with evaluation sets, we use only the evaluation sets to
construct our benchmark, thereby avoiding potential data leakage.

For hierarchical clustering, we utilize the best-performing model, all-mpnet-base-v2, in Sentence
Transformers’, to encode the instructions and compute the Euclidean distances between them. We

“https://www.sbert.net/
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then apply hierarchical clustering to group similar instructions. To determine an appropriate number
of clusters, we iterate over various threshold distances and select a value that ensures both diversity
and sufficient seed instructions. Ultimately, we set the threshold distance to 1.8, resulting in 131
clusters. To maximize diversity, we randomly select a single instruction from each cluster.

C.1.2 Instruction Filtering and Annotation

In this section, we provide detailed information on the filtering and annotation process for the selected
seed instructions, as described in Section 3.1.1. The authors select data by following the annotation
guidelines in Table 4. Annotators are instructed to assign binary true/false values to five dimensions
specified in the guideline, with optional comments.

The clarity dimension measures the understandability of the instruction, while linguistic independence
ensures the instruction’s language-neutral properties. Cultural accessibility is also annotated to assess
dependence on specific references that may not be globally accessible or understandable. Additionally,
we impose restrictions of fewer than five explicit constraints and four content constraints to filter out
instructions that might become overly complex after augmentation. This process results in an Easy
Set containing 106 instructions.

The annotation guidelines for the decomposition of core instructions and input materials are provided
in Table 5. Here, core instructions refer to the essential tasks described in the instructions, while input
materials serve as supporting information for these tasks. This annotation process is also conducted
by the authors.

C.2 Constraint Augmentation Details

C.2.1 Constraint Taxonomy

The constraint taxonomy from Section 3.1.2 is presented in Table 6. The examples provided are
brainstormed constraints for the instruction Does the 5-second rule exist?, as illustrated in Figure 2.

C.2.2 Constraint Brainstorming

The prompt used for constraint brainstorming, as described in Section 3.1.2, is presented in Table 7.
We provide both the core instruction and input materials to GPT-40, instructing it to generate 12
constraints for each category. We set the maximum generation length to 2048 tokens and use a
temperature of 0 to ensure stable results.

C.2.3 Constraint Combination

The prompt used for constraint combination, as described in Section 3.1.2, is shown in Table 8. For
each instruction, we sample five times, incrementally selecting 1 to 5 constraints. To ensure category
diversity and balance, only unsampled categories are considered at each step. Given a core instruction
and the sampled constraints, we prompt GPT-40 to generate five distinct combined instructions using
these sampled constraints. The maximum generation length is set to 512 tokens, and a temperature of
0 is used to ensure stable results.

C.2.4 Instruction Valiadation

As described in Section 3.1.2, we conducted a manual annotation to evaluate the quality of the
combined instructions in the Hard Set. The annotation process followed the guidelines in Table 4,
except for the two constraint-related criteria. Two annotators independently assessed all instructions
for clarity and linguistic independence, and annotated cultural accessibility. To measure inter-
annotator agreement, we randomly selected 10% of the Hard Set (50 instances) and included them in
both annotators’ assignments. Disagreements in this subset were resolved conservatively: if either
annotator marked an instruction as defective or culturally specific, it was classified as such. Both
annotators were graduate students in computer science and received prior training on the annotation
guidelines. We report the proportion of instructions identified as clear, linguistically independent,
and culturally universal, along with inter-annotator agreement scores.

As shown in Table 9, nearly all instructions are clear and linguistically independent, demonstrating
the high quality of the dataset and the reliability of the automatic construction workflow. The strong
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inter-annotator agreement further supports the consistency of the annotation process. However, the
agreement on cultural accessibility is lower, likely due to the subjective nature of this criterion.

Criteria \ Ratio (%) Agreement (%)
Clarity 96.6 96.0
Linguistic Independence 100.0 100.0
Cultural Accessibility 70.6 80.0

Table 9: Evaluation results for various criteria, showing the Ratio of instructions meeting each
criterion and the Agreement (%) between evaluators.

Following the annotation, we removed all unclear and linguistically dependent instructions, along
with their corresponding variants in both the Easy Set and the Hard Set, ensuring that each instruction
retains all variants across 0 to 5 additional constraints. This process also affected a small number of
culturally specific instructions. As a result, the proportion of culturally universal instructions in the
Hard Set increased slightly from 70.6% to 70.8%, with a total of 329 culturally universal instructions
remaining.

Moreover, to assess whether the constraint augmentation process introduces additional culture-specific
content, we measured cultural accessibility across both the Easy and Hard Sets. We found that 31.2%
of Easy Set instructions and 29.2% of Hard Set instructions are culturally specific. Notably, 97.6%
of instructions retain the same cultural accessibility label after augmentation—only 2.4% introduced
new culture-specific constraints. This suggests that the constraint combination process has minimal
impact on cultural accessibility.

C.3 Requirement Structuring Details

C.3.1 Requirement Decomposition

The prompt used for requirement decomposition, as described in Section 3.1.3, is presented in
Table 10. We use GPT-40 to decompose each core instruction in the Easy Set and each combined
instruction in the Hard Set into multiple evaluation requirements for assessing LLM-generated
responses. In our prompt, we explicitly instruct GPT-4o to generate a list of requirements that: (1) are
strictly derived from the given instruction without inference, (2) are atomic and indivisible to enable
fine-grained evaluation, and (3) are formatted as YES/NO questions for binary assessment. To ensure
stable results, we set the maximum generation length to 512 tokens and use a temperature of 0.

One might argue that the brainstormed constraints could also serve as evaluation requirements. How-
ever, this does not eliminate the necessity of requirement decomposition. The need for decomposition
arises not merely from the need to format them as questions, but due to follows: (1) Evaluation
requirements are essential for assessing the Easy Set instructions as well as the corresponding com-
ponents within the Hard Set instructions. (2) The constraints generated by GPT-40 are sometimes
compound statements encompassing multiple requirements. For example, a constraint like "Maintain
a neutral but informative tone" actually consists of two distinct aspects: neutrality and informative-
ness. Furthermore, during the constraint combination step, these constraints may be rephrased or
semantically altered, making explicit requirement decomposition necessary for accurate evaluation.

C.3.2 Requirement Categorization

The prompt used for requirement categorization in Section 3.1.3 is presented in Table 11. We provide
GPT-40 with a list of evaluation requirements along with their instructions and ask it to map each
requirement to the predefined constraint taxonomy for further analysis. The maximum generation
length is set to 256 tokens, with a temperature of 0.

C.3.3 Requirement Assessment

We present the details of the requirement assessment included in Section 3.1.3. For each evaluation
requirement, we assess its quality from four dimensions: explicitness, completeness, atomicity, and
categorization. A detailed explanation of each dimension is provided in the annotation guideline
(Table 12), resulting in five binary evaluation criteria for each requirement. The categorization
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dimension is assessed from two perspectives: (1) whether the requirement is correctly categorized
and (2) whether it is assigned to the correct dimension. The completeness dimension is evaluated at
the instruction level, while the other three dimensions are assessed at the requirement level.

To ensure the reliability of the assessment, two annotators independently annotated a randomly
sampled subset, comprising 10% of the instructions from both sets (10 from the Easy Set and 50 from
the Hard Set). We calculate both the proportion of high-quality requirements and the inter-annotator
agreement on this subset. Disagreements were resolved using a conservative resolution strategy,
similar to the approach described in Section C.2.4.

Criteria | Ratio (%) Agreement (%)
Explicitness 99.8 99.9
Completeness 93.3 95.0
Atomicity 95.9 96.6
Categorization 94.8 96.3
Dimension 94.0 95.5

Table 13: Evaluation results for various criteria, presenting the Ratio of requirements or instructions
(for completeness) that meet each criterion and the Agreement (%) between evaluators.

As shown in Table 13, almost all requirements adhere to the explicitness criterion, indicating that very
few nonexistent requirements were generated. Additionally, the majority of evaluation requirements
are rated as complete, atomic, and correctly categorized in both constraint category and dimension.
These results demonstrate the high quality of the generated requirements. Furthermore, the inter-
annotator agreement scores confirm the consistency and reliability of the annotation process.

C.4 Multilingual Expansion Details

In this section, we detail the translation validation process introduced in Section 3.1.4. Since manual
annotation of the entire dataset for Chinese, Russian, Arabic, Hindi, and Swahili is costly and time-
consuming, we leverage GPT-40 and Google Translate to automatically assess translation quality.
Our validation procedure follows a requirement-based evaluation framework, ensuring that each
instruction and its translation are analyzed for both accuracy and consistency.

Specifically, for each instruction-translation pair, we prompt GPT-4o to identify corresponding
segments in the English instruction and its translated counterpart, using predefined evaluation
requirements as reference points. Additionally, we incorporate back-translation via Google Translate
to mitigate potential biases, particularly for low-resource languages. The LLM annotator then
provides a concise assessment of translation accuracy and assigns a quality score on a 1-5 scale
(1 = Failed Preservation, 5 = Perfect Preservation), where a score of 3 serves as the threshold for
acceptable translation quality. The evaluation prompt is provided in Table 14.

Score | Zh  Ru Ar Hi Sw Score | Zh  Ru Ar Hi Sw
5 935 951 933 943 895 5 81.5 795 830 768 793
4 53 33 4.4 4.3 7.6 4 133 159 120 178 159
3 0.9 1.0 1.0 0.8 1.6 3 4.2 33 2.7 4.3 3.7
2 0.3 0.5 09 0.4 1.0 2 1.0 0.8 2.3 0.8 1.0
1 0.0 0.1 0.5 0.2 0.3 1 0.0 0.4 0.0 0.2 0.0

(a) Distribution of translation quality scores (%) from (b) Distribution of translation quality scores (%) from
GPT-40 on the full dataset. human annotation on 20% of the dataset.

Figure 6: Comparison of translation quality score distributions across languages. Left: GPT-40
annotations on the full dataset. Right: Human annotations on a 10% subset.

To quantify translation quality, we analyze the distribution of evaluation requirement scores across
different languages. To further validate the automatic evaluation and assess its agreement with human
judgments, we randomly sample 20% of English instructions (18 from the Easy Set and 90 from the
Hard Set) and their translations in all non-English languages. For each language, two native-speaking
annotators independently scores the sampled translations on a 1-5 scale, following guidelines slightly
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adapted from Table 14 to facilitate human annotation. Additionally, the segments extracted by GPT-40
during scoring are provided to annotators to help identify the relevant portions for each requirement.
We take the lower of the two scores for each translation to conservatively estimate translation quality.

The results, summarized in Table 6a, show that the vast majority of translations receive high-quality
ratings. Notably, the proportion of requirements scoring below 3 is low across all languages, with
Arabic exhibiting the highest at only 1.4%. These findings suggest that the translations are largely
accurate and consistent with the original English instructions, making them suitable for inclusion in
the benchmark without significantly affecting overall evaluation outcomes.

Human annotation results on the sampled subset, shown in Table 6b, further support this conclusion:
over 97.7% of all translations are rated >3. Disagreements occur in about 25% of segments, but are
mostly minor (e.g., human = 4 vs. GPT-40 = 5), indicating that GPT-40 may slightly overestimate
quality. These results validate our automatic scoring as a reasonable proxy for translation quality and
support the reliability of our multilingual benchmark.

D Dataset Statistics Details

As illustrated in Figure 7a, the distribution of evaluation requirements in the Easy Set is largely
dominated by Content constraints, reflecting a lack of diversity in constraint types. However, despite
being constructed based on the Easy Set, the Hard Set exhibits a more balanced distribution across all
categories, indicating a diverse and well-balanced constraint augmentation process.

Further analysis of the requirement count distribution across the Easy and Hard Sets is shown in
Figure 7b. While both sets follow a similar uniform distribution, the Hard Set exhibits a broader
range of requirement counts, with a pronounced peak at 5 requirements, compared to 2 in the Easy
Set. This distribution highlights the greater diversity and complexity of the Hard Set, making it a
more challenging evaluation benchmark for LLMs.

BN Easy Instructions

~
=]
L

=
(=}
L

Easy Set Hard Set

Instruction Percentage (%)

o
I

1 2 3 4 5 6

=== Hard Instructions

Instruction Percentage (%)

1 2 3 4 5 6 7 8 9 1011 12 13 14

mmm content mmm style WEE situation mmm format  mEm numerical Requirement Count
(a) Requirement category distribution across the Easy (b) Requirement count distribution across the Easy
Set and Hard Set. Set and Hard Set.

Figure 7: Distribution analysis of requirements in the dataset. Left: Category distribution across
Easy and Hard sets. Right: Count distribution across Easy and Hard sets.

E Evaluation Protocol Details

The prompt used in the evaluation framework (Section 3.3) is provided in Table 15 for English in-
structions and Table 16 for other languages. For English instructions, GPT-40 receives the instruction,
the corresponding response, and the evaluation requirements to assess the response’s adherence to
the given instruction. The model first provides observations on the response, followed by a binary
YES/NO decision for each requirement, indicating whether the response meets it. For instructions in
other languages, we follow a similar procedure, providing GPT-40 with the translated instruction, the
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corresponding response, the original English instruction, and the evaluation requirements. To ensure
stable results, we set the maximum generation length to 2048 tokens and use a temperature of 0.

F Experiment Details

In this section, we provide detailed information about the experiments discussed in Section 4,
including supplemental details on the automatic evaluation of LLMs, and detailed description of
agreement between GPT-40 and human annotations.

F.1 Automatic Evaluation

The official API names of the models used in Section 4.1 are: gpt-40-2024-11-20, gemini-2.0-
flash-001 and claude-3-5-sonnet-20241022. The open-source models and their repositories on
Hugging Face® are: THUDM/glm-4-9b-chat, meta-llama/Llama-3.1-8B-Instruct, meta-llama/L.lama-
3.1-70B-Instruct, Qwen/Qwen2.5-7B-Instruct, Qwen/Qwen2.5-14B-Instruct, and Qwen/Qwen2.5-
72B-Instruct. For the inference of open-source models, we used at most 2 H20-80G GPUs for
inference. Evaluating an LLLM on the entire XIFBench dataset using gpt-40-2024-08-06 (without
batching) costs approximately $24.

F.2 Agreement Evaluation

In this section, we detail the process of evaluating agreement between GPT-40’s assessments and
human annotations across the three evaluation settings outlined in Section 4.2.

* Direct Scoring (DS): GPT-40 scores each response on a scale from 1 to 10. This approach
does not explicitly assess whether each constraint is satisfied, but rather offers a holistic
judgment of the response quality. Following prior work [11, 12], responses scoring above 5
are considered to meet all evaluation requirements for calculating agreement against our
human-labeled requirement-level ground truth. We adopt the evaluation prompt from Zheng
et al. [10] without modification.

* QOurs w/ Trans. Reqs. (Ours with Translated Requirements): GPT-40 evaluates responses
using evaluation requirements translated into the same language as the instruction. For ex-
ample, a Chinese instruction-response pair was evaluated with Chinese-translated evaluation
requirements and metadata (categories, dimensions). This setting simulates a multilingual
evaluation scenario without a shared semantic anchor, an issue raised in Section 3.3, allowing
us to examine how the language of evaluation criteria affects reliability and consistency.

Ours w/ Eng. Regs. (Ours with English Requirements): This is our proposed evaluation
protocol. GPT-40 evaluates all instruction-response pairs using the original English evalu-
ation requirements, regardless of the language of the instruction. For instance, a Swahili
instruction-response pair is evaluated using English evaluation requirements and metadata.
This ensures a consistent semantic anchor across languages, avoiding translation-induced
inaccuracies and ensuring cross-linguistic comparability.

We use Google Translate to obtain translated requirements and translated metadata for the Ours w/
Trans. Regs. setting. The evaluation prompt template (see Table 15) is adapted by replacing language-
specific parts—such as the descriptive text "English instruction" and its corresponding placeholder
{english_instruction}—with their language-specific equivalents (e.g., "Chinese instruction" and
{chinese_instruction}).

To construct the evaluation set, we randomly sampled 10% of the English instructions (10 from the
Easy Set and 50 from the Hard Set) as a representative subset, resulting in 60 English instructions
with 295 individual evaluation requirements. Including their translations across the six languages
yields 360 instructions. To ensure diversity in response quality, we collected outputs from three
representative LLMs with varying capabilities: Gemini-2.0-Flash, Qwen-2.5-72B, and GLM-4-9B.
This results in 1080 instruction-response pairs in total.

To obtain ground-truth labels, two human annotators assess whether GPT-40’s binary decisions
align with human judgment for each evaluation requirement, following the guidelines in Table 17.

Shttps://huggingface.co/models
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Specifically, annotators are shown GPT-40’s generated observations (from the Ours w/ Eng. Regs.
setting) to assist in identifying relevant segments of the response, though they are instructed not to
base their decisions solely on them. Annotators then determine whether they agree with GPT-40’s
binary decision (YES/NO) on each requirement. In cases of disagreement, we reverse GPT-40’s
decision to reflect the human judgment. We report the agreement rates between the human-verified
ground truth labels and GPT-40 across the three evaluation settings.

G Extended Experimental Results and Analysis

In this section, we present additional experimental results and analyses that support the reliability
of our evaluations and provide extended insights into multilingual instruction-following capabilities
across diverse languages.

G.1 Assessing the Influence of Translation Quality on Evaluation Results

While Section 3.1.4 and Appendix C.4 demonstrate that XIFBench’s translation quality is generally
acceptable, there remains a possibility that subtle translation defects might affect evaluation reliability.
To address this concern, we assess whether translation quality impacts evaluation results.

We leverage the translation quality scores from Section 3.1.4, which measure how well each segment
in translated instruction preserves the semantics of its corresponding English evaluation requirement.
In our 1-5 scale, scores below 3 indicate failed semantic preservation, 3 represents the border-
line acceptance threshold, scores above 3 indicate sufficient preservation, and 5 represents perfect
preservation. To quantify the potential impact, we simulate three evaluation scenarios:

» Eval. w/ All Regs.: We consider evaluation decisions for all requirements across languages,
regardless of translation quality scores. This corresponds to our standard evaluation approach
used throughout the paper, such as the main results in Table 2.

* Eval. w/ Acceptable Reqs.: We only consider evaluation decisions for requirements with
translation quality scores > 3 (meeting or exceeding our acceptance threshold). This
simulates results if defective translations were excluded from evaluation.

* Eval. w/ Perfect Reqs.: We only consider evaluation decisions for requirements with perfect
translation quality scores (5). This simulates an ideal scenario with perfect translations.

Metric \ Requirement Following Rate (RFR) \ Instruction Following Rate (IFR)
Language | Zh Ru Ar Hi Sw | Zh Ru Ar Hi Sw
Gemini-2.0-Flash
Eval. w/ All Regs. 93.0 930 919 920 89.5 76.7 770 758 717 692
Eval. w/ Acceptable Regs. | 93.0 93.1 923 922 89.6 767 776 763 726 692
Eval. w/ Perfect Reqs. 93.1 932 929 923 89.7 774 779 769 73.1 1706
Std. 0.04 0.10 0.51 0.15 0.14 041 045 054 072 0.83
Owen-2.5-72B
Eval. w/ All Regs. 89.1 89.2 854 823 40.9 633 649 572 513 104
Eval. w/ Acceptable Reqs. | 89.1 89.2 859 82.6 41.0 634 649 581 523 108
Eval. w/ Perfect Regs. 89.2 89.5 86.6 82.6 41.6 642 658 593 53.0 115
Std. 0.08 0.17 0.57 0.18 0.34 047 052 1.08 090 0.55
GLM-4-9B
Eval. w/ All Regs. 872 850 78.6 71.3 25.6 603 542 432 346 4.1
Eval. w/ Acceptable Reqs. | 87.3 85.1 789 71.6 25.7 60.6 550 437 350 45
Eval. w/ Perfect Regs. 874 853 79.5 71.8 26.1 61.0 557 446 357 50
Std. 0.07 0.15 043 025 0.27 036 0.72 0.73 0.55 045

Table 18: Following rates (%) across different evaluation settings. Eval. w/ All Reqs. considers
all requirements regardless of translation quality. Eval. w/ Acceptable Reqs. only considers
requirements with translation quality scores > 3. Eval. w/ Perfect Reqs. only considers requirements
with perfect translation quality scores (5). Std. shows the standard deviation across the three settings.
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We follow the model selction and other experimental settings used in 5.1 to report RFR and IFR scores
for these three scenarios across non-English languages for three representative models: Gemini-2.0-
Flash, Qwen-2.5-72B, and GLM-4-9B. The results are shown in Table 18.

As shown in Table 18, the results for RFR and IFR indicate that better translation quality leads
to slightly higher performance scores. However, the standard deviation across scenarios remains
consistently below 0.57% for RFR and below 1.08% for IFR, indicating minimal impact on overall
evaluation outcomes. Importantly, the relative ranking across languages remains stable across all
filtering scenarios, confirming that our conclusions regarding multilingual instruction-following
capabilities are valid and robust to translation quality variations.

G.2 Assessing the Impact of LLM Evaluator Choice on Human Agreement

Our main evaluation protocol relies on GPT-40 as the sole automatic evaluator. A valid concern
is that this choice could introduce model-specific biases, potentially affecting the reliability of our
results. To investigate this and assess the robustness of our evaluation setup, we conduct additional
experiments comparing the performance of several distinct LLM evaluators against human judgments.

We leverage the human annotations from Section 4.2 as the ground truth for this analysis. We compare
the agreement rates of the original evaluator (GPT-40) with three other diverse LLMs. They are:

* GPT-4.1: To assess consistency and potential variations within the same advanced model
family as the original evaluator.

* Gemini-2.5-Flash: A strong, cost-efficient model from a different developer (Google) to
provide an external perspective.

* DeepSeek-R1: A leading open-source model known for its strong reasoning capabilities,
representing another distinct model architecture and training philosophy.

We use the same experimental setup as in Section 4.2, calculating the human agreement rate for each
of these models across all six evaluated languages. The results are summarized in Table 19.

Model Judge | En Zh Ru Ar Hi Sw
GPT-40 95.9 96.7 95.0 93.0 955 925
GPT-4.1 919 916 874 89.1 90.5 84.6
Gemini-2.5-Flash | 90.2 919 853 §87.0 89.5 86.0
DeepSeek-R1 909 90.2 80.0 828 842 87.0

Table 19: Human agreement rates (%) for different LLM evaluators. We use the human annotations
from Section 4.2 as ground truth. GPT-40 (our paper’s default) shows the highest agreement.

From the results in Table 19, we observe several key findings: (1) The original evaluator, GPT-4o,
achieves the highest agreement with human judgments. This is the expected upper-bound performance,
given that the evaluation prompt was iteratively refined for this model during development. (2) Among
the alternative judges, models like GPT-4.1 and Gemini-2.5-Flash maintain relatively high and stable
agreement rates across languages (e.g., all scores >85%). In contrast, the open-source DeepSeek-R1
exhibits significantly higher variance, performing comparably in English (90.9%) but dropping
substantially in languages like Russian (80.0%) and Arabic (82.8%). (3) This analysis validates
the robustness of our evaluation method, particularly for high-resource languages like English
and Chinese, where all judges show >90% agreement. More importantly, it highlights a critical
challenge for the field: the inconsistent reliability of alternative LLM judges in mid- and low-
resource languages. This demonstrates that while our setup is sound, substituting the evaluator is not
a trivial step and requires careful, per-language validation.

G.3 Revisting the Impact of Instruction Complexity on Multilingual Instruction Following

While Section 5.2 provides an analysis of the impact of instruction complexity on multilingual
instruction-following capabilities, two additional aspects warrant further exploration:

* Beyond observing the expected decline in fully following (IFR) as constraint count increases,
RFR can provide complementary insights into how LLMs handle complex instructions.
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* Although multilingual instruction-following degradation under complex instructions was
not clearly correlated with language resource levels in our initial analysis, a more detailed
examination might reveal subtle patterns.

To investigate these aspects, we conduct additional slope analysis on cross-lingual performance
from both RFR and IFR perspectives. Following the model selection and experimental settings
used in Section 5.2, we evaluate three representative models: Gemini-2.0-Flash, Qwen-2.5-72B,
and GLM-4-9B. For each language, we calculate RFR and IFR across different complexity levels
(measured by the count of additional constraints, +xC), as depicted in Figure 4. We then fit a linear
regression model to quantify the rate of performance change as complexity increases, where the
x-axis represents the number of additional constraints and the y-axis represents either RFR or IFR.
The resulting slopes (percentage points per complexity level) are reported in Table 20.

Metric \ Requirement Following Rate (RFR) Slopes \ Instruction Following Rate (IFR) Slopes

Language | En Zh Ru Ar Hi Sw | Std. | En Zh Ru Ar Hi Sw | Std.
Gemini-2.0-Flash | +0.05 -0.56 +0.15 +0.08 +1.06 +0.75 | 0.57 | -3.49 473 -256 -200 -2.15 -2.33 | 1.04
Qwen-2.5-72B -041  -047 +023 -041 -0.58 -1.54 | 0.61 | -535 -581 -4.06 -6.05 -6.21 -437 | 0.89
GLM-4-9B -0.83  -133 -095 -050 -059 -0.12 | 042 | -6.39 -837 -821 -832 -840 -2.06 | 254

Table 20: Slopes of performance change (% per complexity level) across instruction complexity
levels for different languages. Positive slopes indicate performance improvement with increasing
complexity, while negative slopes indicate degradation. Std. represents the standard deviation of
slopes across all languages.

For RFR slopes, we observe two key findings: (1) Compared to IFR slopes where the minimum
absolute value is 2.00, RFR slopes stay relatively close to zero and stable across complexity levels.
This indicates that models often fail to fully satisfy all constraints simultaneously (declining IFR) but
consistently satisfy a similar proportion of individual constraints (stable RFR) even as complexity
increases. (2) Comparing slopes across languages, we find minimal variations regardless of resource
level, with standard deviations (0.42-0.61) consistently smaller than those for IFR (0.89-2.54). This
suggests that the phenomenon of "satisfying a fixed proportion of constraints" is minimally affected
by language resource availability.

For IFR slopes, we observe more pronounced patterns: (1) All slopes are below -2.00, confirming
significant performance degradation as complexity increases, consistent with the visualization in
Figure 4. (2) Cross-linguistic comparison reveals model-specific patterns not initially apparent:

* GLM-4-9B exhibits a clear two-tier degradation pattern: English degrades moderately (-
6.39), while other languages except Swahili degrade much more severely (approximately
-8.3), revealing a notable advantage for the highest-resource language.

* Qwen-2.5-72B shows partial correlation with language resource levels: high-resource
languages (English and Chinese) degrade less moderately than medium-resource (Arabic)
and low-resource (Hindi) languages.

* Gemini-2.0-Flash interestingly reverses this trend: high-resource languages (English and
Chinese) show steeper degradation than other languages, possibly because they start from
higher baseline performance, allowing more room for decline.

It’s important to note that for Qwen-2.5-72B and GLM-4-9B, Swahili IFR rapidly approaches zero
even at lower complexity levels. This leads to artificially shallow slopes for Swahili that should be
interpreted cautiously, as they simply reflect the lack of further room for degradation rather than
resilience to complexity.

G.4 Multilingual Instruction Following Performance of Open-Source Multilingual Models

Our main paper (Section 4.1) primarily evaluates large-scale, general-purpose LLMs. A complemen-
tary analysis is to investigate the performance of dedicated open-source multilingual models. These
models are specifically pre-trained on a wide array of languages and provide a different perspective
on multilingual instruction-following.
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To this end, we evaluated several open-source multilingual models of comparable size:
CohereLabs/aya-23-8B (8B, 23 languages), utter-project/EuroLLM-9B-Instruct (9B, 35 lan-
guages), CohereLabs/aya-101 (13B, 101 languages), and bigscience/bloomz-7b1 (7B, 46 lan-
guages).” We followed the inference and evaluation setup described in Section 4.1. For models
lacking official user-assistant prompting templates (i.e., aya-101 and bloomz-7b1), we used cus-
tomized system prompts and simulated dialogue formatting to avoid instruction continuation issues.

Metric ‘ Requirement Following Rate (RFR) ‘ Instruction Following Rate (IFR)
Language | En  Zh Ru Ar Hi Sw |Avg. | En Zh Ru Ar Hi Sw | Avg.
aya-23-8B 793 783 787 771 726 47 | 65.1 | 41.8 410 435 395 317 15| 332
EuroLLM-9B | 732 745 704 623 584 88 | 579 | 357 384 324 238 212 18| 256
aya-101 16.6 130 157 148 133 1511 | 148 | 34 3.1 3.1 2.9 25 34 31

bloomz-7b1 8.1 6.3 4.2 7.1 6.4 33 59 2.0 1.8 1.6 23 23 09 1.8

Table 21: Performance of open-source multilingual models on XIFBench. All models were evaluated
under the same setup as in Section 4.1. The results highlight the critical role of instruction tuning.

The results are presented in Table 21. We observe two primary findings: (1) Among the instruction-
tuned models, Aya-23-8B consistently outperforms EuroLLM-9B-Instruct across all languages
except Swahili. This may be attributable to its more balanced multilingual training data, whereas
EuroLLM-9B appears to be more English and Western-European centric. (2) Both aya-101 and
bloomz-7b1 demonstrate significantly lower performance on both RFR and IFR metrics. This is
likely because neither model has undergone dedicated user-assistant instruction tuning, which is
critical for adhering to the types of complex directives present in XIFBench. These results suggest
that while multilingual pre-training is a necessary foundation, dedicated instruction tuning remains a
dominant factor for achieving strong multilingual instruction-following capabilities.

G.5 Investigating the '"'Carry-Over Effect'" from Source Benchmarks

A potential concern regarding XIFBench is the "carry-over effect,” where the instruction-following
capabilities measured might simply reflect those from the source benchmarks used to construct
our benchmark (e.g., LIMA, AlpacaEval, and WizardLM). If models’ performance on our newly
constructed Hard Set is highly correlated with their performance on the Easy Set (which is derived
from these sources), it might suggest that the Hard Set does not introduce novel challenges, but
merely replicates the source benchmarks.

To investigate this, we compute the Pearson correlation coefficient between model scores on the Easy
Set and their corresponding scores on the Hard Set. The analysis is granular: for each of the three
source benchmarks (AlpacaEval, WizardLM, LIMA) and each of the six languages, we correlate the
performance of all evaluated models on the Easy subset with their performance on the Hard subset.
The results are presented in Table 22.

Metric \ RFR Pearson Correlation \ IFR Pearson Correlation

Source | En  Zh-cn Ru Ar Hi Sw | En  Zh-cn Ru Ar Hi Sw
AlpacaEval | 0.69 091 0.72 097 095 0098 | 0.88 0.87 0.81 092 095 097
WizardLM | 0.49  0.76 0.73 0.84 073 097 | 0.68 0.66 0.78 093 0.58 0.89
LIMA 0.70 093 073 0.86 0.58 099 | 0.76  0.87 0.85 075 0.64 0.95
Avg. \ 0.63 0.87 0.73 0.89 0.75 098 \ 0.77 0.80 0.81 0.87 072 094

Table 22: Pearson correlation of model performance on the Easy Set versus the Hard Set. Each
cell represents the correlation across all evaluated models for a specific language (column) and
instructions derived from a specific source benchmark (row).

The results reveal distinct patterns. (1) For English, the correlations are moderate (e.g., 0.63 RFR
Avg., 0.77 IFR Avg.). This is a favorable outcome, indicating that while the Hard Set tests related

"We also attempted to evaluate google/Gemma-3-12B-it but encountered unresolved inference issues
(cache length mismatching) during our testing, so it was excluded from this analysis.
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skills, it is not redundant. The construction process, which was centered on English instructions,
successfully introduced novel challenges that alter model rankings.

(2) For non-English languages, correlations are significantly higher, particularly in low-resource
languages (e.g., Swahili, 0.98 RFR Avg.). We hypothesize this is due to models’ weaker overall
capabilities in these languages, which "compresses" their performance into a narrow range. With
a small initial performance gap, relative model rankings remain stable even on the Hard Set, as
fundamental linguistic competence is the dominant factor across both sets. This results in highly
consistent rankings (high correlation).

(3) Craucially, high correlation does not imply a lack of challenge. This stability in relative rankings
is coupled with significant absolute performance drops. For instance, in the LIMA-Swahili subset,
Qwen-2.5-72B’s score drops from 40.0 RFR and 10.5 IFR on the Easy Set to 31.0 RFR and 2.1
IFR on the Hard Set. This demonstrates that even when relative model rankings are stable (high
correlation), the absolute difficulty introduced by the Hard Set is substantial.

Therefore, we conclude that the Hard Set introduces meaningful new challenges. The moderate
correlation in English shows the introduction of novel task properties, while the high correlation
in other languages—coupled with large performance drops—indicates that the Hard Set effectively
functions as a more difficult test of the same fundamental capabilities, not a redundant one.
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Instruction Validation Task

Task Introduction

Your task is to validate each instruction against specific rules given in the criteria section.

We will use instructions that meet these criteria as seed instructions to create a multilingual instruction-following benchmark for Large
Language Models (LLMs). We will complexify these seed instructions by adding constraints to create a hard set of instructions for LLMs.
We will translate these instructions into different languages such as English, Chinese, Russian, Arabic, Hindi, Swahili, and more.

Input & Output Explanation
{{INPUT_OUTPUT_EXPLAINATION} }

Validation Criteria
Please check each instruction against the following criteria step-by-step:

Rule 1: Is the instruction clear to understand? [YES/NO]

Definition: The instruction should be clear to understand, avoiding ambiguity or complexity. This ensures the instruction can be
understood by LLMs with no confusion.

Positive Example: "What is the meaning of life?"

Accepted Reason: The instruction is clear to understand.

Negative Example: "Summarize this website LOTTADIGITAL.COM"

Rejected Reason: The instruction is ambiguous due to the lack of context of the website.

({1}

Rule 2: Does the instruction maintain linguistic independence across different languages? [YES/NO]

Definition: The instruction should be language-neutral, avoiding any features specific to particular languages. This ensures the instruction
can be applied across different languages without linguistic barriers.

Linguistic features are language-specific elements such as unique alphabets, wordplay, puns, grammatical structures, or punctuation
requirements that may not be universally applicable.

Positive Example: "Write a paragraph about black holes."

Accepted Reason: The instruction is linguistically independent and can be applied across various languages.

Negative Example: "Write a paragraph about black holes using all vowels (A, E, I, O, U)."

Rejected Reason: The instruction relies on English-specific features (vowels), making it unsuitable for other language systems.

({1}

Rule 3: Does the instruction maintain cultural accessibility across different languages? [YES/NO]

Definition: The instruction should focus on universal concepts while avoiding culturally specific references that may not be globally
accessible or understood. This ensures the instruction can be applied across different languages without cultural barriers.

Cultural references are elements that either have limited geographic/linguistic spread (such as regional platforms, products, customs, or
policies) or require specific cultural background knowledge (such as historical, religious, or traditional contexts). These elements may not
be universally accessible or meaningful across different cultural settings.

Positive Example: "Why did humans evolve to believe in gods?"

Accepted Reason: The instruction discusses a universal human phenomenon.

Negative Example: "Why did humans evolve to believe in Jesus Christ?"

Rejected Reason: The instruction references a specific religious figure, making it less universally accessible.

({1}

Rule 4: Does the instruction contain equal to or fewer than 5 explicit constraints? [YES/NO]

Definition: The instruction should contain < 5 explicit constraints. This ensures the instruction is not too complex after adding
constraints.

Constraints are specific requirements that LLMs must follow in their responses. These are categorized into five types: content, style,
situation, format, and numerical constraints.

Positive Example: "Write a short story about a detective solving a mystery."

Accepted Reason: The instruction contains 2 constraints: format (short story) and content (detective solving mystery).

Negative Example: "Write a short story about a detective solving a mystery. Include a twist at the end. Use descriptive language. Make
sure the characters are well-developed. Restrict the story to 500 words."

Rejected Reason: The instruction contains more than 5 constraints across content (detective solving mystery, well-developed characters),
style (twist at the end, descriptive language), format (short story), and numerical (500 words).

{1

Rule 5: Does the instruction contain equal to or fewer than 4 content constraints? [YES/NO]

Definition: The instruction should contain < 4 content constraints. This ensures the instruction is balanced and not overly focused on
content aspects after adding constraints.

Content constraints specify the thematic or topical focus of a response, detailing what information should be included or excluded to
guide the depth and scope of the content.

Positive Example: "Recommend three science fiction books suitable for teenagers."

Accepted Reason: The instruction contains 2 content constraints: science fiction genre and teenage suitability.

Negative Example: "Recommend three science fiction books suitable for teenagers. Include a brief summary of each book. Provide the
publication year for each book. Mention the author of each book."

Rejected Reason: The instruction contains more than 4 content constraints including the genre, audience, summaries, dates, and authors.

({13

Task Workflow
1. Read the prompt field.
2. Evaluate the instruction against each rule.
3. If feeling uncertain, you can (recommended from most to least encouraged):
- Use web search or external LLMs to understand the instruction better.
- Test any LLMs with the instruction to see if it produces the expected output.
4. Fill in the human_annotation_tags fields based on your evaluation.
. Add any additional comments or notes in the notes field if necessary.

w

Table 4: Human Annotation Guidelines for Instruction Validation Task
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Instruction Decomposition Task

Task Introduction

Your task is to decompose each given instruction into input_material and core_instruction.

We will use these decomposed core instructions to create a multilingual instruction-following benchmark for Large Language Models
(LLMs). When evaluating LLMs’ performance on this benchmark, we will also provide the input materials alongside their corresponding
structions.

Input Explanation
{{INPUT_EXPLANATION} }

Output Explanation

You need to decompose the prompt into two components:

- input_material: The source content or reference materials that require processing or analysis as part of the task. These materials
contain no directives or requirements.

- core_instruction: The primary directive or task to be completed, including task requirements, scenarios, formats, styles, and other
relevant information.

Task Guidelines

After reading the full instruction in the prompt field, separate it into core_instruction and input_materials by copying the exact
text without modifications. Consider the following guidelines:

1. The core_instruction should retain its complete semantic meaning even when the input materials are removed.

2. input_materials are typically independent components that can be separated from the instruction without altering its overall
meaning.

3. In many cases, input_materials are preceded by two newline characters ("\n\n"). While this can be a helpful indicator, it is not a
strict rule.

4. If there are no clear input_materials, consider the entire text as the core instruction.

Decomposition Examples

Example 1

Given Instruction:

"What is the meaning of life?"

Decomposition:

- Input Materials: None

- Core Instruction: "What is the meaning of life?"

Explanation: This instruction contains no separate input materials. Therefore, the entire text is considered the core instruction.

Example 2

Given Instruction:

"Design a syllabus for the given course. Students should be given a list of the chapters with brief explanations of each chapter’s purpose.
\n\nProgramming for Everybody (Getting Started with Python)"

Decomposition:

- Input Materials: "Programming for Everybody (Getting Started with Python)"

- Core Instruction: "Design a syllabus for the given course. Students should be given a list of the chapters with brief explanations of
each chapter’s purpose."

Explanation: The course title serves as input material, separated from the core instruction by two newline characters.

{{--1}

Table 5: Human Annotation Guidelines for Instruction Decomposition Task
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Category Dimension Specification Examples
Include Content Specify themes, concepts, or in- Discuss the scientific research related
formation that should be present.  to the 5-second rule.
Specify themes, concepts, or in- Avoid mentioning urban legends not re-
Excl ! ’ >
xclude Content formation that should be omitted.  lated to the 5-second rule.
Narrow Scope Define specific boundaries for the  Focus solely on bacterial transfer rates
P topic. on different surfaces.
. . Expl Itural i f f
Expand Scope Broaden the scope of discussion. xplore cultural perceptions of food
c safety beyond the 5-second rule.
ontent
Connect Elements Establish relationships between Link the concept of the 5-second rule
°  concepts or ideas. to food safety regulations
Compare Elements Analyze similarities and differ- Analyze the differences in contamina-
P ences between concepts or ideas.  tion risk between wet and dry foods.
Analvze Elements Break down and examine parts or ~ Examine the role of surface type in bac-
y aspects of a topic. terial transfer.
Provide Examples Suggest real-world or theoretical — Include studies that have tested the 5-
P instances. second rule in laboratory settings.
Writing Style Deﬁne the style or genre to write Use an academic writing style.
in or express.
Establish Tone Set the tone or attitude of the re- Maintain a neutral tone throughout.
Style sponse.
Express Emotion Convey emotions in the response Convey a sense of skepticism regarding
P y ) p " the validity of the rule.
Use Rhetoric Employ rhetorical techniques. Employ metaphors to explain bacterial
movement.
Create Situation Establish a specific context or set-  Set the discussion in a high school sci-
ting. ence class.
Assume Role Assign a particular role or per- Assume the perspective of a parent ex-
Situation spective. plaining to their child.
Specify Timeline Specify temporal context or Discuss the 5-second rule in the context
pectly chronological parameters. of the 1990s.
. Clarify the reason or goal why the  The goal is to debunk common food
Establish P . L
stablish Purpose instruction is given. safety myths.
Define the response format or pat- Present the information in a FAQ for-
Output Format tern. mat.
Create Hierarch Establish a hierarchical order for ~ Organize information by level of scien-
Format y presenting content. tific evidence.
Structure Lavout Determine how information is or-  Divide the content into sections with
Y ganized. clear headings.
Apply Template Use a specific template or struc- Use a case study format to explore the
PPy P ture. topic.
Limit Length Restrict the response length in Restrict to two sentences per section.
terms of paragraphs or sentences.
N ical  Specify Quantities Define the required number of Include exactly three scientific studies
umerica pectty items. in the discussion.
Define Ranges Set numerical ranges for ele- Seta timeframe of 5-10 years for study

ments.

references.

Table 6: XIFBench’s Constraint Taxonomy and Examples
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Constraint Brainstorming Task

Your task is to brainstorm potential constraints for the “given instruction”. The resulting “brainstormed constraints” will be sampled and
combined with the “given instruction” later.

The goal is to produce a diverse range of constraints that naturally increase the difficulty of the “given instruction”, without relying on
language-specific features that don’t translate well.

Constraint Definitions and Categories
{{CONSTRAINT_TAXONOMY }}

Brainstorming Requirements

* Generate {brainstormed_constraint_count} diverse constraints for each category.

* Make each constraint focus on a single, specific intention or requirement.

« Ensure all constraints are independent and combinable with each other.

« Never provide specific examples or solutions in the constraints.

« Avoid using language-specific constraints which may not apply universally across languages. For example:
* When using rhetoric, avoid alliteration, puns, wordplay, and similar devices.
* When specifying output format, avoid uppercase letters, punctuation marks, and similar elements.
* When setting length parameters, avoid word counts, character counts, and similar restrictions.

Output Format

Provide the “brainstormed constraints” only using bullet points for each constraint. For example:
### Content Constraints

- <constraint direction>: <constraint specification>

- Include Content: xxx

Task Inputs & Outputs

Here’s the “given instruction”. Let’s brainstorm potential constraints!
### Given Instruction

{given_instruction}

### Brainstormed Constraints

Table 7: Prompt for Constraint Brainstorming Step

Constraint Combination Task

Your task is to combine the "given instruction” with all "brainstormed constraints". The resulting "combined instruction" serves as a
request or query for Large Language Models (LLMs).
The goal is to enhance the complexity of the "given instruction" by integrating the provided "brainstormed constraints".

Combination Requirements

Integrate all "brainstormed constraints" reasonably into the "given instruction" without adding or omitting any constraints.
Avoid introducing any new details or requirements that are not present in the original "brainstormed constraints".

Express each constraint from the "brainstormed constraints" while maintaining its original category’s intent.

Preserve the essential information from the "given instruction".

Craft a natural and flowing "combined instruction" by:

- Separate meta-constraint from each main constraint and combine them when appropriate for clarity.

- Arrange constraints order to enhance readability, such as from general to specific.

won non

- Using guiding words (like "please", "ensure") and connecting words (like "while", "also") to enhance flow.

W=

wos

Output Format
Provide the "combined instruction" only. For example:
<combined instruction>

Examples

{{.-}}

### Given Instruction

Write a code block in Markdown containing an example of a code block in Markdown. Don’t forget those quadruple backticks.

##t# Brainstormed Constraints

- situation constraint - establish purpose: aim to provide a guide for using markdown in collaborative document creation.

- format constraint - specify output format/pattern: use bold text to highlight markdown syntax within the explanation.

- content constraint - compare elements: discuss differences between inline code syntax and block code syntax in markdown.

### Combined Instruction

As a guide for collaborative Markdown documentation, please create a code block in Markdown that contains an example of a code block
in Markdown. Don’t forget those quadruple backticks. Also, please explain the differences between inline code syntax and block code
syntax in Markdown, using bold text to highlight all Markdown syntax elements in your explanation.

(.1}

Task Inputs & Outputs

Here are the "given instruction" and the "brainstormed constraints". Let’s combine them and write a new "combined instruction"!
## Given Instruction

{given_instruction}

## Brainstormed Constraints

{brainstormed_constraints}

## Combined Instruction

Table 8: Prompt for Constraint Combination Step
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Requirement Decomposition Task

Your task is to decompose the "given instruction" into "evaluation requirements".
The resulting "evaluation requirements" will be used to comprehensively and granularly assess whether a response adheres to the
instruction.

Decomposition Rules

- Extract requirements only from the explicit wording of the instruction.

- Each requirement must correspond to a specific part of the instruction.

- Do not infer or add requirements that are not directly stated in the instruction.

- Ensure each requirement is atomic, focusing on a single, indivisible aspect of the instruction.

- Format each requirement as a YES/NO question that can be used to verify if the requirement has been met.

Output Format

Provide the "evaluation requirements" only using numbered lists like the following format:
1. <evaluation requirement 1>

2....

Examples

{{.-}}

### Given Instruction

Please explain Fermat’s Last Theorem within the context of an interview with a renowned mathematician, utilizing a FAQ template to
address various aspects. Ensure the explanation is concise, limited to no more than three sentences.
### Evaluation Requirements

1. Does the response explain Fermat’s Last Theorem?

2. Is the explanation presented within the context of an interview with a renowned mathematician?
3. Does the response utilize a FAQ template to address various aspects?

4. Is the explanation concise?

5. Is the explanation limited to no more than three sentences?

(.1}

Task Inputs & Outputs

Here’s the "given instruction”. Let’s decompose evaluation requirements!
## Given Instruction

{given_instruction}

## Evaluation Requirements

Table 10: Prompt for Requirement Decomposition Step
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Requirement Categorization Task

Your task is to categorize each item in the "evaluation requirements” into the most appropriate "requirement category” and "requirement
direction".
The "evaluation requirements" are derived from the "given instruction," which provides the contextual background for each requirement.

Requirement Definitions and Categories
{{CONSTRAINT_TAXONOMY } }

Categorization Guidelines

Requirements should be categorized through a three-step evaluation process with category prioritization:

1. First, trace back each requirement to its original intent in the "given instruction", rather than focusing on how it’s phrased in the
evaluation.

2. Second, evaluate if the requirement fits Numerical or Situation categories or not.

3. Third, if the requirement doesn’t fit Numerical or Situation categories, then consider Format, Style, or the lastly Content categories.

Output Format

Provide the "requirement categories" in a numbered list. For example:

1. <requirement category of Ist requirement> - <requirement direction of 1st requirement>
2. <requirement category of 2nd requirement> - <requirement direction of 2nd requirement>

Examples

{{.-}}

### Given Instruction

Please explain Fermat’s Last Theorem within the context of an interview with a renowned mathematician, utilizing a FAQ template to
address various aspects. Ensure the explanation is concise, limited to no more than three sentences.
### Evaluation Requirements

1. Does the response explain Fermat’s Last Theorem?

2. Is the explanation presented within the context of an interview with a renowned mathematician?
3. Does the response utilize a FAQ template to address various aspects?

4. Is the explanation concise?

5. Is the explanation limited to no more than three sentences?

#H# Requirements Categories

1. Content Requirements - Include Content

2. Situation Requirements - Create Situation/Environment

3. Format Requirements - Apply Template

4. Style Requirements - Specify Writing Style

5. Numerical Requirements - Limit Length Parameters

{1

Task Inputs & Outputs

Here’s the "given instruction” and "evaluation requirements". Let’s categorize them properly!
## Given Instruction

{given_instruction}

## Evaluation Requirements

{evaluation_requirements }

## Requirements Categories

Table 11: Prompt for Requirement Categorization Step
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Requirement A t Task

Task Introduction

Your task is to assess the evaluation requirements of each instruction against specific rules given in the criteria section.

We will use these requirements as criteria to assess instruction-following capabilities of LLMs. While we will translate instructions into
Chinese, Russian, Arabic, Hindi, and Swahili, evaluation requirements remain in English to ensure comparability.

Input & Output Explanation
{{INPUT_OUTPUT_EXPLANANTION}}

Validation Criteria
Please check each instruction against the following criteria step-by-step:

Rule 1: Are the evaluation requirements explicitly stated in the instruction? [YES/NO]
Definition: Evaluation requirements should be explicitly stated in the instruction, without any need for inference or assumption. The
requirements should be directly derived from the content of the instruction to ensure that the evaluation criteria are based on the user’s
explicit intentions.
Positive Example:
instruction: "What color goes best with teal?"
evaluation_requirements: "l. content requirement - include content: Does the response identify a color going well with teal?"
Accepted Reason: The requirement is explicitly present in the instruction, asking for a color that pairs well with teal.
Negative Example:
instruction: "What color goes best with teal?"
evaluation_requirements: "2. content requirement - analyze components: Does the response explain why the suggested color
goes well with teal?"
Rejected Reason: The requirement is not explicitly present in the instruction, as it asks for an explanation rather than a color pairing.

Rule 2: Are the evaluation requirements complete? [YES/NO]
Definition: Evaluation requirements should encompass all explicitly stated elements from the instruction. Each component directly
mentioned in the instruction should have a corresponding evaluation requirement. This ensures that the evaluation criteria cover all
explicit instructions.
Positive Example:
instruction: "As a journalist covering border news, could you provide information on whether the US border is open to Canada?"
evaluation_requirements:
- "1. situation requirement - assume role: Does the response adopt the perspective of a journalist covering border news?"
- "2. content requirement - include content: Does the response provide information on whether the US border is open to Canada?"
Accepted Reason: The requirements are complete, covering all explicitly stated elements from the instruction.
Negative Example:
instruction: "As a journalist covering border news, could you provide information on whether the US border is open to Canada?"
evaluation_requirements:
- "1. content requirement - include content: Does the response provide information on whether the US border is open to Canada?"
Rejected Reason: The requirements are incomplete, missing the situation requirement to adopt the journalist’s perspective.

Rule 3: Are the evaluation requirements atomic? [YES/NO]
Definition: Evaluation requirements should be atomic, focusing on a single, distinct aspect of the instruction. This means each
requirement should be decomposed to the finest granularity where it can still be evaluated independently, without creating dependencies
between requirements during evaluation.
Positive Example:
instruction: "Create a short, concise summary of the paper based on its abstract.”
evaluation_requirements:
- "1. content requirement - include content: Does the response provide a summary of the paper?”
- "2. situation requirement - establish purpose: Is the summary based on the paper’s abstract?"
- "3. style requirement - specify writing style: Is the summary short?"
- "4. style requirement - specify writing style: Is the summary concise?"
Accepted Reason: The requirements are atomic because each one focuses on a distinct aspect of the instruction.

Rule 4: Are the evaluation requirements properly categorized and directed? [YES/NO]
Definition: Evaluation requirements should be properly categorized and directed based on their primary function within the instruction,
tracing back to the original intent rather than the phrasing. These categories will be used to analyze the instruction-following capabilities
of LLMs from different perspectives. See { { CONSTRAINT_TAXONOMY }} for detailed definitions and categories.
Categorization Priority: Follow this order when categorizing requirements:

1. Prioritize Numerical and Situation categories first, as they typically have the most explicit indicators.

2. If the requirement does not fit into Numerical or Situation categories, then evaluate Format, Style, and finally Content categories.
Relation between Categorization and Direction:

1. First, evaluate the requirement’s category based on its primary function.

2. Next, evaluate the direction based on the instruction’s intent, ensuring the requirement aligns with the instruction’s purpose.

3. Typically, if requirements are miscategorized, they will also be improperly directed.

Task Workflow
. Read the instruction and evaluation_requirements fields.
. Evaluate each evaluation_requirements against the validation criteria.
. If feeling uncertain, you can (recommended from most to least encouraged):
- Use web search or external LLMs to understand the instruction and requirements better.
- Test with an LLM by:
a. Input the instruction to get a response.
b. Use the evaluation requirements to assess the response.
c. Compare if your assessment aligns with the requirements’ intended evaluation.
Fill in the human_annotation_tags fields based on your assessment.
. Add any additional comments or notes in the notes field if necessary.

W N =

RS

Table 12: Human Annotation Guideline for Requirement Assessment Task
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Translation Validation Task

Your task is to evaluate and score the "translated instruction" in {translated_language} to determine if it maintains the essential
requirements of the "original instruction," as detailed in the "evaluation requirements.” Use both the "translated instruction” and the
"back-translated instruction” to assess accuracy.

Your goal is to ensure all essential requirements from the original instruction are preserved in the translation.

Input Definitions

Original Instruction: The original instruction that needs to be translated.
Translated Instruction:
- The machine-translated version of the "original instruction" in {translated_language}.
- It is the instruction needing to be evaluated for quality.
Back-translated Instruction:
- The English machine-translated version of the "translated instruction".
- It serves as an additional tool to verify the translation’s accuracy.
Evaluation Requirements:
- Definition: YES/NO questions designed to assess whether a response follows the instruction. Each question corresponds to an explicit
and atomic requirement from the original instruction.
- Purpose: During evaluation, each question is used to locate the corresponding portions in the translation that need to be evaluated.
- Metadata: Information such as "content requirement - include content" indicates the category and direction of the requirement, aiding
in identifying the portion to be evaluated.
- Implicit Requirements: Occasionally, there may be implicit requirements not explicitly stated in the instruction. These should be
identified and treated as exceptions (detailed below) to ensure they do not affect the overall validation.

Special Case: Implicit Requirements

Implicit requirements are requirements that are not directly present or reflected in the "original instruction' but may have been
inferred or included in the "evaluation requirements" due to automated processing.

Do not evaluate the "translated instruction" for implicit requirements, as they do not exist in the original instruction and cannot be
preserved in the translation. In this case, implicit requirements should be treated as exceptions and handled as follows:

1. Replace all portions (Original, Translated, and Back-translated) with the placeholder "[IMPLICIT_REQUIREMENT]".

2. Provide a concise observation explaining why the requirement is implicit.

3. Assign a score of "0/5" to indicate that the requirement is not applicable to the translation evaluation.

Scoring Scale

The scoring scale ranges from 1 to 5, with 3/5 as the acceptance threshold for translation quality.

- 5/5 (Perfect Preservation): Core requirements are preserved with complete semantic accuracy.

- 4/5 (Strong Preservation): Core requirements are maintained with very minor variations.

- 3/5 (Acceptable Preservation): Core requirements are maintained with some variations.

- 2/5 (Weak Preservation): Core requirements are partially distorted or unclear.

- 1/5 (Failed Preservation): Core requirements are significantly distorted or completely lost.

Remember to use a score of 0/5 as a special placeholder for implicit requirements, indicating their inapplicability.

Evaluation Guidelines

For each "evaluation requirement," follow these steps to assess the quality of the translation:
1. Portion Identification:
- Extract the minimal relevant portion from "original instruction", "translated instruction”, and "back-translated instruction" using the
"evaluation requirements" as a guide.
- If the instruction combines multiple requirements, isolate only the portion relevant to the current requirement to ensure focusing.
- For implicit requirements, replace all those 3 portions with the placeholder "[IMPLICIT_REQUIREMENT]".
2. Observation: Provide a concise observation focusing on:
- How well the "translated portion” in "translated instruction" preserves the semantics of the "original portion" in "original instruction"?
- Use the "back-translated portion" in "back-translated instruction" to verify the accuracy of the translation.
- For implicit requirements, explain why the requirement is not applicable.
3. Scoring: Assign a score from 1 to 5 in the format "X/5" based on the scoring scale.
- For implicit requirements, always assign a score of "0/5".

Output Format

Ensure your evaluation for each requirement is clearly structured as follows, without any additional information:
#it# Requirement {Number}: {Requirement Description}

#it## Portions

- Original Portion: [Minimal relevant portion from "original instruction"]

- Translated Portion: [Minimal relevant portion from "translated instruction"]

- Back-translated Portion: [Minimal relevant portion from "back-translated instruction"]

#### Observation

{Provide a concise observation on semantic preservation and accuracy. For implicit requirements, explain why. }
#### Scoring

{Assign a score from 1 to 5 based on the scoring scale, formatted as "X/5". For implicit requirements, use "0/5".}

Task Inputs & Outputs

### Original Instruction ### Back-translated Instruction
{original_instruction} {back_translated_instruction}
##t# Translated Instruction (in {translated_language}) ### Evaluation Requirements
{translated_instruction} {evaluation_requirements }

### Your Validations

Table 14: Prompt for Translation Validation Step
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Instruction Following Evaluation Task

Your task is to evaluate whether the "model response” follows the "English instruction" by checking if it satisfies all "evaluation
requirements”.

Your goal is to assess the instruction following quality of the "model response” using binary (YES/NO) decisions for each evaluation
requirement.

Input Definitions

* English Instruction:

- The English instruction given to a Large Language Model (LLM).

- It also serves as the source for deriving evaluation requirements.
* Model Response:

- The LLM’s response to the English instruction.

- It will be evaluated against each requirement.
¢ Evaluation Requirements:

- The YES/NO questions designed to assess whether the response follows the instruction. Each question corresponds to an explicit and
atomic requirement from the English instruction.

- Additional metadata (e.g., "content requirement - include content") provides context about the type and focus of the requirement. Use
this metadata to identify the specific aspect of the response that needs to be evaluated.

Evaluation Rules

For each evaluation requirement, provide a strict YES/NO decision based on the following principles:

* YES: Select "YES" only if the response fully satisfies the requirement without any errors, omissions, ambiguities, or deviations,
even minor ones.

* NO: Select "NO" if the response fails to satisfy the requirement, contains inaccuracies, omits relevant details, or introduces
ambiguity.

This strict evaluation means that even if the response is mostly correct, partially correct, or correct under certain conditions, it should
still be evaluated as "NO".

Output Format

Provide a structured evaluation for each requirement in order based on the following format, without any additional information.
## Requirement {Number}: {Requirement Description}

#i#H# Observation

[Provide a concise observation on how the "model response" satisfies the requirement.]

### Decision

[Output your evaluation decision (YES/NO) for the requirement only.]

Task Inputs & Outputs

## English Instruction
{english_instruction}

## Model Response
{model_response}

## Evaluation Requirements
{evaluation_requirements }

## Your Evaluation

Table 15: Prompt for the Instruction Following Evaluation Task on English Instructions.
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Instruction Following Evaluation Task

Your task is to evaluate whether the "model response” follows the "{translated_language} instruction" by checking if it satisfies all
"evaluation requirements".

Your goal is to assess the instruction following quality of the "model response" using binary (YES/NO) decisions for each evaluation
requirement.

Input Definitions

* {translated_language} Instruction:

- The {translated_language} instruction given to a Large Language Model (LLM).

- The directive part is translated from the English instruction, while other parts remain unchanged intentionally.
* Model Response:

- The LLM’s response to the {translated_language} instruction.

- It will be evaluated against each requirement.
* English Instruction:

- The original English instruction from which the {translated_language} instruction is translated. Unchanged parts are omitted for
brevity.

- It serves as the source for deriving evaluation requirements and helps in understanding the {translated_language} instruction.
 Evaluation Requirements:

- The YES/NO questions designed to assess whether the response follows the instruction. Each question corresponds to an explicit and
atomic requirement from the English instruction.

- Additional metadata (e.g., "content requirement - include content") provides context about the type and focus of the requirement. Use
this metadata to identify the specific aspect of the response that needs to be evaluated.

Evaluation Rules

For each evaluation requirement, provide a strict YES/NO decision based on the following principles:

* YES: Select "YES" only if the response fully satisfies the requirement without any errors, omissions, ambiguities, or deviations,
even minor ones.

* NO: Select "NO" if the response fails to satisfy the requirement, contains inaccuracies, omits relevant details, or introduces
ambiguity.

This strict evaluation means that even if the response is mostly correct, partially correct, or correct under certain conditions, it should
still be evaluated as "NO".

Output Format

Provide a structured evaluation for each requirement in order based on the following format, without any additional information.
## Requirement {Number}: {Requirement Description}

#i#H# Observation

[Provide a concise observation on how the "model response" satisfies the requirement.]

#iH# Decision

[Output your evaluation decision (YES/NO) for the requirement only.]

Task Inputs & Outputs

## {translated_language} Instruction
{translated_instruction}

## Model Response
{model_response}

## English Instruction
{english_instruction}

## Evaluation Requirements
{evaluation_requirements}

## Your Evaluation

Table 16: Prompt for the Instruction Following Evaluation Task on Translated Instructions.
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Instruction Following Evaluation Assessment

Task Introduction

Your task is to assess the decisions made by a GPT-40 based evaluator and determine whether you agree with them.

This multilingual instruction-following benchmark covers six languages: English (en), Chinese (zh-cn),Russian (ru), Arabic
(ar), Hindi (hi), and Swahili (sw). Your evaluations will help us measure the agreement of GPT-40 based evaluators with
humans across different languages.

Input & Output Explanation

You will receive a TXT file and a JSON file, each containing the prompts, responses and GPT-40’s evaluations. Each item in both files
shares the same unique ID.

{{INPUT_OUTPUT_EXPLANATION} }

Output Explanation
You need to review each decision made by the GPT-40 evaluator and indicate whether you agree with their assessment. Record your
agreement in the instruction_following_evaluation section of the JSON file under the following fields:
- do_agree: Set to true if you agree with the evaluator’s decision. Set false if you disagree.
- note: (Optional) Provide a brief reason if you disagree with the evaluator’s decision.
Important Notes:
- The initial true or false values in do_agree are placeholders — they should not influence your judgment.
- While the note field is optional, it is strongly recommended when you disagree, as it helps us to analyze disagreement cases.

Task Guidelines
The satisfaction of each requirement in decision should be evaluated with a strict binary approach (true or false). Below are the
principles of judgment for both the GPT-40 evaluator and you:

- true: Select true only if the response fully satisfies the requirement without any errors, omissions, ambiguities, or deviations,
no matter how minor.

- false: Select false if the response fails to satisfy the requirement, contains inaccuracies, omits relevant details, or introduces
ambiguity.
This strict evaluation means that even if the response is mostly correct, partially correct, or correct under certain conditions, it should
still be evaluated as false.

Task Examples
The following examples illustrate how strict GPT-40 and you should be for assessing instruction-following quality. These are not
exhaustive but should guide your judgment.
- content requirement - connect elements: Does the response connect the meaning of life to human happiness?
Select false if the response relates the meaning of life to human happiness improperly or connects elements ambiguously.
- style requirement - specify writing style: Is the response written in an academic style?
Select false if the response contains informal lang or lacks academic rigor.
- situation requirement - assume role: Does the response adopt the perspective of a historian?
Select false if the response does not clearly adopt a historian’s perspective or rarely implies a historian’s viewpoint.
- situation requirement - establish purpose: Does the response aim to persuade the reader?
Select false if the response fails to persuade the reader or persuades the reader ambiguously.
- format requirement - specify output format/pattern: Is the response formatted as a checklist?
Select false if the response lacks clear checkboxes, bullet points or numbering.
- numerical requirement - limit length parameters: Does the response have exactly five sentences?
Select false if the response has more or fewer than five sentences.

Task Workflow
1. Read the original_instruction in the JSON file to understand the task requirements.
2. For each requirement in instruction_following_evaluation, follow these steps:
- Read the requirement and observation to understand the context.
- Read the [PROMPT] and [RESPONSE] sections in the TXT file to examine the actual prompt and response.
- Use Google Translate or other tools if needed to understand the [PROMPT] and [RESPONSE] content.
- Determine if the [RESPONSE] fully meets the requirement.
- The observation can help navigate the response, but do not rely on it as evidence for agreement or disagreement, as it may not
always accurately reflect the response.
3. Update the do_agree field based on your assessment for each requirement.
4. If you disagree with the evaluator’s decision, provide a brief reason in the note field (if possible).

Table 17: Human Annotation Guideline for Instruction Following Evaluation Assessment Task
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