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ABSTRACT

The paradigm of Large Language Models (LLMs) has increasingly shifted toward
agentic applications, where web browsing capabilities are fundamental for retriev-
ing information from diverse online sources. However, existing open-source deep
research agents either demonstrate limited information-seeking abilities on com-
plex tasks or lack transparent implementations. In this work, we identify that the
key challenge lies in the scarcity of challenging data for information seeking. To
address this limitation, we introduce WEBEXPLORER: a systematic data gener-
ation approach using model-based exploration and iterative, long-to-short query
evolution. This method creates challenging query-answer pairs that require multi-
step reasoning and complex web navigation. By leveraging our curated high-
quality dataset, we successfully develop advanced deep research agent WEBEX-
PLORER-8B through supervised fine-tuning followed by reinforcement learning.
Our model supports 128K context length and up to 100 tool calling turns, en-
abling long-horizon problem solving. Across diverse information-seeking bench-
marks, WEBEXPLORER-8B achieves the state-of-the-art performance at its scale.
Notably, as an 8B-sized model, WEBEXPLORER-8B is able to effectively search
over an average of 16 turns after RL training, achieving higher accuracy than
WebSailor-72B on BrowseComp-en/zh and attaining the best performance among
models up to 100B parameters on WebWalkerQA and FRAMES. Beyond these
information-seeking tasks, our model also achieves strong generalization on the
HLE benchmark even though it is only trained on knowledge-intensive QA data.
These results highlight our approach as a practical path toward long-horizon deep
research agents.
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Figure 1: Performance comparison on BrowseComp-en, BrowseComp-zh and HLE benchmarks
across different models.

1 INTRODUCTION

The rapid advancement of Large Language Models (LLMs) has spurred a paradigm shift toward
agentic intelligence, where models are equipped with diverse tools to tackle increasingly complex
problems. Web browsing agents (OpenAll 2025} Perplexity Al,2025)) represent a critical component
of this shift, enabling autonomous information retrieval from the vast landscape of online sources.
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Despite significant progress, existing open-source models such as WebThinker (Li et al.l 2025b)
and WebSailor (L1 et al.l 2025a) exhibit limited performance on challenging search-based bench-
marks like BrowseComp-en/zh (Wei et al., 2025 [Zhou et al.,|2025)), BrowseComp-Plus (Chen et al.,
2025)) and Xbench (Xbench-Team),2025)), while stronger commercial models remain opaque in their
training details (Zhipu Al [2025; (OpenAlL [2025)).

We hypothesize that the fundamental challenge in developing capable deep research agents lies in
the quality of training data. Current benchmarks have evolved to include queries of extraordinary
difficulty — For example, over half of BrowseComp-en queries fail to be solved by human annota-
tors. While such challenging queries are rare in typical use cases, constructing high-quality, difficult
query-answer pairs is essential for developing agents that can achieve super-human performance on
information-seeking tasks. Previous approaches to web navigation data construction have primarily
employed two methodologies: Graph-based methods (Li et al [2025a; Tao et al., |2025)) construct
explicit graphs through random walks where each node represents a website or entity and each
edge represents a relationship, then utilize subgraphs to formulate QA pairs. Evolution-based ap-
proaches (Wu et al., [2025a} |Gao et al., [2025) iteratively modify existing queries to increase their
complexity. However, these approaches face limitations. Previous graph construction introduces
complexity in node expansion and selection heuristics. Meanwhile, evolution-based methods usu-
ally increase the complexity by injecting new information to replace original content at each evolu-
tion step, potentially resulting in unnatural query formulations and limited flexibility in synthesis.
Our framework WEBEXPLORER addresses these limitations through a novel approach that leverages
model-based exploration to construct the information space and iterative long-to-short query evolu-
tion to reduce salient information. This enables more natural and flexible synthesis of challenging
web navigation tasks.

Rather than constructing explicit graphs through rule-based methods, which is a complex process
requiring decisions about expansion strategies and node selection, we adopt a simpler model-based
approach to explore the information space purely through prompting. Starting from a seed entity, we
leverage powerful LLMs to simulate the graph-building process internally through iterative search
and browsing actions. This approach enables flexible, dynamic exploration of information spaces
related to the seed entity without the overhead of explicit graph construction. The model then utilizes
this explored information space to construct initial query-answer pairs.

In our preliminary experiments, however, we observed that these initially constructed QA pairs,
while requiring multiple websites to solve, still remained relatively straightforward evidenced by
the high success rates achieved by strong proprietary models. To address this limitation, we intro-
duce a second-stage evolution process. Specifically, unlike previous work where evolution involves
injecting new information (Wu et al [2025a; (Gao et al., 2025), we prompt models to systemati-
cally increase query difficulty by removing explicit clues and introducing strategic obfuscation. In
contrast to the initial QA pairs with clear search entry points, the evolved QA pairs require longer
solution processes with more exploratory search attempts. This systematic evolution generates chal-
lenging queries that lead to significantly lower success rates and require more reasoning steps from
proprietary models. Through this process, we construct our WEBEXPLORER-QA data.

Our training utilizes a typical approach combining supervised fine-tuning for cold-start initializa-
tion, followed by reinforcement learning using the GRPO algorithm (Shao et al., [2024). Our RL
training scales to 128K context length and 100 maximum number of tool calling turns, where we
observe consistent increases in both the number of tool calls and benchmark performance. Based on
Qwen3-8B (Yang et al., 2025), our WEBEXPLORER-8B achieves state-of-the-art performance at its
scale on multiple information-seeking benchmarks, including BrowseComp-en/zh (Wei et al., | 2025;
Zhou et al.,2025)), GAIA (Mialon et al.| [2024), WebWalkerQA (Wu et al.,|2025b)), Frames (Krishna!
et al., 2024), and XBench-DeepSearch (Xbench-Team, 2025). Notably, our model achieves 15.7%
on BrowseComp-en and 32.0% on BrowseComp-zh, significantly outperforming the previous lead-
ing WebSailor 72B model despite a much smaller size. It also achieves 62.7% on WebWalkerQA
and 75.7% on FRAMES, establishing the best performance among models up to 100B parameters.
Beyond superior performance on information-seeking tasks, WEBEXPLORER-8B demonstrates re-
markable generalization to the academic benchmark HLE (Phan et al., [2025)), scoring 17.3% and
outperforming previous 32B models like WebThinker-32B (L1 et al., [2025b). This validates the
strong generalization capability of our approach beyond pure information-seeking tasks. Overall,
the superior performance of WEBEXPLORER-8B across diverse benchmarks strongly validates the



Under review as a conference paper at ICLR 2026

s TETEEEEEEEEEEE ST i e T s ssm = ~
7 Model-Based Exploration 1 Iterative Query Evolution \

/ Identify the 1
I uprema Court | Q Identify the Q4 Identify the ‘
| Justice who fits I Supreme Court Supreme Court I
1 q all these criteria: | Justice who fits Justice wh.o fit.s

Rayidl acket S outer -Born | all these criteria: all these criteria: |
' - Studied - Studied - Studied 1
1 m -Elected in 1994 ! @ - Elected in 1994 - Majored "
1 - Nominated 1 - Nominated - Served

- Co-authored 1 - Co-authored - Elected in mid- 1

: - Graduated 1 - Graduated 1990s |
I ,%:{ {\ - Retired 1 - Retired - Lived |
1 - Died 1 - Died I
1 o [5) Search 1 |
| Browse 9“9 T 2 |
: |
; Remove Replace \[;Zg:e 1
‘\ Iterative Exploration (PEIE R Seniiey Birth.. I

~

Figure 2: Model-Based Exploration and Iterative Query Evolution Framework. Starting from
a seed entity (e.g., David Hackett Souter), the framework employs iterative search and browsing
actions to construct the information space related to the seed entity. Initial queries (()o) and An-
swers are generated based on this explored information space. Through iterative evolution, salient
information is systematically obfuscated (e.g., “Remove Birth...”, “Replace ...” or “Vague Date...”)
to produce more challenging queries (1 to @,,). This process ensures the resulting queries require
longer reasoning steps and explorations.

quality of our synthesized data and establishes a practical pathway toward building capable long-
horizon deep research agents.

2  WEBEXPLORER: SYNTHESIZING CHALLENGING QA PAIRS

Contemporary information-seeking benchmarks present great challenges, exemplified by
BrowseComp-en (Wei et al.l [2025) where more than half of the queries remain unsolvable by hu-
man annotators despite two hours of dedicated effort. These challenging benchmarks rely predom-
inantly on manual curation (Wei et al., 2025} |[Zhou et al 2025} Mialon et al., 2024), resulting in
prohibitively high annotation costs and severely limited dataset sizes that preclude their use in large-
scale training. Concurrently, existing open-source training data exhibit some limitations: they either
lack sufficient scale to enable large-scale model training or present overly simplistic queries that fail
to match the difficulty of evaluation benchmarks (Wu et al.l|2025a; |L1 et al.| 20254} [Tao et al., 2025;
Pahuja et al.l 2025). Consequently, the autonomous synthesis of large-scale, challenging search-
oriented query-answer pairs emerges as a pivotal research challenge in developing advanced deep
research agents.

Several works have explored synthesizing challenging information-seeking QA pairs through two
predominant methodological paradigms. Graph-based approaches explicitly construct knowledge
graphs where each node represents a website or entity, then generate QA pairs by selecting subgraphs
from the complete graph structure. Typically, larger subgraphs correspond to more challenging
queries (Li et al., [2025a; Tao et al.| 2025). Evolution-based methods iteratively modify existing
queries by injecting new information to systematically increase their complexity (Wu et al., |[2025a;
Gao et al.| [2025)), typically evolving queries to become progressively longer. However, the previous
rule-based graph construction introduces complexity of node expansion and selection heuristics.
Instead, our method WEBEXPLORER utilizes existing LLMs to navigate the web and construct
the information space autonomously. Additionally, traditional evolution approaches that inject new
information at every step can become unnaturally complex. Rather than following short-to-long
evolution, our iterative query evolution operates in a long-to-short manner by strategically removing
salient information, creating natural obfuscation. As illustrated in Figure[2] through these two stages,
WEBEXPLORER proposes a simple and flexible prompting-based framework for challenging QA
pair generation.
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2.1 PRELIMINARIES

Our agent framework builds upon the ReAct paradigm (Yao et al, [2023), where agents execute
iterative cycles of reasoning and acting. When presented with a query, the agent conducts mul-
tiple rounds of Thought-Action-Observation sequences. During each round, the language model
formulates a Thought 7, based on the current context, executes a structured Action oy, and receives
corresponding environmental feedback as Observation o,. The final round contains only Thought 7
without further actions and observations.

Our action space encompasses two primary tools: oz € {search,browse}. The search action
enables querying search engines to retrieve relevant information, while the browse action facili-
tates direct webpage access for content extraction. We formalize each action as oy = (", o),
where " specifies the action type and o contains the necessary parameters. For search opera-
tions, ot encompasses a list of query strings, whereas browse operations require target URLs and

extraction objectives within . More details about these tools can be found in

The complete execution trajectory spanning 7" iterations is represented as:

Hr = (10, 00,00,T1,01,01,...,TT) (D)

At each timestep ¢, the agent produces thought 7; and selects action a; according to policy
(7, a|Hi—1), conditioning on the accumulated trajectory history H;_;. We provide a detailed
trajectory example in Appendix [A]

2.2 MODEL-BASED EXPLORATION

Traditional graph-based methods (Li et al.,[2025a} Tao et al.,|2025) require heuristic rules of explicit
graph construction, typically initiated from a root URL or seed entity, followed by systematic ex-
pansion through predefined traversal strategies. The resulting graph contains structured information
where usually nodes represent entities and edges form the relationships. Such approaches involve
iteratively identifying related entities, extracting their features, and expanding the graph until reach-
ing predetermined size constraints. This process introduces some complexity, requiring careful,
heuristic design of expansion strategies and node selection heuristics.

In contrast, we propose WEBEXPLORER, which employs a different model-based exploration ap-
proach by leveraging powerful LLMs to construct the information space autonomously. Our method
operates purely through prompting: we provide a seed entity as the initial search entry along with
three example QA pairs, then instruct the model to conduct iterative search and browsing actions to
explore the information space before synthesizing QA pairs. Specifically, given an entity as a seed,
the models conduct iterative search and browsing actions to construct a comprehensive information
space encompassing entity-related content. This approach simulates the graph-building process in-
ternally, enabling flexible and dynamic exploration without the complexity of graph expansion strat-
egy design and explicit graph maintenance. Subsequently, utilizing the explored information space,
models generate QA pairs that necessitate reasoning across multiple websites to reach the correct
solution. A detailed example demonstrating how the model iteratively explores and then forms a
query-answer pair using multiple sources of searched information is provided in Appendix [C]

Formally, starting from a seed entity e, the exploration process conducts multiple rounds of actions
and observations:

Hr = (eg, 70, 00,00, T1,Q1,01, ..., 7TT) )

where H represents the complete information space encompassing all explored content, and 71
contains the synthesized QA pair. The model autonomously determines when to stop searching to
formulate a challenging QA pair, eliminating the need for predefined stopping criteria and allowing
the model to explore flexibly.
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2.3 ITERATIVE QUERY EVOLUTION

Example of BrowseComp-en

Query: Please identify the fictional character who occasionally breaks the fourth wall with the audi-
ence, has a backstory involving help from selfless ascetics, is known for his humor, and had a TV show
that aired between the 1960s and 1980s with fewer than 50 episodes. Amnswer: Plastic Man

While the initial QA pairs constructed from model-explored information spaces successfully incor-
porate content from multiple websites, we observe that proprietary models can still solve them with
relatively high accuracy. For instance, as shown in Table [} Claude-4-Sonnet achieves 86.6% ac-
curacy on the initial QA pairs compared to 12.2% on BrowseComp-en and 68.3% on GAIA. This
indicates that despite requiring multi-website reasoning, these initial QA pairs remain insufficiently
challenging. Through systematic case analysis, we identify that the initial queries contain exces-
sive explicit information and salient clues that substantially reduce their difficulty. For example, the
initial query-answer example shown below demonstrates several salient clues such as “the official
attendance set a record” and “this player died at the age of 44” that serve as clear and strong in-
dicators. Such specific information—including dates, locations, and proper names—often provides
direct entry points that enable straightforward solution trajectories without requiring exploratory
detours or consideration of alternative reasoning paths.

In contrast, examination of challenging information-seeking benchmarks like BrowseComp-en re-
veals a critical distinguishing characteristic: these queries deliberately avoid providing clear, specific
clues, instead employing vague descriptions. As the example above shows, the BrowseComp-en
query “TV show that aired between the 1960s and 1980s with fewer than 50 episodes” demonstrates
this obfuscation. Therefore, these challenging queries usually do not contain clear search entry
points, which necessitate extensive exploration and multiple reasoning attempts before reaching the
correct answer (Gao et al., [2025).

Drawing inspiration from BrowseComp’s design principles, we implement an iterative query evolu-
tion process to systematically increase QA pair difficulty. Unlike previous evolution methods that
follow a short-to-long approach (Wu et al.| 2025a}; \Gao et al.l|2025), our evolution primarily reduces
excessive information from initial QA pairs to increase difficulty. Given the complete initial QA
construction information, we explicitly prompt models to refine queries through three strategic di-
rections: (1) removing salient information, (2) introducing strategic obfuscation to specific details
such as dates, locations, and proper names, and (3) identifying alternative descriptions to replace
original explicit references. Through multiple iterative evolution cycles, we generate substantially
more challenging QA pairs that require extensive exploration and demonstrate significantly reduced
success rates. As demonstrated in the example below, the evolved query eliminates some salient
descriptions in purple color like this player died at the age of 44 and obscures concrete entities by
replacing explicit references such as Manchester United with vague descriptors like First Division

giant.
Example of Evolved Query

(" )
Initial Query: A football match took place in a stadium where the official attendance set a record that
still stands today for FIFA World Cup matches. The referee of this match was the oldest person to ever
officiate a World Cup final, and exactly 26 years after this match, he was the chairman of a club that
defeated Manchester United in an . The player who scored the winning goal in that FA
Cup final was born in an area that became part of its current city in 1920, and this player died at the age
of 44. In what minute of the FA Cup final was the winning goal scored?  Answer: 83rd minute

Evolved Query: In the unique FIFA World Cup tournament format that concluded without a knockout
final, a match official later guided a Second Division club to victory over a First Division giant in the
monarch’s final attendance at such an . The match-winner had been rejected by the club he
supported as a child, hailing from a district that joined a centuries-old Royal Naval stronghold two
decades into the 20th century. In which minute did this decisive strike occur? Answer: 83rd minute
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Dataset | Initial QA' Evolved QA | WebDancer SailorFog WebShaper ASearcher
Average Turns 7.9 9.9 54 8.2 8.4 6.5
Accuracy (%) 86.6 67.1 62.0 35.0 67.4 62.0

Table 1: Comparison of average tool calling turns and accuracy (%) of Claude-4-Sonnet across
web navigation datasets, reporting our Initial QA, Evolved QA, and other QA datasets (WebDancer,
SailorFog, WebShaper, ASearcher).
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Figure 3: Tool calling turns distribution comparisons using OpenAlI-o03: Initial QA vs Evolved QA
(left) and Evolved QA vs BrowseComp-en (right).

Formally, starting with the initial query @ extracted from the previous information space H(®), we
iteratively evolve queries through multiple rounds. For k = 0, ..., K — 1, the (k+1)-th information
space H**1) is obtained by appending the k-th round’s augmentation to the entire history:

HEHD = (g% 78 oW o 2 k=0, K1 3)

bl Y T myg

. . . (k I
where each evolved query Qg1 is contained in 7'7(nk) and maintains the same answer A. The se-

quence (agk), ogk), N ag,]f l 1 ogfi _,) represents the multiple action-observation cycles conducted

during the k-th evolution step to further augment the information space.

2.4 THE WEBEXPLORER-QA DATASET

To ensure diversity in our synthesized QA pairs, we collect seed entities from Wikipedia and incor-
porate three QA pairs from BrowseComp-en as exemplars in our synthesis prompt. After generating
initial QA pairs using our model-based exploration, we apply our iterative query evolution method-
ology for 5 iterations to synthesize the WEBEXPLORER-QA dataset, with detailed prompts descrip-
tion for the synthesis shown in Appendix [B] We use the Claude-4-Sonnet model (Anthropic| 2025)
for both the exploration and evolution stages of data synthesis, with detailed tool calling statistics
shown in Appendix[E.4] These evolved final QA pairs, approximately 40K in total, are subsequently
used for supervised fine-tuning and can be used directly for reinforcement learning. Additional data
contamination experiments, reported in Appendix [E.I] address potential concerns regarding data
contamination.

To validate the quality of WEBEXPLORER-QA and demonstrate the effectiveness of our iterative
evolution process, we conduct a comprehensive comparative analysis across multiple web naviga-
tion datasets. Our evaluation encompasses our initial QA pairs, the final evolved QA pairs, and
established datasets from prior work, including WebDancer (Wu et al.,[2025a), SailorFog (Li et al.,
2025al), WebShaper (Tao et al.l2025)), and ASearcher (Gao et al.,[2025). Using Claude-4-Sonnet as
our evaluation model, we assess both accuracy and the average number of tool calling turns required
to solve each QA pair. Additionally, we employ a more powerful model, OpenAl-03, to analyze the
tool calling turns distribution between our Initial QA and Evolved QA, as well as between Evolved
QA and the challenging benchmark BrowseComp-en. Furthermore, we conduct uniqueness and cor-
rectness validation to ensure data quality. Both validation studies show that over 95% of our data
maintains answer uniqueness and factual correctness, providing strong assurance of quality. Details
are provided in Appendix [E.2|and Appendix
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The results in Table [T demonstrate the critical importance of our iterative evolution process. Evo-
lution significantly increases the complexity of the queries, with accuracy dropping from 86.6% to
67.1% and average solution turns increasing from 7.9 to 9.9, indicating successful creation of com-
plex multi-step reasoning tasks. Furthermore, our evolved WEBEXPLORER-QA achieves the highest
average turn count compared to existing datasets, demonstrating superior complexity. Figure 3] (left)
also shows that easy QA pairs solvable within 4 turns decrease significantly after evolution. While
Figure [3] (right) shows a gap remains between our Evolved QA and BrowseComp-en in tool calling
turns, BrowseComp-en presents excessive difficulty with below 20% accuracy on most open-source
models. Therefore, completely mirroring BrowseComp-en’s difficulty level is unnecessary for train-
ing current open-source models.

3 CoOLD START AND REINFORCEMENT LEARNING

Our training methodology adopts the established post-training two-phase paradigm: supervised fine-
tuning for cold start initialization, followed by reinforcement learning for advanced capability de-
velopment (Guo et al, [2025; Zhipu All 2025). The initial supervised fine-tuning phase enables
models to acquire proper invocation of search and browse functions while developing foundational
long-horizon search capabilities. Subsequently, reinforcement learning further enhances reasoning
abilities, extending model performance to longer contexts and increased maximum turn limits, ulti-
mately achieving more advanced long-horizon problem-solving behaviors.

3.1 SUPERVISED FINE-TUNING FOR COLD START

After synthesizing the challenging QA pairs as described in §2.4] we leverage the commercial
model to collect high-quality trajectories for supervised fine-tuning. We employ rejection sam-
pling during data collection, ensuring that our fine-tuning process exclusively utilizes correct tra-
jectories. We adopt the ReAct framework (Yao et al.l [2023) as our foundational format, incor-
porating search and browse as the two primary tools for actions «, enclosed by <tool_call>
and </tool_call> tags. The framework includes explicit reasoning thoughts 7 denoted by
<think> tags, enabling transparent cognitive processes, and tool responses as observations o
marked by <tool_response> tags. Our collected trajectories encompass multiple rounds of
action «, thought 7, and observation o sequences, with an example demonstrated in Appendix [A]

3.2 REINFORCEMENT LEARNING

Following the cold-start phase, which endows the model with fundamental search and browse action
capabilities along with long-horizon reasoning ability, we conduct further reinforcement learning
training to enhance reasoning performance and optimize decision-making strategies using GRPO
algorithm (Shao et al.| 2024)). Notably, in the RL phase, we can directly utilize the synthesized QA
pairs without requiring solving trajectories. For reward design, we implement a composite reward
function that balances structural correctness with answer accuracy:

R=0.2- Rformat + Rcorrecl (4)

Format rewards Rjorma €valuate the correctness of response formatting, primarily assessing whether
tool calls and thought structures adhere to the specified format requirements. For accuracy rewards
Reomrect, We leverage the DeepSeek-V3 model (Liu et al.l [2024) as an automated judge to evaluate
whether the final responses are correct given the ground truth answers. This automated evaluation
approach enables scalable assessment while maintaining high reliability.

To accommodate the model’s expanding reasoning capabilities during training, we implement a
progressive context length expansion strategy. We begin with a maximum length of 64K tokens and a
tool calling turn limit of 50. As the model generates increasingly complex trajectories, we gradually
increase the maximum length to 96K tokens with a 75-turn limit, and finally to 128K tokens with
a 100-turn limit. This progressive expansion allows the model to develop more sophisticated long-
horizon reasoning patterns throughout the training process.
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Model BC-en BC-zh GAIA WebWalkerQA FRAMES Xbench-DS HLE
OpenAl-03' 509 581 7057 71.7 84.0 66.7 20.2
Claude-4-Sonnet’ 122 291 683F 61.7 80.7 64.6 20.3
GLM-4.5 264 375  66.0f 65.6" 78.9f 70.0f 21.2f
DeepSeek-V3.1 300 492 6317 61.2f 83.7 71.2 29.8
Kimi-K2' 141 288 577 63.0 72.0 50.0 18.1
WebShaper-72B - - 60.0 52.2 - - -
WebShaper-32B (QwQ) - - 53.3 49.7 - - -
WebShaper-32B - - 52.4 51.4 - - -
WebSailor-72B 120 301 554 - - 55.0 -
WebSailor-32B 105 255 532 - - 53.3 -
WebSailor-7B 6.7 142 330 - - 34.3 -
ASearcher-Web-QwQ 5.2 156 528 34.3 70.9 42.1 12.5
WebThinker-32B 2.8 - 48.5 46.5 - - 15.8
MiroThinker-32B-DPO-v0.1  13.0  17.0 57.3 493 71.7 - 11.8
MiroThinker-8B-DPO-v0.1 8.7 13.6  46.6 45.7 64.4 - -
WEBEXPLORER-8B (SFT) 79 213 437 59.8 72.6 475 16.0
WEBEXPLORER-8B (RL) 157 320 50.0 62.7 75.7 53.7 17.3

Table 2: Accuracy (%) of deep research agents on information-seeking benchmarks. BC-en and
BC-zh denote BrowseComp-en and BrowseComp-zh respectively. XBench-DS refers to XBench-
DeepSearch. Bold indicates the best performance among open-source models < 100B, while
underlined values represent the best performance among models < 10B parameters. All scores
of WEBEXPLORER-8B are computed as Avg@4 using LLM-as-Judge. Entries marked with a dag-
ger (1) were reproduced by us under our scaffold: on model name = entire row; on a number = that
entry only.

4 EXPERIMENTS

4.1 EXPERIMENTAL SETUPS

Benchmarks We evaluate on several information-seeking benchmarks including BrowseComp-
en (Wei et al.l |2025) and BrowseComp-zh (Zhou et al.| [2025), GAIA (Mialon et al., [2024) (103-
sample text-only validation subset), WebWalkerQA (Wu et al.| [2025b), FRAMES (Krishna et al.,
2024), and XBench-DeepSearch (Xbench-Teaml [2025)). We also evaluate on the frontier academic
benchmark HLE (Phan et al.| 2025) to verify generalization capabilities beyond Wikipedia-alike
knowledge QA. We report Avg@4 scores using LLM-as-Judge evaluation with DeepSeek-V3 (Liu
et al.| 2024)) following previous work (Li et al.,|2025a} [Tao et al.| [2025).

Models We compare our approach against both proprietary and open-source agents. For propri-
etary models, we primarily benchmark against OpenAl-o03 and Claude-4-Sonnet (Anthropic [2025).
Among open-source agents, we compare against advanced models including, GLM-4.5 (Zhipu Al,
20235), DeepSeek-V3.1 (Liu et al) 2024), Kimi-K2 (Team et al., 2025), WebShaper (Tao et al.,
2025)), WebSailor (L1 et al., [2025a), ASearcher (Gao et al.,[2025)), WebThinker (Li et al.,[2025b)) and
MiroThinker (MiroMind Team, [2025}).

Scaffold Details Following previous work (Li et al., 2025a; [Tao et al.l [2025), our agent scaffold
uses two tools: search returns top-10 Google results and browse retrieves URL content via
Jina (Jina.ai, [2025) and answers queries using Gemini 2.5 Flash (Comanici et al.| [2025). Further
details about these two tools can be found in Appendix [D} Using this unified scaffold, we eval-
uate OpenAl-o03, Claude-4-Sonnet, and Kimi-K2 on all benchmarks, and evaluate GLM-4.5 and
DeepSeek-V3.1 on a subset (marked with  where the original reports lack results), ensuring a fair
cross-model comparison.
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Training Details We use the Qwen3-8B model (Yang et al.,[2025)) to conduct SFT and RL training,
resulting in the WEBEXPLORER-8B model. For supervised fine-tuning, we utilize approximately
13K training samples with a training batch size of 32 and a learning rate of le-5 for 4 epochs. For
reinforcement learning, we train on approximately 12K samples using the GRPO algorithm, where
each group consists of 8 rollouts with a batch size of 64 and a learning rate of 1e-6. To further verify
the critical contribution of the evolution step in our data synthesis framework, we conduct ablation
experiments by training models on QA data from the exploration stage only (without the evolution
step), with the detailed results presented in Appendix [FI]

4.2 EXPERIMENTAL RESULTS

WEBEXPLORER-8B Establishes State-of-the-Art Performance at Its Scale As shown in Ta-
ble 2] our WEBEXPLORER-8B demonstrates exceptional performance across diverse information-
seeking benchmarks. Following supervised fine-tuning, WEBEXPLORER-8B (SFT) already exhibits
competitive results, surpassing WebSailor-7B with scores of 7.9% on BrowseComp-en, 72.6% on
FRAMES, and 47.5% on XBench-DS. The subsequent reinforcement learning phase yields sub-
stantial improvements, with our final model achieving 15.7% on BrowseComp-en and 32.0% on
BrowseComp-zh. Notably, WEBEXPLORER-8B (RL) surpasses the previous best sub-10B model,
MiroThinker-8B-DPO-v0.1, across all benchmarks, establishing new state-of-the-art performance at
its parameter scale.

WEBEXPLORER-8B Outperforms Much Larger Models Despite having only 8B parameters,
WEBEXPLORER-8B consistently outperforms much larger open-source models, demonstrating re-
markable parameter efficiency. On BrowseComp-en, BrowseComp-zh, FRAMES, and WebWalk-
erQA, our model achieves the best performance among open-source sub-100B models. Specifically,
with scores of 15.7% on BrowseComp-en, 32.0% on BrowseComp-zh, and 75.7% on FRAMES, our
model surpasses these significantly larger models including WebSailor-72B and even larger model
Kimi-K2. Similarly, on WebWalkerQA, we achieve 62.7%, outperforming WebShaper-72B by 10
absolute points. Our model also demonstrates competitive performance on additional benchmarks,
achieving 50.0% on GAIA and 53.7% on XBench-DS, rivaling models with more parameters like
WebThinker-32B and WebSailor-32B.

Strong Generalization from BrowseComp-Inspired Training Data Notably, while our QA pair
synthesis methodology, particularly the evolution stage, is inspired by BrowseComp-en, and the
exemplars provided in synthesis prompts are both derived from BrowseComp-en, we ensure di-
versity by collecting seed entities from Wikipedia across different domains. The resulting model
also generalizes effectively across diverse benchmarks and domains beyond the BrowseComp-
en/zh. As demonstrated previously, WEBEXPLORER-8B achieves strong performance across all
information-seeking benchmarks, including GAIA, WebWalkerQA, FRAMES, and XBench-DS.
This cross-benchmark success indicates substantial improvement in general information-seeking ca-
pabilities, demonstrating the generalization benefits of training on our challenging, complex queries.
More remarkably, despite our training data not being STEM-focused, our model extends beyond
information-seeking tasks. It achieves 17.3% on the HLE benchmark, which encompasses ques-
tions from diverse academic disciplines. This performance surpasses previous 32B models, like
WebThinker-32B, further validating the robustness and transferability of our approach.
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RL Training Dynamics and Performance Analysis To analyze the training dynamics, we
recorded the average number of tool calls per trajectory and the average response length (number of
tokens) during RL training, with results presented in Figure [d] Throughout the RL training process,
the average number of tool calls increases steadily from approximately 11 to over 16, significantly
exceeding the typical range of fewer than 10 tool calls observed in previous work 2025).
This substantial increase suggests that our model learns to execute more sophisticated multi-step rea-
soning strategies. Concurrently, the average trajectory length grows during the RL process, scaling
to over 40K tokens, as the search tool responses constitute the majority source of trajectory length.
Importantly, we observe that performance on both BrowseComp-en and BrowseComp-zh improves
consistently throughout this process, with BrowseComp-en increasing from 7.9% to 15.7%, demon-
strating a strong correlation between increased tool usage complexity and task performance. Similar
to the emergence of long chain-of-thought phenomena observed in previous single-turn RL studies
on mathematical or logical tasks (Guo et al. 2025}, [Zeng et al.| 2025}, [Yu et al.| 2025}, [Liu et al.}
[2025)), these findings validate the effectiveness of our RL training approach in developing advanced
deep research agents that can tackle complex information-seeking tasks through extended reasoning
chains.

5 RELATED WORK

Web agent research has evolved into two largely complementary directions: (1) interactive web
agents that manipulate websites through low-level UI actions within real browser environments, and
(2) deep research agents that perform long-horizon, multi-turn information seeking through search
and browse APIs.

5.1 INTERACTIVE WEB AGENTS

Interactive web agents execute multi-step actions and task planning within dynamic web environ-
ments through direct manipulation of browser interfaces. These systems support a rich action space
including clicking, typing, form filling, scrolling, and cross-page navigation. Representative bench-
marks include MiniWoB (Liu et all 2018)), WebShop (Yao et all, 2022), Mind2Web
2023), WebArena (Zhou et al [2023), WebVoyager (He et al., 2024), and VisualWebArena (Kohl
et all [2024). Recent advances include self-evolving online reinforcement learning curricula (Qi
etal.l and human-inspired exploration techniques such as BrowserAgent (Zhang et al.,[2025)).
These agents primarily target structured, goal-oriented interaction scenarios with clear success crite-
ria, distinguishing them from open-ended information-seeking tasks that emphasize iterative search
and deep reasoning over retrieved content.

5.2 DEEP RESEARCH AGENTS

Deep research agents, also referred to as information-seeking agents or search agents, specialize
in multi-hop reasoning and long-horizon exploration to answer complex queries that require gath-
ering information from multiple sources. This direction has emerged as a distinct and important
area within web agent research. Early search-augmented systems such as Search-R1
and ZeroSearch (Sun et all, [2025) primarily tackled relatively straightforward QA datasets
including Natural Questions (Kwiatkowski et al.| 2019) and HotpotQA 2018). Recent
advances (Wu et al.| 20254 [Li et al., 20254} [Tao et al., 2023}, [Gao et al. [2025) have shifted toward
synthesizing more challenging training data and developing sophisticated deep research models tar-
geting demanding benchmarks like BrowseComp 2025)). Unlike interactive web agents,
these systems typically operate through high-level search and browse APIs, emphasizing reasoning
depth and information integration over direct web manipulation.

6 CONCLUSION

We present WEBEXPLORER, a simple framework for synthesizing high-quality information-seeking
query-answer data for training deep research agents. Leveraging our data through SFT and RL,
our WEBEXPLORER-8B model achieves state-of-the-art performance across multiple information-
seeking benchmarks, even outperforming larger models like WebSailor-72B on BrowseComp-en/zh.
This success highlights a practical approach for building strong long-horizon deep research agents.

10
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REPRODUCIBILITY STATEMENT

For our scaffold, we provide details about the used tools in Appendix [D| For data synthesis, our
WEBEXPLORER-QA framework is entirely prompting-based and designed for easy reproduction.
We provide detailed prompting strategies and implementation guidelines in Appendix [B] For the
model, we use the widely adopted Qwen3-8B (Yang et al., |2025) and employ the GRPO (Shao
et al., 2024) algorithm for reinforcement learning, ensuring our experimental setup can be readily
replicated using standard tools and methodologies.
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A TRAJECTORY EXAMPLE

To illustrate how our agent framework operates in practice, we provide a detailed trajectory example
from the WEBEXPLORER supervised fine-tuning data. This example demonstrates the agent’s multi-
step reasoning process, thought, tool call, and tool response when handling complex queries.

Question: In a county adjacent to the nation’s capital, a small press gaming company co-
founded by someone whose previous pulp adventure game had won a silver-level award in a
category focusing on game mechanics excellence. This person reached a specific age mile-
stone during an online funding campaign spanning consecutive years that occurred exactly
6 years after their game’s award. What was the exact final funding amount raised by this
campaign, expressed in US dollars without the dollar sign or comma separators?

STEP 1

<think>

This is a complex multi-part query that I need to break down systematically. Let me identify the
key components:

1. A county adjacent to the nation’s capital (so near Washington DC)

Let me start by searching for information about gaming companies near Washington DC that had
crowdfunding campaigns, and awards for pulp adventure games.

</think>

I need to work through this step-by-step to identify the specific gaming company, award, and
crowdfunding campaign. Let me start by searching for information about gaming companies near
Washington DC and awards for pulp adventure games.

<tool_call>

99, ¢

“name”: “search”, “arguments”: {“queries”: [“small press gaming company Washington DC
area”’, “pulp adventure game silver award game mechanics ENnie”, “gaming company county
adjacent Washington DC crowdfunding”]}}

</tool_call>

Observation

<tool_response>

— search result for [small press gaming company Washington DC area] —

<title>op Washington, DC Gaming Companies (10) - Built In </title>
<url>https://builtin.com/companies/location/washington-dc/type/gaming-companies </url>
<snippet>Top Washington, DC Gaming Companies (10) - Edge Systems Technologies - Some-
thing Wicked Games - Polygon - Implicit Solution - BetMGM - Snaapiq - Microcoaching. </s-
nippet>

</tool_response>
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‘ STEP 2

<think>

From the search results, I can see some relevant information:

1. I found mention of “Spirit of the Century” which won a Silver ENnie for Best Rules in 2007,
and it’s described as “A really well put together game of pulp adventure”

</think>
Let me search more specifically for information about Spirit of the Century, which appears to be
a pulp adventure game that won a silver ENnie, and its publisher.

L

<tool_call>

“name”: “search”, “arguments”: {“queries”: [“Spirit of the Century silver ENnie 2007 Evil Hat
Productions”, “Evil Hat Productions Maryland Virginia crowdfunding Kickstarter”, “Fred Hicks
Evil Hat Productions age milestone funding campaign”]}}

</tool_call>

Observation

<tool_response>

— search result for [Spirit of the Century silver ENnie 2007 Evil Hat Productions] —
<title>Spirit of the Century - Wikipedia </title>
<url>https://en.wikipedia.org/wiki/Spirit_of _the_Century </url>

<snippet>Spirit of the Century is a pulp role-playing game published by Evil Hat Productions,
and based on Evil Hat’s FATE system. ...2007 Silver ENnie Award for Best ... </snippet>

</tool_response>

STEP 3

<think>
Great! Now I have some key information:
1. Spirit of the Century is a pulp adventure game by Evil Hat Productions

</think>

Perfect! I found that Spirit of the Century by Evil Hat Productions won a Silver ENnie for Best
Rules in 2007, and Evil Hat is based in Silver Spring, Maryland (Montgomery County, adjacent
to DC). Now let me search for their crowdfunding campaigns around 2013 (6 years after 2007)
and information about Fred Hicks’ age milestones.

L

<tool_call>

“name”: “search”, “arguments”: {“queries”: [“Evil Hat Productions Kickstarter 2013 2014
Fred Hicks”, “Fate Core Kickstarter 2013 funding amount final total”, “Fred Hicks 40th birthday
milestone age Fate Core campaign”]}}
</tool_call>
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Observation

<tool_response>

— search result for [Evil Hat Productions Kickstarter 2013 2014 Fred Hicks] —

<title>Race to Adventure! A Spirit of the Century™ Board Game - Kickstarter </title>
<url>https://www.kickstarter.com/projects/evilhat/race-to-adventure-a-spirit-of-the-centurytm-
board/posts?ref=project_share </url>

<snippet>Evil Hat Productions is raising funds for Race to Adventure! A Spirit of the Century™
Board Game on Kickstarter! Race to Adventure!

</snippet>

</tool_response>

STEP 4

<think>

I found some crucial information! The Fate Core Kickstarter by Evil Hat Productions raised
exactly $433,365 and ended on January 30, 2013. This is 6 years after the 2007 ENnie award for
Spirit of the Century.

</think>

Excellent! I found that the Fate Core Kickstarter raised $433,365 and ended on January 30, 2013 -
which is exactly 6 years after the 2007 ENnie award. Let me get more details about this campaign
to confirm it spans consecutive years and involves an age milestone.

<tool_call>
“name”: “browse”, “arguments”: {
“url”: “https://www.kickstarter.com/projects/evilhat/fate-core”,
“query”: When did this campaign start and end? Did it span 2012 and 2013? Any mention of
Fred Hicks birthday or age milestone during the campaign?} }
</tool_call>

Observation

<tool_response>

The campaign started on **December 3, 2012**, and ended on **January 29, 2013**, spanning
**56 days** and crossing over from **2012 to 2013**.

There is **no mention of Fred Hicks’ birthday or age milestone** in the provided content.
</tool_response>

STEP 5
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Thought

<think>
Perfect! This confirms that the Fate Core Kickstarter:

</think>

Perfect! The Fate Core campaign spanned consecutive years (December 3, 2012 to January 29,
2013) and occurred exactly 6 years after the 2007 ENnie. Now let me search for information
about Fred Hicks’ birthday and age milestones during this period.

<tool_call>

“name”: “search”, “arguments”: {“queries”: [“Fred Hicks birthday December January 40 years
old”, “Fred Hicks born 1972 1973 Evil Hat”, “Fred Hicks 40th birthday December 2012 January
201371} }
</tool_call>

Observation

<tool_response>

— search result for [Fred Hicks birthday December January 40 years old] —

<title>Happy birthday to the first general manager of Forsythe Associates ... </title>
<url>https://www.facebook.com/groups/649530655242462/posts/1496564073872445 </url>
<snippet>Happy birthday to the first general manager of Forsythe Associates [1962-1971], Fred
Hicks [1920-1971]. </snippet>

</tool_response>

STEP 6

Thought

<think>

Perfect! I found the crucial information. ...

</think>

Therefore, the exact final funding amount raised by this campaign, expressed in US dollars with-
out the dollar sign or comma separators, is: ¥¥433365%*

B DETAILS OF WEBEXPLORER-QA SYNTHESIS FRAMEWORK

Compared with previous works (Li et all, 20254} [Tao et al [2025) involving complex synthesis
processes, our approach presents a simpler prompting-based framework. Here, we provide details

about the synthesis methodology to facilitate reproducibility.

Our framework operates through two stages, each guided by carefully designed prompting strategies
that leverage large language models for autonomous information gathering and query evolution.

B.1 MODEL-BASED EXPLORATION
We first collect a large number of entities from Wikipedia. In the first stage, we provide a seed entity

as the search entry point along with three exemplar QA pairs from BrowseComp-en to demonstrate
the desired question characteristics. The prompting strategy encourages the model to conduct search
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and browsing activities starting from the seed entity, then synthesize a challenging query-answer pair
using the collected knowledge.

The key instruction emphasizes creating challenging queries with subtle and obscured clues. We
explicitly prompt the model to ensure that while the question should be challenging, the answer
must remain unique and verifiable through the information space it constructs. This stage results in
initial QA pairs that incorporate multi-website reasoning.

Model-Based Exploration Prompt

You need to create a challenging question for deep search based on
real information.

You should start by collecting information from the internet, then
select a truth, and create a question where the truth needs to be
discovered through search.

You will start with a random "seed", then search and browse for
whatever you want on the Internet, and create the question and
truth from the information you gather.

You should provide several subtle and blurred clues to make the
question challenging, while ensuring the truth is unique.

There are some examples:
{examples}

Let’s start, with the seed of "{seed}".

You need to provide the following information in the final
<answer></answer> tag:

<question>

{{The challenging question you created based on real information.}}
</question>

<truth>

{{The one and only exact truth to the question.}}

</truth>

IMPORTANT: You must include the <question> and <truth> tags in your
final response for the system to parse your answer correctly. Do
not provide any other response format.

B.2 ITERATIVE QUERY EVOLUTION

We provide the full trajectory from the first stage as input to the evolution process. The second
stage systematically transforms the initial QA pair into a more challenging variant through strate-
gic information reduction and obfuscation. The prompting strategy provides the model with the
original question-answer pair and explicit instructions for three primary evolution mechanisms: (1)
removing redundant or overly explicit descriptions that provide multiple pathways to the answer,
(2) systematically obfuscating specific details such as dates, locations, and proper names with va-
guer descriptors, and (3) searching for alternative terminologies to replace explicit entity mentions.
The evolution process can iterate up to five times, with each cycle potentially increasing reasoning
complexity.

This prompting-based approach eliminates the need for complex graph construction heuristics or
predefined evolution rules, instead leveraging the model’s natural language understanding and web
exploration capabilities. The framework’s simplicity enables easy and quick reproducibility for
generating high-quality challenging QA pairs.

Iterative Query Evolution Prompt

You need to make the following question more challenging while
keeping the truth unique.
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Original question: {question}
Original truth: {answer}

You should make the question more challenging in the following
ways:

1. Remove some descriptions, especially when there are multiple
descriptions that can lead to the truth answer in the question

2. Make one description more vague (such as date, location, name,
etc.) 1in the question while keeping the truth answer unique

3. Search for new descriptions or alternative terms to replace
specific entities in the question

You can use search and browse tools in this process. Make sure the
improved question is more challenging but the truth remains unique.

You can iteratively make the question more and more challenging
using these approaches up to 5 times. For each iteration, provide
the evolved question within <question> and </question> tags.
Provide the final improved question and truth pair in the final
<answer></answer> tag:

<question>

{{The improved, more challenging and complex question.}}
</question>

<truth>

{{The same exact truth.}}

</truth>

IMPORTANT: You must include the <question> and <truth> tags in your
final response for the system to parse your answer correctly. Do
not provide any other response format.

C

Here, we provide an example to illustrate how the model-based exploration works in Figure[5} Start-
from the seed “Brazil National Team”, the model iteratively conducts search and browse
actions to discover various interconnected facts. By focusing on one specific event—the “1976 FA
Cup”—the model explores diverse information including details about players and referees, ulti-
mately constructing a Query-Answer pair that requires deep reasoning across multiple discovered

ing

ILLUSTRATION OF MODEL-BASED EXPLORATION

connections.

D

Our system utilizes two primary tools for web-based information retrieval: a search tool for discov-
ering relevant content and a browse tool for detailed content analysis. The following sections detail

TooL SCHEMAS

the schemas for each tool.

D.1

The search tool enables web search functionality through Google search API, allowing the model to

SEARCH TooL

discover relevant URLs and content snippets based on input queries.
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Figure 5: Illustration of model-based exploration and initial Query-Answer pair synthesis. Starting

from the seed “Brazil National Team”, the model iteratively explores using 'S (Search)and B
(Browse) actions to discover interconnected facts, then synthesizes a challenging query—answer
pair that requires deep reasoning across multiple discovered connections.
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Search Tool Schema

tool_schema:
type: function
function:
name: search
description: Web search.
parameters:
type: object
properties:
queries:
type: array
description: The queries will be sent to Google. You will
get the brief search results with (title, url,
snippet)s for each query.
items:
type: string
required:
- queries

The search tool accepts an array of query strings and returns search results containing titles, URLSs,
and content snippets for each query. It is configured to return the top 10 results per query.

D.2 BROWSE TooL

The browse tool provides detailed content analysis capabilities by fetching and processing content
from specific URLs using a combination of content extraction and language model analysis.

Browse Tool Schema

tool_schema:
type: function
function:
name: browse
description: Explore specific information in a url.
parameters:
type: object
properties:
url:
type: string
description: The url will be browsed, and the content
will be sent to a Large Language Model (LLM)
as the based information to answer a query.
query:
type: string
description: The query to this url content. You will
get an answer by another LLM.
required:
- url
- query

The browse tool takes a URL and a specific query as input. It uses Jina 2025)) for content
extraction and Gemini Flash (Comanici et al.,[2025)) as the generation engine to analyze the retrieved
content and provide targeted answers to the input query.
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E DATA ANALYSIS

E.1 CONTAMINATION ANALYSIS

To address potential concerns of data contamination from using three BrowseComp-en exemplars in
our data synthesis, we conducted an embedding-based similarity analysis. We used Jina Embeddings
v3 (1024-dimensional) [Sturua et al.| (2024) to compute embeddings for all training questions and
BrowseComp validation questions. For each validation question, we calculated the cosine similarity
with all training question embeddings and recorded the maximum similarity. The results are as
follows:

e Maximum cosine similarity: 0.738
e Mean similarity: 0.581
* 95th percentile: 0.668

These values fall below standard contamination thresholds (typically 0.80) used in the previous

data contamination detection works [Lee et al (2023); [Cheng et al.| (2025)), confirming negligible

contamination risk.

E.2 ANSWER UNIQUENESS VALIDATION

During the iterative query evolution process, we deliberately remove salient clues and obfuscate
specifics (e.g., dates, names, locations) to increase task difficulty. A potential concern is whether
this obfuscation might lead to queries with multiple valid answers. To address this, we conducted a
systematic validation experiment.

We randomly sampled 50 query-answer pairs from our synthesized WEBEXPLORER-QA dataset.
For each question, we employed OpenAl-o3—a frontier model with strong deep-research
capabilities—to independently solve the question 8 times, yielding a total of 400 solution trajec-
tories. We then performed manual verification on all 03-proposed solutions that mismatched with
our answers to determine whether they represented genuine alternative valid solutions.

As shown in Table 3] out of 400 03 solution trajectories, 42 trajectories were judged as mismatched
by our automated judge, covering 13 distinct questions. Manual inspection revealed that 11 of these
mismatched trajectories actually represented genuine alternative valid answers, corresponding to
4 distinct questions. This indicates that only 4 out of 50 questions (8%) exhibited multiple valid
answers, confirming that 92% of evolved queries maintain answer uniqueness. This 8% rate is well
within acceptable tolerance for large-scale training purposes, as minor label noise is known to have
minimal impact on modern deep learning systems.

Table 3: Answer uniqueness validation results across 50 randomly sampled questions.

Validation Stage Count Percentage
Total sampled questions 50 100%
Total solution trajectories 400 —
03 Solving Results:
Solutions match our answers 358 89.5%
Solutions differ from our answers 42 10.5%

Manual Verification (42 differing cases):
Trajectories with genuine alternative answers 11 26.2% (of 42)

Trajectories where 03 made errors 31  73.8% (of 42)
Question-Level Uniqueness:

Distinct questions with mismatches 13 26.0% (of 50)

Questions with alternative valid answers 4 8.0% (of 50)
Questions maintaining answer uniqueness 46 92.0%
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E.3 ANSWER CORRECTNESS VALIDATION

To ensure the quality of our synthesized data, we conducted factual correctness validation using
OpenAl-03 and manual verification. Our validation strategy leverages the asymmetric property of
information-seeking data—hard to solve but easy to verify. We first use o3 to independently solve
the questions; cases where 03’s solutions match our answers are considered validated, significantly
reducing the need for manual verification. For the remaining cases where 03’s solutions differ
from our answers, we perform manual verification to assess correctness. This approach is efficient
because while these questions are challenging to solve, humans can easily verify answer correctness
by directly searching for the provided answer.

We randomly sampled 400 QA pairs from our synthesized WEBEXPLORER-QA dataset. For each
pair, we asked 03 to independently solve the question within our search framework without seeing
our answer. We then compared 03’s solutions with our answers. For cases where 03’s solutions
matched our answers, we consider our answers as validated correct. For cases where 03’s solutions
differed from our answers, we conducted manual verification to determine the correctness of our
answers.

Table 4: Answer correctness validation results on 400 randomly sampled QA pairs.

Validation Stage Count  Percentage
Total sampled QA pairs 400 100%
03 Independent Solving:
Solutions match our answers 325 81.25%
Solutions differ from our answers 75 18.75%
Manual Verification (75 differing cases):
Our answers incorrect 16 21.3% (of 75)
Our answers correct (03 error) 59 78.7% (of 75)
Overall correct answers 384 96.0 %
Overall incorrect answers 16 4.0%

As shown in Table ] when 03 independently solved the 400 questions, its solutions matched our
answers in 325 cases (81.25%), validating the correctness of those QA pairs. For the 75 cases where
03’s solutions differed from our answers, we conducted manual verification to assess the correctness
of our answers. Among these 75 pairs, we found that 16 of our answers were indeed incorrect,
while the remaining 59 were correct (03 made solving errors in these cases). This yields an overall
correctness rate of 96% ((325 + 59) / 400), with only 4% noise level well within acceptable tolerance
for large-scale training purposes.

E.4 DATA GENERATION FRAMEWORK ANALYSIS

To provide deeper insights into our data synthesis pipeline, we analyze the tool calling patterns
across the exploration and evolution stages. Table[5]presents the average number of tool calls broken
down by tool type and stage.

Table 5: Average tool calling statistics across exploration and evolution stages.

Tool Type Exploration Evolution Total
Search Tool Steps 7.11 7.33 14.45
Browse Tool Steps 3.04 0.15 3.19
Total Tool Calls 10.15 7.49 17.64

The exploration stage averages 10.15 tool calls per query, with a 7.11:3.04 ratio between search
and browse operations, reflecting the information gathering process. The evolution stage requires
7.49 tool calls on average, predominantly search-based (7.33 search vs. 0.15 browse), as the model
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verifies that evolved queries remain answerable while increasing difficulty. The overall synthesis
process requires an average of 17.64 tool calls per QA pair.

Regarding the number of exploration steps, the model automatically determines when to stop search-
ing. This adaptive termination ensures that exploration is neither prematurely truncated nor unnec-
essarily prolonged, allowing the synthesis process to naturally accommodate queries of varying
complexity.

E.5 COMPARISON WITH SAILORFOG-QA

To provide a comprehensive comparison with other synthetic data generation approaches, we com-
pare the tool-call distribution of our evolved WEBEXPLORER-QA with SailorFog-QA, another re-
cent synthetic dataset for deep research agents. Figure[g] presents the tool-call distribution compari-
son between these two datasets.

0.20
I SailorFog-QA
Evolved QA

o
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w o
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Figure 6: Tool-call distribution comparison between WEBEXPLORER-QA (evolved) and SailorFog-
QA. Note that SailorFog-QA only contains 20 open-sourced samples, resulting in a sparse distribu-
tion.

As shown in Figure [f] we compare our evolved data with SailorFog-QA. However, we note an
important limitation: SailorFog-QA only open-sourced 20 data samples, which is insufficient for
drawing statistically reliable distributions. This extremely small sample size results in a very sparse
distribution with many empty bins and high variance across different tool-call ranges. The sparsity
makes it challenging to draw robust conclusions about the underlying distribution characteristics.

Nevertheless, despite the limited sample size and resulting sparsity in the SailorFog-QA distribu-
tion, we can still observe that our WEBEXPLORER-QA achieves a comparable complexity profile.
Both datasets demonstrate long-horizon characteristics with multi-turn tool usage, confirming that
our synthesis pipeline generates data of a similar difficulty level to other state-of-the-art synthetic
approaches.

F EXPERIMENTAL DETAILS AND ANALYSIS

F.1 ABLATION STUDY ON EVOLUTION STAGE

To isolate the contribution of the evolution step in our data synthesis pipeline, we conducted an
ablation study by training models with and without the evolution stage. Specifically, we trained a
variant model using only the QA pairs from the exploration stage (without the subsequent evolution
stage) through the same supervised fine-tuning (SFT) and reinforcement learning (RL) pipeline.

Results  As shown in Table[6] models trained without the evolution step consistently show weaker
performance across all benchmarks, with the SFT model achieving only 36.3% average accuracy
compared to 38.4% with evolution, and the gap widening substantially after RL training (37.9% vs.
43.9%). More importantly, the evolution step proves critical for effective reinforcement learning:
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Table 6: Performance comparison of models trained with and without evolution step. “Full” refers
to QA pairs that went through both exploration and evolution stages.

Model BC BC-zh GAIA WebWalkerQA FRAMES XBench-DS HLE Avg
SFT w/oevolve 6.5 20.8 40.3 58.3 66.3 46.3 155 363
SFT (full) 79 213 437 59.8 72.6 47.5 16.0 38.4
RL w/oevolve 8.0 23.0 447 58.5 68.8 45.8 16.3 379
RL (full) 157 320 500 62.7 75.7 53.7 17.3 439
RL Gain w/o +1.5 +2.2 +44 +0.2 +2.5 -0.5 +0.8 +1.6
RL Gain (full) +7.8 +10.7 +6.3 +2.9 +3.1 +6.2 +1.3 +5.5
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Figure 7: Training progress during RL. Left: Training Accuracy Middle: Average # tool calls per
trajectory Right: Average trajectory length (# tokens).

RL yields only a 1.6-point average improvement when training on data without evolution, compared
to substantial 5.5-point gains with evolved data difference.

Analysis  To understand this performance gap, we analyze the RL training dynamics in Figure[7] In
contrast to RL training with evolved data, which exhibits steadily increasing tool calls and response
length throughout training, RL training without evolution quickly saturates. The QA data without
evolution exhibits lower difficulty, causing the model to achieve over 75% training accuracy early in
the process with significantly fewer average tool calls compared to RL (full) in Figure[d This early
saturation limits the model’s ability to learn more complex reasoning patterns, thereby constraining
further improvement potential.

This stark contrast demonstrates that the evolution step generates sufficiently challenging training
data that enables effective RL optimization. This finding underscores that data quality, not just
training methodology, is essential for building capable deep research agents.

F.2 RL TRAINING DETAILS

Reward Design. We implement a composite reward function that balances structural correctness
with answer accuracy:

R = 02 : Rformat + Rcorrecl (5)

The format reward Ryymy evaluates the correctness of response formatting, primarily assessing
whether tool calls and reasoning structures adhere to the specified format requirements. We
find that tool call formatting is significantly more challenging for models to learn compared to
thought generation. As illustrated in Appendix [A] tool calling requires the model to gener-
ate a precise JSON structure: {"name": "search", "arguments": {"queries":
["...", "..."1}}. Any missing or misplaced character (e.g., quotation marks, brackets, or
braces) results in an invalid tool call, causing trajectory termination and yielding Ryoma = 0. When
trajectories are interrupted due to format errors, models are unlikely to provide correct answers,
resulting in Reopect = 0 as well.

In our initial experiments, we observed that insufficient SFT training frequently led to malformed
tool calls. However, as the SFT training data volume increased, format failures nearly disappeared,
confirming that adequate supervised pre-training is essential for stable RL optimization.
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The accuracy reward Reomec leverages the DeepSeek-V3 model (Liu et al. as an automated
judge to evaluate whether final responses correctly answer the question given the ground truth. The
reward is binary: Rcoect = 1 for correct answers and Reorect = 0 for incorrect answers.

Training Configuration. We adopt GRPO (Shao et al.| [2024])), purely on-policy setting, for rein-
forcement learning. The training configuration is as follows:

* Learning rate: le-6

* Generation batch size: 64

* Update batch size: 64

* Group size: 8

* KL loss: None

e Initial maximum context length: 64K tokens

¢ Initial sampling temperature: 1.0

During training, we observed that tool calling frequency and trajectory length increased steadily, as
Figure [ shows, necessitating adaptive adjustments to accommodate longer contexts. At training
step 200, we increased the maximum context length to 96K tokens and raised the sampling temper-
ature to 1.1 to encourage exploration. As trajectory lengths continued to grow, we further extended
the context length to 128K tokens at training step 320, maintaining the temperature at 1.1. These
progressive adjustments enabled the model to handle increasingly complex, long-horizon reasoning
trajectories while maintaining stable training dynamics.

G THE USE OF LARGE LANGUAGE MODELS

We used large language models only for text polishing to improve grammar and readability. All in-
tellectual contributions, including the experimental approach, analysis, and scientific insights, were
developed solely by the authors.
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