
Multi-Facet Blending for Faceted Query-by-Example Retrieval

Anonymous ACL submission

Abstract

With the growing demand to fit fine-grained001
user intents, faceted query-by-example (QBE),002
which retrieves similar documents conditioned003
on specific facets, has gained recent attention.004
However, prior approaches mainly depend on005
document-level comparisons using basic indica-006
tors like citations due to the lack of facet-level007
relevance datasets; yet, this limits their use to008
citation-based domains and fails to capture the009
intricacies of facet constraints. In this paper,010
we propose a multi-facet blending (FaBle) aug-011
mentation method, which exploits modularity012
by decomposing and recomposing to explicitly013
synthesize facet-specific training sets. We au-014
tomatically decompose documents into facet015
units and generate (ir)relevant pairs by lever-016
aging LLMs’ intrinsic distinguishing capabili-017
ties; then, dynamically recomposing the units018
leads to facet-wise relevance-informed docu-019
ment pairs. Our modularization eliminates the020
need for pre-defined facet knowledge or labels.021
Further, to prove the FaBle’s efficacy in a new022
domain beyond citation-based scientific paper023
retrieval, we release a benchmark dataset for ed-024
ucational exam item QBE. FaBle augmentation025
on 1K documents remarkably assists training026
in obtaining facet conditional embeddings.027

1 Introduction028

Query-by-example (QBE), which involves retriev-029

ing relevant documents given a query document,030

is a fundamental technique in both exploratory031

search (Lissandrini et al., 2019) and recommen-032

dation systems (Ostendorff et al., 2020a,b; Lee033

et al., 2013). However, documents typically include034

multiple facets distinguished by specific rhetori-035

cal units (e.g., background, method, and result of036

academic paper abstract); thus, querying with the037

entire document, not identifying the specific facet038

of interest, can lead to unintentional or irrelevant039

retrievals (Figure 1). For instance, to recommend040

exam items similar in question type to a student’s041

Test Item #2Test Item #1

Abstract #2Abstract #1

Last class someone asked about green
marketing. Green marketing refers to
companies … a product is environmentally
friendly and not follow through on.
Q) What does the professor imply when she
mentions companies … lean green?
1. Some companies have used the terms
extreme green and lean green in their ads…
4. Marketers need to be creative to keep
people interested in environmental issues

Story
Question

Options

Facets:

Background

Method

Result

Facets:

So, we have been fairly thorough in our
discussion about coral reefs, … many coral
reefs there have been smothered by the
uncontrolled growth of algae .
Q) What does the professor imply about the
impact of mangrove … reef ecosystems?
1. Mangrove forests provide habitat for
wildlife that feed on coral predators…
4. Mangrove forests compete with nearby
coral reefs for certain nutrients

The assumptions we make about a dialogue
partner's knowledge and … subsequent effects
on interaction are not clearly understood.
Focusing on synthesis design, we conduct a
referential communication experiment … when
in dialogue with a human or machine. We find
that people are more likely to use American …
We discuss the findings with relation to the
nature and dynamics of partner models in
human machine dialogue.

Governments around the world are
increasingly utilizing online platforms and …
challenge of making sense out of the large
volumes of data produced. In this article, we
show how the analysis of argumentative …
that a much richer understanding can be
obtained. We provide results from using a
pipeline of argument-mining techniques on the
debate corpus, showing that the accuracy …
more conflicting viewpoints.

Figure 1: Examples of documents with multiple facets.

incorrect answer, prioritize the question facet for 042

retrieval, regardless of story or options, is required. 043

Accordingly, faceted QBE, which conditions the 044

query document on a specific facet, has garnered 045

recent attention for intent-tailored fine-grained doc- 046

ument search (Dunne et al., 2012; Hope et al., 2020; 047

Neves et al., 2019). This task has been predomi- 048

nantly explored in scientific paper retrieval, relying 049

on the vast amount of public corpora where citation 050

labels provide superficial cues (Cohan et al., 2020; 051

Ostendorff et al., 2022; Mysore et al., 2021, 2022). 052

However, those methods are not feasible for other 053

domains (e.g., education or legal), where such cita- 054

tion labels are absent, and large-scale open-source 055

corpora are lacking (Li et al., 2023). Further, the re- 056

liance on document-level comparisons often leads 057

to the failure to capture facet constraints, especially 058

for intricate cases (Mysore et al., 2021). 059

In this paper, we propose a multi-facet blend- 060

ing (FaBle) augmentation method, which dynam- 061

ically exploits modularity with decomposing and 062

recomposing. In particular, we first decompose 063

each facet within the document by summary-driven 064

identification, leveraging zero-shot prompting with 065

sLLM. Then, we generate facet-wise similar and 066

dissimilar facet fragments by self-feeding the de- 067

composed facet summary in recursive prompting. 068

Referring to the identified facet guides the synthe- 069
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sis of facet-aware compositions distinguished from070

other facets. Finally, recomposition strategy inte-071

grates the synthesized facets to reconstruct facet-072

conditioned pseudo documents, creating positive–073

negative pairs for an anchor document. Fable ex-074

plicitly create facet-specific training sets to assist075

model training for faceted QBE, eliminating the076

need for pre-defined facet knowledge or labels.077

We target scientific paper abstract retrieval for078

validation, as it is the sole field providing the bench-079

mark test set for faceted QBE. Aiming to assist in080

a data-scarce scenario, we employ only 1K docu-081

ments for augmentation without any citation labels.082

Experimental results of fine-tuning the SPECTER083

(Cohan et al., 2020) model with FaBle-augmented084

pairs are comparable or better to previous models,085

where more than 1.3M training sets were used for086

fine-tuning. Notably, FaBle significantly improves087

the challenging method facet, even outperforming088

the strong prior models. This result highlights089

that our fine-grained augmentation overcomes the090

limitations of coarse-grained approaches that ill-091

captured intricate facets (Mysore et al., 2021).092

To further evaluate FaBle’s domain scalability093

and practical efficacy, we present a novel test set094

for faceted educational exam item retrieval, FEIR,095

derived from the TOEFL-QA data. Applying Fa-096

Ble to educational items remarkably improves per-097

formance across all facets, demonstrating domain-098

agnostic effects. We expect FEIR to stimulate fu-099

ture works of faceted QBE in this emerging educa-100

tion domain. Codes and datasets will be available.101

2 Related Work102

QBE QBE is a fundamental task across diverse103

fields, such as legal or academic, where document-104

level findings for recommendation or exploratory105

search are important (Lissandrini et al., 2019; Os-106

tendorff et al., 2020a,b; Lee et al., 2013). Most107

prior studies focused on retrieving scientific papers,108

using large-scale datasets and estimating similari-109

ties based on citations (Cohan et al., 2020; Mysore110

et al., 2021, 2022; Ostendorff et al., 2022). Cohan111

et al. (2020) introduced the SPECTER to obtain112

document-level embeddings by measuring similar-113

ity via citation graphs, and Ostendorff et al. (2022)114

used a citation embedding graph combined with115

neighbor contrastive learning.116

Faceted QBE Documents typically encompass117

multiple facets; thus, considering overall document-118

level relevance may not align with user intent (Do119

and Lee, 2024). Faceted QBE has emerged to ad- 120

dress this, enabling facet-level document compar- 121

isons (Neves et al., 2019; Wang et al., 2023). While 122

most studies focus on scientific paper retrieval 123

(Mysore et al., 2021, 2022; Wang et al., 2023), 124

they do not directly train on facet-wise relevance 125

annotated data, as such data is difficult to obtain. 126

Instead, Mysore et al. (2021) utilized an additional 127

66K citation-based pair for training, and Mysore 128

et al. (2022) used 2.6M co-citation sentences with 129

an auxiliary optimal transport technique. However, 130

relying on abundant domain-specific data and cita- 131

tions restricts its use in low-resource domains. 132

LLM Augmented Retrieval LLM-based aug- 133

mentation techniques have evolved from using 134

GPT-2 (Radford et al., 2019) to GPT-3 (Brown 135

et al., 2020) models to address the lack of relevance 136

annotations. Luu et al. (2021) fine-tune GPT-2 to 137

generate relationships between two scientific pa- 138

pers, assuming in-text citation sentences elucidate 139

their connections. Gao et al. (2023) use GPT-3 to 140

generate hypothetical documents corresponding to 141

desired instructions in a zero-shot manner. 142

Recently, for faceted QBE, Wang et al. (2023) 143

utilize ChatGPT to annotate the relevance scores of 144

aspect-paper pairs, reducing the burden of human 145

labor. Despite aiming at sub-aspect level similarity 146

evaluation, utilizing ChatGPT for massive datasets 147

still incurs significant costs; thus, they mainly tar- 148

get testing faceted QBE, not training. Also, as they 149

only contain computer science-related documents, 150

datasets are not generalizable to other fields. Con- 151

trarily, by leveraging the capacity of open-source 152

smaller LLM, we eliminate the cost burden and 153

introduce the domain-extendable method. 154

3 FaBle: Multi-facet Blending 155

For general QBE, obtaining informative represen- 156

tations for query and candidate documents is cru- 157

cial to effectively retrieve similar documents. To 158

achieve this, model training requires a triplet pair 159

(DQ, D+, D−) comprising a query document, a 160

positive document, and a negative document. In 161

faceted QBE, queries include additional facet con- 162

ditions; thus, facet-constrained triplet pairs can lead 163

to more precise and focused model training. Unlike 164

prior methods that implicitly construct D+ and D− 165

based on citations on DQ, we explicitly construct 166

facet-conditional triplet pairs (Df ;Q, Df+, Df−). 167

FaBle mainly comprises three stages (Fig. 2): 168

decomposition (§3.1), generation (§3.2), and re- 169
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Method

Result

Document

LLAMA2

Background

Method

Result

1. Facet Decomposition

this is the paper abstract:
{document}
summarize the {facet} of the above 
abstract in three sentences or less:

B+

M+

R+

B-

M-

R-

this is the paper abstract:
{abstract}
summarize the {facet} of the above 
abstract in three sentences or less:

SUMMARIZED_FACET

write a similar {facet}:

this is the paper abstract:
{document}
summarize the {facet} of the above 
abstract in three sentences or less:   

this is the paper abstract:
{abt}
summarize the {facet} of the above abstract 
in three sentences or less:

SUMMARIZED_FACET

write a new {facet} of a different topic:

this is the paper abstract:
{document}
summarize the {facet} of the above 
abstract in three sentences or less:      

SUMMARIZED_FACET

* facet:{‘Background’, ‘Method’, ‘Result’}

2. Facet Generation

B+

M+

R+
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3. Facet Recomposition
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M+

R-

B+

M-

R-
Document

Facet: Result

…

Result

Positive Document Candidates (𝑫𝒓")

Negative Document Candidates (𝑫𝒓#)

Similar 
Facet

Dissimilar 
Facet

Prompt for Similar Facet Generation Prompt for Dissimilar Facet Generation

Prompt for Facet Decomposition

Self-feeding

Figure 2: The overview of the FaBle method and examples of detailed prompts used for scientific paper retrieval.

composition (§3.3). In this section, we explain170

examples of scientific paper retrieval, but FaBle is171

broadly applicable to domains with distinct facets.172

3.1 Facet Decomposition173

To identify each facet, we first decompose the174

document into multiple facet units. For this, we175

prompt LLM to summarize a specific facet in a176

zero-shot manner. We use the publicly available177

sLLM, LLaMA2-13B (Touvron et al., 2023), tak-178

ing advantage of open and easy access. By prompt-179

ing the model to summarize a desired facet within180

the document, the intended facet-distinct informa-181

tion is extracted. Given a document D, summa-182

rization prompt psum, and a facet name f , where183

f ∈ {background,method, result}, as input, the184

model generates facet summary Sf , which modu-185

larize the f facet: Sf = Model(D, psum, f). Fig-186

ure 2 describes the detailed prompt, and Figure 3187

shows an output summary example. The generated188

summary highly represents the facet, but it does not189

mean a real facet; instead, it serves as an indicator190

to guide the subsequent generation stage.191

3.2 Facet Generation192

To generate each facet-specific similar and dissim-193

ilar fragment, the same model self-fed the prior194

prompt used to decompose and its extracted out-195

put as shown in Figure 2. Although LLaMA2196

has proved proficiency in various generation tasks,197

its zero-shot performance often lags behind task-198

specific instruction tuning or GPT-4 (Zhu et al.,199

2023; OpenAI, 2023). Our self-feeding approach200

aids in target-oriented generation by referring to201

the facet-identified summary while eliminating the202

burden of fine-tuning. In particular, to generate f -203

facet similar component Cf
sim, the model takes pre- 204

generated summary Sf and the similar-generation 205

prompt psim as the input. For dissimilar com- 206

ponent Cf
dis, the model takes summary Sf and 207

dissimilar-generation prompt pdis as input: 208

Cf
sim = Model(D, psum, f, Sf , psim) (1) 209

Cf
dis = Model(D, psum, f, Sf , pdis) (2) 210

Figure 3 reveals that our two-stage approach re- 211

sults in more target-facet-focused texts (left), while 212

the simple prompting without the facet-identified 213

summary outputs non-target facets mixed in (right). 214

3.3 Facet Recomposition 215

To obtain the negative and positive document pairs 216

for a query document conditioning a specific facet, 217

we combine the generated similar and dissimilar 218

facet components with a suitable recomposition 219

recipe. The f -facet conditional positive Df+ and 220

negative Df− documents with total n facets are: 221

Df+ = [Cf
sim;Cfi∈F−f

sim|dis ; . . . ;Cfn∈F−f
sim|dis ] (3) 222

Df− = [Cf
dis;C

fi∈F−f
sim|dis ; . . . ;Cfn∈F−f

sim|dis ] (4) 223

where [;] denotes concatenation, F is a set of 224

facets, and fi ∈ F − f is a facet different from 225

the target facet f . Consequently, the triplet pair 226

(Df ;Q, Df+, Df−) is constructed for the query 227

document Df ;Q, conditioned on a target facet f . 228

On a single original document with three facets, 229

four Df+ and four Df− are generated via facet 230

recomposition. Then, five documents, including 231

the original one, lead to ten (Df ;Q, Df+) pairs (i.e., 232

five choose two,
(
5
2

)
). For each of them, one Df− is 233

selected among four candidates, resulting in a total 234
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The system breaks a document into segments centered around certain topics and generates queries
indicative of those segments to find plagiarism sources in the ClueWeb09 corpus. The system uses
the TextTiling algorithm and the KPMiner keyphrase extraction system to generate the queries and
compare them to already downloaded candidate sources to lessen the overall search effort. The
system is one of the top performers in comparison to other PAN 2013 submissions for the same task.

This paper presents a novel approach for plagiarism source retrieval using a hybrid method that
combines the TextRank algorithm with the Latent Semantic Analysis (LSA) technique. The method
breaks down a given document into segments based on the TextRank algorithm, and then uses the
LSA technique to extract keyphrases from each segment. These keyphrases are then used to
generate queries that are indicative of the segment and the document as a whole. The queries are
submitted to a search engine to find plagiarism sources in the ClueWeb09 corpus. The system is
designed to minimize the overall search effort while maximizing the performance by scoring
unconsumed queries against the already downloaded candidate sources.

A novel method for detecting fake news articles based on sentiment analysis and machine learning
techniques is proposed. The method involves analyzing the emotional tone of the article and
comparing it to a database of known fake news articles to determine if the article is likely to be fake.
Additionally, the method utilizes natural language processing techniques to identify inconsistencies
in the text and machine learning algorithms to classify the article as either real or fake.

Summarized Method

Similar Method w/ Decomposition

Dissimilar Method w/ Decomposition

This paper describes the approach of implementing a plagiarism source retrieval system for English
documents. The system uses the TextTiling algorithm to break a given document into segments
centered around specific topics. Keyphrases are generated using the KPMiner keyphrase extraction
system, and these keyphrases and segments are used to create queries indicative of the
document. The queries are then submitted to a search engine, such as ChatNoir, to find plagiarism
sources in a large corpus of text, such as the ClueWeb09 corpus. The goal is to reduce the overall
search effort while maximizing performance by scoring unconsumed queries against the already
downloaded candidate sources.

The system is evaluated using the PAN 2013 dataset, and the results show that it is one of the top 
performers compared to other submissions for the same task. The use of TextTiling and KPMiner 
for keyphrase extra…

Similar Method w/o Decomposition

In recent years, the use of autonomous vehicles has gained significant attention due to their 
potential to improve road safety and traffic efficiency. However, the development and deployment of 
autonomous vehicles raise several challenges, including the need for reliable and secure 
communication between vehicles and the surrounding infrastructure. In this paper, we propose a
new method for secure and reliable communication in autonomous vehicles using blockchain
technology. Our proposed method utilizes blockchain-based smart contracts to ensure the
authenticity and integrity of the communication, and to provide a secure and decentralized
infrastructure for the exchange of information between vehicles and the surrounding infrastructure.
We evaluate the performance of our proposed method using a simulation-based evaluation 
framework, and show that it outperforms existing methods in terms of security, reliability, and 
scalability.

Dissimilar Method w/o Decomposition

     : Descriptions of Background,      : Descriptions of Result

Generation for the Method Facet

Figure 3: Examples of the generated similar and dissimilar method facets with our self-fed decomposition (left) and
without the (w/o) decomposition (right). Directly generating similar and dissimilar facets without decomposition
can lead to the results containing facets other than the intended one, as highlighted.

X

B-

M-

R-

MiniLM

Dissimilar Facets

this is the original {facet} of the paper abstract:

SUMMARIZED_FACET

The following is a dissimilar {facet} you generated 
with a similarity score of SIMILARITY_SCORE :

DISSIMILAR_ FACET

write a {facet} that has a similarity score greater 
than 0.25 and less than 0.75 with the original:

Prompt for Hard Negative Generation

Background

Method

Result

Summarized Facets

0.003
Similarity Scores

0.012 0.107

LLAMA2

B-

M-

R-

Hard Negative Facets

R
es
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rin
g

0.235

0.997

0.487

Filtering X
0.235

0.997

0.487
Score < 0.5

B-

M-

R-

Final Hard Negative 
Facets

Score < 0.25

Figure 4: Hard negative generation procedure (§ 3.5).

of forty (Df ;Q, Df+, Df−) pairs per sample. Note235

that FaBle operates without any labels, including236

weak labels like citations or pre-divided facet tags.237

3.4 Fine-tuning for Faceted QBE238

We validate the efficacy of FaBle-augmented239

triplet pairs in model training via contrastive240

learning, the widely adopted mechanism for241

representation learning. Specifically, we em-242

ploy a pre-trained SciBERT (Beltagy et al.,243

2019)-based SPECTER (Cohan et al., 2020)244

to embed the documents. We fine-tune the245

model with triplet loss to verify whether the246

synthesized dataset benefits model training. Our247

loss function L(Df ;Q, Df+, Df−) is defined as:248

max
{
(d(Df ;Q, Df+)− d(Df ;Q, Df−) +m), 0

}
249

where d is a distance function, and m is the loss250

margin hyperparameter. Note that no additional251

modeling techniques are used to examine the252

unique effects of the augmentation.253

3.5 Hard Negative Generation 254

The significance and efficacy of hard negative min- 255

ing for retrieval tasks have been widely demon- 256

strated (Xiong et al., 2020; Zhan et al., 2021; Zhang 257

et al., 2021; Zhou et al., 2023). These studies high- 258

light that more challenging negative samples lead 259

to better representation capturing. In this work, we 260

explicitly prompt the LLM to create facets of differ- 261

ent topics to generate negative (dissimilar) ones for 262

a specific facet. This may compel the generation of 263

easily distinguishable snippets, potentially leading 264

to the absence of hard negative samples. 265

Thus, to enhance the FaBle-generated facets 266

from the perspective of negative sampling, we em- 267

ploy MiniLM1(Wang et al., 2020), a lightweight 268

cross-encoder model trained on MS MARCO (Ba- 269

jaj et al., 2016) using knowledge distillation, after 270

Stage 2 (Figure 4). With its proven high perfor- 271

mance and efficient inference time (Thakur et al., 272

2021), MiniLM is ideal for pseudo-relevance scor- 273

ing. The similarity score, MiniLM(Sf , Cf
dis), is 274

measured with the summarized facet Sf and the 275

generated dissimilar facet component Cf
dis inputs. 276

The output score reflects how closely the gener- 277

ated facet fragments align with the original facets. 278

Based on the score distribution, we regard the neg- 279

ative samples with a similarity score below 0.25 as 280

easy negatives. Here, we aim to regenerate those 281

samples to have a specific score distribution of 282

0.25–0.5 for hard negative mining. To control the 283

relevance level, we notify the LLM of the current 284

similarity score by including it in the prompt, in- 285

spired by recent studies that incorporate exact nu- 286

1https://huggingface.co/cross-encoder/ms-marco-
MiniLM-L-6-v2
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Orig FEIR
Train Valid Test Query Cands

Full 717 124 122 - -
Story 150 24 24 8 23
Question 717 124 122 8 80
Options 717 124 122 8 70

Table 1: Summary of the original TOEFL-QA dataset
(Orig) and the FEIR test set. Story is a shared facet
among multiple question-options sets.

meric values in instructions (Ribeiro et al., 2023;287

Zhang et al., 2024). We then measure the MiniLM288

scores for the regenerated facets and identify those289

below 0.5 as hard negatives. The recomposition290

process in Stage 3 is applied to the added facets,291

yielding the final supplemental hard negatives.292

4 FEIR293

The benchmark test set for faceted QBE is absent in294

domains other than scientific paper retrieval. This295

gap leads to a shortage of related studies in other296

fields, such as educational item retrieval, where297

each item comprises multiple facets. Even when298

items share similar Questions, their Stories and299

Options may differ, requiring fine-grained search300

queries. To validate the scalability of FaBle and301

support future research, we introduce a Faceted302

Educational exam Item Retrieval (FEIR) test set303

for the underexplored language education domain.304

Dataset Construction We employ exam items305

from the publicly available TOEFL-QA2(Chung306

et al., 2018; Tseng et al., 2016) dataset, a represen-307

tative English as a Foreign Language (EFL) exam,308

to build the FEIR. The dataset contains 963 TOEFL309

listening QA items, and we utilize 122 test set items310

for constructing the FEIR test set (Table 1). In-311

spired by CSFCube (Mysore et al., 2021), which312

has 16 queries per facet, and given our limited313

original dataset, we form 8 query items for each314

facet (total 24 queries). To ensure diversity in rele-315

vance scores, we evaluated each sample’s similar-316

ity with MiniLM scores and sequentially selected317

eight unique samples with the largest standard de-318

viations in their score distributions. Each facet319

contains four conversation-type and four lecture-320

type queries. For candidate selection in the story321

facet, where data is limited, we use all 23 remain-322

ing items except the query item. In the question323

and options facets, we choose 80 and 70 items, pri-324

oritizing those with the highest standard deviations325

after removing the query items.326

2https://github.com/iamyuanchung/TOEFL-QA/
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Figure 5: Score label distributions per query by facet.

Relevance Annotation To annotate relevance 327

between facet-specific query-candidate pairs, we 328

hired three experts: a language-learning major uni- 329

versity professor and two English specialists from 330

Upwork3. Each facet was assigned to two different 331

experts. Following detailed guidelines and rating 332

criteria (Appendix A, E), they rated the relevance 333

of each query and candidate item on a 0–3 scale, 334

similar to Mysore et al. (2021); the rounded average 335

of two ratings is the final score. Figure 5 shows the 336

score distribution of candidates per query, with a 337

minority being labeled between 1 and 3. This trend 338

mirrors the CSFCube test set, where an average 339

of 36.9 candidates per query are rated 1, and 9.8 340

candidates receive scores of 2 or 3. We examine the 341

inter-annotator agreement by measuring the corre- 342

lations between two annotators’ labels: Kendall’s τ , 343

Spearman’s ρ, and Pearson’s r. The facet-average 344

values are 0.474, 0.492, and 0.557, respectively 345

(p<0.05), indicating positive agreements (Chiang 346

and Lee, 2023). 347

5 Experiments 348

Data and Settings We use only 1017 random 349

paper abstracts from the 81.1M papers in the open- 350

source S2ORC4 corpus (Lo et al., 2020), having 351

metadata, abstracts, and full text of academic pa- 352

pers. However, we do not use any annotated in- 353

formation in this work. By deliberately limiting 354

the initial data to a small amount (approximately 355

0.00125%), we aim to validate that our method is 356

effective in practical data-scarce settings. As the 357

CSFCube comprises scientific papers in the com- 358

puter science domain, we also select abstracts from 359

the same field. Applying the FaBle with 1K docu- 360

ments, 40 triplet document pairs are generated per 361

facet for a single document, resulting in 40.68K 362

triplet pairs. To apply FaBle for education exam 363

items, we use 717 items from the TOEFL QA train- 364

ing set, creating total 28.68K pairs As the dataset 365

already has facet labels, we directly employ Stages 366

3https://www.upwork.com/
4https://allenai.org/data/s2orc
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CFSCUBE Facets Background Method Result Aggregated
Model NDCG%20 MAP NDCG%20 MAP NDCG%20 MAP NDCG%20 MAP
SentBERT-PP 60.80 - 33.40 - 52.35 - 48.57 -
SentBERT-NLI 54.23 - 31.10 - 51.30 - 45.39 -
CoSentBert 61.27 35.78 38.77 19.27 50.68 32.15 50.68 28.95
SCINCL 70.02 49.64 46.61 27.14 61.70 41.83 59.24 39.37
SPECTER-ID 69.22 - 42.76 - 60.40 - 57.22 -
TSASPIRESpec 70.22 49.58 48.20 28.86 64.39 42.92 60.71 40.26
OTASPIRESpec 71.04 50.56 46.46 27.64 67.38 44.75 61.41 40.79
TS+OTASPIRESpec 70.99 51.79 47.60 26.68 64.82 43.06 60.86 40.26
SPECTER 66.70 43.95 37.41 22.44 56.67 36.79 53.28 34.23
+FaBle (Ours) 67.38 42.66 44.97 25.98 58.10 38.60 56.60 35.60

±0.28 ±0.32 ±0.16 ±1.05 ±1.78 ±1.31 ±0.57 ±0.52

SPECTER-COCITEScib 68.71 48.40 46.79 26.95 59.68 38.93 58.16 37.90
SPECTER-COCITESpec 70.03 49.99 45.99 25.60 59.95 37.33 58.38 37.39
+FaBleSpec (Ours) 70.09 45.93 49.14 30.90 60.88 38.08 59.79 38.11

±0.09 ±0.54 ±0.95 ±0.89 ±0.86 ±0.20 ±0.26 ±0.31

+FaBleSpec+HN (Ours) 69.48 46.03 49.43 32.57 61.09 38.14 59.76 38.73
±0.83 ±0.60 ±1.11 ±1.32 ±0.37 ±0.64 ±0.75 ±0.66

Table 2: Evaluation results on CSFCube test set. SPECTER-COCITESpec and SPECTER-COCITEScib are the
SPECTER- and SciBERT (Beltagy et al., 2019)-initialized model trained with co-citation dataset, respectively.
+FaBle and +FaBleSpec denote fine-tuning on the above SPECTER and SPECTER-COCITESpec, respectively.
+FaBleSpec+HN is the addition of Hard Negative samples. Bold: the highest among baseline and proposed methods,
underline: the highest score in each column, ±: standard deviation of three runs.

Background Method Result
Summarized Facet (Sf ) 0.756 0.668 0.685
Similar Component (Cf

sim) 0.736 0.634 0.649

Table 3: Averaged similarity scores between the entire
document and each facet (denoted as Sf and Cf

sim).

2 and 3. Detailed settings are in Appendix B.367

Baselines Most studies on faceted QBE have368

used or fine-tuned the SPECTER (Cohan et al.,369

2020) model; hence, we adopt it as our baseline.370

Our primary aim is to evaluate the efficacy of facet-371

specific augmentation in data-scarce settings rather372

than resorting to supplementary methods for fine-373

grained QBE. Thus, our comparisons focus on the374

baseline models and those fine-tuned with FaBle-375

augmented data. We train two versions: the origi-376

nal SPECTER and SPECTER-COCITESPEC. The377

latter is similar to SPECTER but was additionally378

trained on 1.3M co-citation datasets from Mysore379

et al. (2022) with 2–3 point aggregation across380

queries. We also assess whether the FaBle-assisted381

model is comparable to other strong models for382

faceted QBE, with further details in Appendix C.383

Evaluation For evaluation, we use CSFCube5384

(Mysore et al., 2021) test set, which provides an-385

notations for faceted QBE on computer science386

papers. 50 query abstract–facet pairs are assigned387

relevance scores (0–3). We use the FEIR set to388

evaluate the educational exam item. For metrics,389

we employ normalized discounted cumulative gain390

5https://github.com/iesl/CSFCube

at rank K (NDCG@K) and mean average preci- 391

sion (MAP). In particular, we report NDCG%20, 392

computing at 20% of the query pool size, follow- 393

ing prior works (Wang et al., 2013; Mysore et al., 394

2021, 2022). For the FEIR with fewer queries and 395

candidates, we also report the NDCG%10. 396

6 Results 397

Table 2 shows the main results of FaBle across 398

three facets. Incorporating FaBle with SPECTER 399

enhances performance in all facets, yielding no- 400

table average gains of 3.4% in NDCG%20 and 1.4% 401

in MAP. For SPECTER-COCITE, fine-tuning the 402

model with FaBle also improves the performance, 403

highlighting our assistance in model training. 404

Facet-Specific Results The method facet, widely 405

recognized as the most challenging primarily due 406

to its focus on procedural descriptions of technical 407

concepts, encountered difficulties in assessing simi- 408

larity with prior models (Mysore et al., 2021, 2022). 409

In this context, the remarkable enhancements in 410

the method facet are noteworthy: an increase of 411

7.6% in NDCG%20 and 3.5% in MAP scores over 412

SPECTER. Moreover, FaBle with the SPECTER- 413

COCITE achieved a 3.4% rise in NDCG%20 and a 414

7.0% increase in MAP scores, even outperforming 415

the robust ASPIRE models, trained on ≈32 times 416

greater dataset than FaBle and employ co-citations 417

labels with additional optimal transport techniques. 418

Unlike them, FaBle leverages the knowledge em- 419

bedded within LLMs trained on massive corpora 420

to make intrinsic judgments about similarity by 421
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CFSCUBE Facets Background Method Result Aggregated
Model NDCG%20 MAP NDCG%20 MAP NDCG%20 MAP NDCG%20 MAP
SPECTER-COCITESpec 70.03 49.99 45.99 25.60 59.95 37.33 58.38 37.39
+FaBleSpec 70.09 45.93 49.14 30.90 60.88 38.08 59.79 38.11
+FaBle-RNSpec 69.61 46.58 46.82 28.62 59.83 37.47 58.48 37.32

Table 4: Ablation study results. While FaBle includes the generation of dissimilar facets in Stage 2, FaBle-RN
selects Random facets as Negatives. +FaBleSpec and +FaBle-RNSpec denote fine-tuning on the above model.
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Figure 6: MiniLM score distributions of generated Sim
and Dis facets. (a) Initial distributions; (b) shifts in
negative samples after regeneration; dashed line: mean.

individual facets. This enables the generation of422

sentences that deliberately mirror or distort proce-423

dural domain knowledge, resulting in sophisticated424

candidate construction, even for complex facets.425

Thus, the synthesized data can contribute to more426

discriminative representations for retrieval.427

However, the background, already achieved high428

scores (52.27% higher NDCG%20 than the method429

on SPECTER-COCITESpec), shows modest im-430

provements, with a slight decline in MAP. This431

outcome is attributable to the comprehensive na-432

ture of the paper’s background (Andrade, 2011),433

which existing coarse-grained systems can suffi-434

ciently capture; small gaps across all models also435

support this. Further, Mysore et al. (2022) noted436

that the stronger correlation between background437

contents and the paper’s overall topic leads to the438

success of general models that incorporate whole439

abstract-level representations. We find this depen-440

dency by examining similarity scores between each441

decomposed and generated facet and full document.442

Table 3 reveals that the background facet has a443

higher similarity to the entire document than other444

facets, explaining the less pronounced impact of445

our facet-specific approach on it.446

In the result facet, the impact of FaBle is evident,447
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Figure 7: Comparison of NDCG%20 (left) and MAP
(right) performances by the dataset size per facet.

although not as large as the method. This outcome 448

aligns with prior models’ performance, falling be- 449

tween the other two facets. Some results can be 450

easily identified as similar by common phrase over- 451

laps, while others demand a detailed interpretation 452

of the query (Mysore et al., 2021), where our so- 453

phisticated processing can be effective. The results 454

are contextually dependent on other facets, as they 455

typically discuss method-driven observations or 456

background-posed problem-solving. Consequently, 457

their similarities are shaped by overall abstract rel- 458

evance (Mysore et al., 2022). The superiority of 459

multi-match-based OTASPIRE over single-match- 460

based TSASPIRE in the result facet supports this. 461

Thus, enriching FaBle with auxiliary methods ad- 462

dressing global-level similarity can be beneficial. 463

7 Analysis and Discussion 464

Impact of Hard Negatives We investigate the 465

impact of hard-negative generation (§ 3.5). Be- 466

fore analyzing, we examine how our hard-negative 467

sampling altered the score distribution of exist- 468

ing negatives. Figure 6 exhibits that regeneration 469

shifted the average to around 0.75 points, align- 470

ing with our goal of acquiring more challenging 471

samples. We only select samples below 0.5 as 472

hard negatives to differentiate from positives. Ta- 473

ble 2 (FaBleSpec+HN) indicate that hard negatives 474

for a specific facet, regenerated to have a higher 475

similarity score, remarkably assist method-faceted 476

retrieval but not in the others. Creating high- 477

similarity negative samples to a specific facet may 478

hinder the relevance recognition on the general 479

facets like background and result. Yet, for facets 480

demanding a fine-grained approach, auxiliary op- 481
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Story Question Options Aggregated
Model NDCG%20 NDCG%10 MAP NDCG%20 NDCG%10 MAP NDCG%20 NDCG%10 MAP NDCG%20 NDCG%10 MAP
SCINCL 69.15 71.88 60.79 29.64 23.05 19.00 80.26 78.81 58.67 59.68 57.91 46.15
+FaBle 69.11 76.04 61.67 29.91 26.34 23.70 80.15 78.51 58.87 59.72 60.30 48.08

±0.70 ±0.00 ±0.03 ±0.34 ±0.52 ±0.01 ±0.65 ±0.65 ±2.70 ±0.30 ±0.04 ±0.90

SPECTER 61.85 65.62 64.20 27.57 21.75 17.43 78.74 78.18 53.75 56.05 55.18 45.13
+FaBle 64.36 65.62 64.40 28.10 22.61 19.35 80.43 78.35 55.66 57.63 55.53 46.47

±0.63 ±0.00 ±0.02 ±0.10 ±0.00 ±0.08 ±0.00 ±0.00 ±0.02 ±0.19 ±0.00 ±0.02

Table 5: Evaluation results on FEIR test set. FaBle denotes fine-tuning the SPECTER with our augmented dataset.

Question
Orig Why does the professor ask the man to come to her office?

Sim
What would be an appropriate reason why the professor might invite the
student to her office?

Dis What are some benefits of studying abroad?
Options

Orig

1.The effect of the decrease in temperatures on wetlands
2.The use of computer models to analyze temperature patterns
3.The theory that land development affected the climate of South Florida
4.The importance of the citrus industry to the South Florida economy
1.The impact of urbanization on local ecosystems
2.The role of water management practices in shaping regional climates
3.The influence of agricultural activities on atmospheric conditions

Sim

4.The effects of deforestation on biodiversity and climate
1.The impact of social media on teenagers’ self-esteem
2.The benefits of meditation for mental health
3.The history of the civil rights movement in the United States

Dis

4.The role of parental involvement in student academic achievement

Table 6: Generated Sim and Dis facets of Question and
Options. Relevant terms are highlighted in bold.

timizing with hard negatives can boost contrastive482

learning (Qu et al., 2021; Santhanam et al., 2022;483

Ostendorff et al., 2022; Formal et al., 2022).484

Comparison with Random Sampling We com-485

pared the efficacy of directly generating negative486

facets to random sampling (Table 4). In particu-487

lar, we replaced dissimilar facet fragments created488

for each document with randomly selected original489

facets from other documents. Original facets are490

not defined in the document; thus, we utilize the491

summarized facets from Stage 1. Table 4 indicate492

that FaBle, which integrates generating dissimi-493

lar component as specific-facet-tailored negatives,494

achieves markedly better performance than FaBle-495

RN, which employs random sampling. Hence, our496

subtle negative sampling may be a key for faceted497

QBE, aligning with contemporary research that498

emphasizes the advantages of strategic negative499

sampling over random approaches (Qu et al., 2021;500

Zhan et al., 2021; Zhou et al., 2023).501

Effects of the Data Size We examine how the502

amount of augmentation affects model perfor-503

mance. For 50%, we randomly select half the origi-504

nal document (0.5K out of 1K), creating 20K triplet505

pairs with FaBle. Figure 7 reveals that increasing506

the data size consistently enhances NDCG%20 and507

MAP scores. For both metrics, the Background508

facet shows reasonably high scores even at the base509

level, implying that the model itself could represent 510

this comprehensible facet well; hence, fine-tuning 511

on larger data moderately impacts the model per- 512

formance. Meanwhile, the Method facet, indicated 513

to be underrepresented in the baseline model by ex- 514

hibiting lagged performance behind the other two 515

facets, shows a clear improving tendency as the 516

amount of FaBle-augmented data increases. Thus, 517

tailoring data size to the specific needs of individual 518

facets is essential for training optimization. 519

Results on FEIR Table 5 presents the experi- 520

mental results of fine-tuning SPECTER on FaBle- 521

augmented data with educational items. FaBle 522

brings in performance improvements in all facets, 523

with the substantial 3.6% NDCG and 3.4% MAP 524

increases in the question facet, mirroring trends of 525

the CSFCube results (Table 3). Generally, when 526

holistically finding similar items using a coarse- 527

grained approach, question, which comprises a sin- 528

gle sentence, is more likely to be overlooked than 529

options’ four sentences and a story of a paragraph 530

constituting multiple sentences. In contrast, Fa- 531

Ble constructs facet-specific positive and negative 532

documents with modularized combinations, allow- 533

ing even less prominent facets to be targeted. In 534

the qualitative analysis for generation (Table 6), 535

similar components are content-relevant to the orig- 536

inal, while dissimilar ones shift to irrelevant topics, 537

implying FaBle’s ability to fit intentions. 538

8 Conclusion 539

We introduce FaBle, a multi-facet blending aug- 540

mentation that aids in direct model training for 541

faceted QBE. By modularizing facets by decom- 542

posing and recomposing, FaBle effectively synthe- 543

sizes pseudo-documents that match user-intended 544

facets, eliminating the need for pre-set annotations. 545

FaBle improves the retrieval performances, particu- 546

larly in the salient facet, surpassing models trained 547

on much larger datasets. In addition, we release a 548

FEIR test set for the language education domain, 549

demonstrating FaBle’s generalizability. 550
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Limitations551

Currently, we assume data scarcity by applying552

FaBle on a small amount of data to evaluate the553

assistance in real-world settings where open cor-554

pora are limited. However, as we observed the555

performance-improving trends with the increased556

amount of datasets, augmenting with more original557

data could lead to further enhancements. Secondly,558

in prior faceted QBE works, statistical tests are559

not provided, which may be attributed to the small560

test set size (e.g., 16-17 queries per facet in CS-561

FCube) confining statistical power. Nevertheless,562

to investigate the robustness of FaBle, we exam-563

ined the proportion of queries where performance564

remained equal or improved. Among the aggre-565

gated queries, 70.83%, 70.83%, and 75% showed566

increased NDCG%20, NDCG%10, and MAP scores567

over SPECTER, respectively, demonstrating that568

FaBle is effective for the majority of queries.569
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A Relevance Annotation for FEIR 824

For FEIR relevance annotation, experts rated the 825

relevance degree of each query and candidate item 826

within the facet on an integer scale from 0 to 3, 827

similar to Mysore et al. (2021), according to the 828

following guidelines: 829

• 3 (Near Identical): A strong and clear cor- 830

relation exists between the facet of a query 831

item and a candidate item. Significant over- 832

lap in content, background, context, or theme 833

indicates a high association level. 834

• 2 (Similar): An apparent degree of connec- 835

tion is observed between the facet of a query 836

item and a candidate item. Shared elements 837

or themes suggest a moderate level of associa- 838

tion. 839

• 1 (Related): A superficial connection exists 840

but is minimal. There may be slight thematic 841

or contextual similarities, but the items are 842

mainly independent. 843

• 0 (None or Irrelevant): Items that do not meet 844

the criteria for the above categories should be 845

labeled as 0. 846

B Experimental Settings 847

For all the experiments, we report the average re- 848

sults conducted by three runs with different seeds, 849

{22,222,2222}. The batch size is set as 30, follow- 850

ing the settings of the previous model (Mysore 851

et al., 2022). We use a 1e-5 learning rate and two 852

epochs for academic paper retrieval and a 1e-6 853

learning rate and two epochs for education items. 854

Margin m for the triplet loss is set as 1. Fine- 855

tuning and model inference are performed using an 856

A100-SXM4-40GB GPU and take approximately 857

2 hours. For LLaMA, we used the LLaMA2-13B 858

chat model6. To fine-tune SPECTER, we split the 859

generated dataset into training and validation sets 860

with a 9:1 ratio. 861

C Baseline Models 862

We examine the comparability of our method’s 863

performance with competitive models that exhib- 864

ited strong results in facet-conditional retrieval. In 865

particular, we report the results of a robust faceted 866

QBE model, ASPIRE (Mysore et al., 2022), and 867

its various comparisons, outlined in Mysore et al. 868

6https://ai.meta.com/llama/
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(2021) and Mysore et al. (2022). The reported869

TSASPIRESpec is a SPECTER-based single-match870

method with textual supervision, OTASPIRESpec is871

a multi-match method utilizing optimal transport,872

and TS+OTASPIRESpec combines both approaches,873

as a multi-task and multi-aspect method. They874

are trained with 1.3M training sets. Their compar-875

ison models, SentBERT-PP, SentBERT-NLI, and876

CoSentBert, are MPNET-1B7 based sentence em-877

bedding models. SPECTER-ID results are also878

reported, fine-tuned with 660K in-domain papers879

that fit the CSFCube test set.880

D Evaluation Metrics881

For evaluation, we employ normalized discounted882

cumulative gain at rank K (NDCG@K) and mean883

average precision (MAP), well-known retrieval884

metrics. In particular, we set K = p ∗ |C| where885

p ∈ (0, 1) and report NDCG%20, which denotes886

computing at 20% of the query pool size, following887

existing research (Wang et al., 2013; Mysore et al.,888

2021, 2022). The NDCG metric reflects the graded889

relevance scores of items to assess the ranking qual-890

ity, offering a more nuanced perspective than bi-891

nary metrics such as precision or recall, particularly892

when the dataset is annotated with multiple rele-893

vance scores. Given that our test sets, CSFCube894

and FEIR, have multiple numeric relevance anno-895

tations, NDCG would be the most suitable metric.896

Specifically, for the FEIR test set, which has fewer897

queries and candidates than CSFCube, we also re-898

port the NDCG%10 results, which compute at 10%899

of the query pool size.900

E Detailed Annotation Guidelines for901

FEIR902

Figures 8 and 9 illustrate the specific guidelines903

provided to the annotators for FEIR annotation.904

7MPNET-1B is pre-trained over 1B text pairs
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Annotation Guidelines for Faceted Relevances 
Researcher information is anonymized.  

January 02, 2024. 

We sincerely appreciate your valuable contribution to our research. The work you provided will 
greatly impact the advancement of our study and language education. Below is an explanation of 
the background of our research and the annotation method, presented in order. If you have any 
inquiries, please feel free to contact us via the above email. 

 

1 Background 

1.1 Broad Goal of Our Project 
When generating and managing items of exams like TOEFL, it is crucial to retrieve similar items 
among the whole exam items. However, since exam items are composed of multiple aspects, such 
as a “Story,” which describes the background, a “Question,” which serves as an instruction, and 
“Options,” which includes multiple-choice answers, consideration is required on which aspect to 
focus on when retrieving similar items. In this project, we focus on evaluating the models which 
retrieve TOEFL exam items similar to the query item specifically conditioned on the fine-grained 
aspect. Consequently, we aim to create an evaluation dataset to assess those models. 
 

 
 

1.2 Goal of the annotation and facet definitions 
Our annotation goal is to label the similarity between each query facet (aspect) and multiple 
candidate facets with integer values 0, 1, 2, 3. The facets used in our task are as follows: 

• Story: a "story" refers to a series of narratives or explanations that serve as the 
background for a TOEFL question. These stories are either a lecture or conversation type 
and revolve around a specific topic or situation. 

• Question: This refers to a problem or inquiry presented based on the context or 
information within a story. It typically signifies an issue or query derived from the 
narrative's background or content. 

• Options: “Options” generally represent the possible choices or answers to a given 
question. In our task, they consist of one answer response and four incorrect alternatives 
to the provided problem or query. Respondents are required to choose the most suitable 
option based on the given information. 

 

Figure 8: The first page of the provided guidelines for FEIR annotation.
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2 Relevance Annotation Guidelines 
The annotation guideline for each score value is as follows: 

• 3 / Near Identical: A strong and clear correlation exists between the query aspect and 
the candidate sample. The content, background, context, or theme significantly overlaps, 
indicating a high level of association. 

• 2 / Similar: There is a noticeable degree of connection between the query aspect and 
the candidate sample. There are shared elements or themes that suggest a moderate 
level of association. 

• 1 / Related: Some superficial connection exists, but it is minimal. There might be a slight 
thematic or contextual similarity, but the items are mainly independent. 

• 0 / None or Irrelevant: Samples that don't meet the above three criteria should be 
labeled 0. 

 

Please note that the comparison is done within the same facet, not between different facets. For 
example, please evaluate the similarity between the given query Story and multiple candidate Stories 
on a scale from 0 to 3. Similarly, please assess the similarity between the given query Question and 
candidate Questions, as well as between the query Options and candidate Options. Below is the 
example of assessing relevance score for a Story facet: 

 
The provided files are: 1) query.xlsx and 2) candidate_and_annotation.xlsx files. 

1) query.xlsx  file includes 8 query Story, 8 query Question, and 8 query Options. 

2) candidate_and_annotation.xlsx  file includes 23 candidate Stories, 80 candidate Questions, 
and 70 candidate Options, with the columns for labeling relevance scores.  

In one facet, for each query in file (1), please assess the similarity score with the candidates in file (2). 
 

Once again, thank you for your time to help our project. Your insights will be highly valued, and we 
appreciate your support. 
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Figure 9: The second page of the provided guidelines for FEIR annotation.
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