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HOW LANGUAGE MODELS LEARN CONTEXT-FREE
GRAMMARS

ABSTRACT

We design experiments to study how generative language models, such as GPT,
learn context-free grammars (CFGs) — complex language systems with tree-like
structures that encapsulate aspects of human logic, natural languages, and pro-
grams. CFGs, comparable in difficulty to pushdown automata, can be ambiguous,
usually requiring dynamic programming for rule verification. We create synthetic
data to show that pre-trained transformers can learn to generate sentences with
near-perfect accuracy and impressive diversity, even for quite challenging CFGs.
Crucially, we uncover the mechanisms behind transformers learning such CFGs.
We find that the hidden states implicitly encode the CFG structure (such as putting
tree node info exactly on the subtree boundary), and that the transformer can form
“boundary to boundary” attentions that mimic dynamic programming. We also
discuss CFG extensions and transformer robustness against grammar errors.

1 INTRODUCTION

Language models (OpenAI, 2023) are neural networks designed to learn the probability distribution
of natural language and generate text. Models like GPT (Radford et al., 2018) can accurately follow
language structures (Shen et al., 2017; Tenney et al., 2019), even in smaller models (Black et al.,
2021). However, the mechanisms and representations these models use to capture language rules
and patterns remain unclear. Despite recent theoretical advances in understanding language mod-
els (Bhattamishra et al., 2020; Jelassi et al., 2022; Li et al., 2023; Liu et al., 2022; Yao et al., 2021),
most are limited to simple settings and fail to account for the complex structure of languages.

In this paper, we explore the mechanisms behind generative language models learning probabilistic
context-free grammars (CFGs) (Lee, 1996). CFGs, capable of generating a diverse set of highly
structured expressions, consist of terminal (T) and nonterminal (NT) symbols, a root symbol, and
production rules. A string belongs to the language generated by a CFG if there is a sequence of rules
that transform the root symbol into the string of T symbols. For instance, the CFG below generates
the language of balanced parentheses:

s → ss | (s) | ∅
where ∅ denotes the empty string. Examples in the language include ∅,(),(()),()(),((())).

Many structures in languages can be viewed as CFGs, including grammars, structures of the codes,
mathematical expressions, music patterns, article formats (for poems, instructions, legal docu-
ments), etc. We use transformer (Vaswani et al., 2017) as the generative language model and study
how it learns the CFGs. Transformers can encode some CFGs, especially those that correspond
to the grammar of natural languages (Arps et al., 2022; Hewitt & Manning, 2019; Manning et al.,
2020; Maudslay & Cotterell, 2021; Shi et al., 2022; Vilares et al., 2020; Wu et al., 2020; Zhao et al.,
2023). However, the mechanism behind how such CFGs can be efficiently learned by transformers
remains unclear. Previous works (Deletang et al., 2023) studied transformer’s learnability on a few
languages in the Chomsky hierarchy (which includes CFGs) but the inner mechanisms regarding
how transformer can or cannot solve those tasks remain unclear.

For a generative language model to learn a long CFG (e.g. hundreds of tokens), it needs to efficiently
learn many non-trivial, long-distance planning. The model cannot just generate tokens that are
“locally consistent.” For example, to generate a string with balanced parentheses, the model must
keep track of the number and type of open and close parentheses globally. Imagine, for complex
CFGs, even verifying that a sequence satisfies a given CFG may require dynamic programming: to
have a memory and a mechanism to access the memory in order to verify the hierarchical structure
of the CFG. Learning CFGs is thus a significant challenge for the transformer model, and it tests the
model’s ability to learn and generate complex and diverse expressions.
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𝑥 =

𝔰6 =
𝔰5 =

𝔭6 =

𝔰4 =
𝔰3 =

𝔭5 =
𝔭4 =
𝔭3 =

𝔟♯ = 6        6     5        6        5     6     4     6        6     5        6     6     3        6 ...

…

(examples of) rules from cfg3f
…
18|->13 15 
13|->12 11 12 
15|->10 10 
10|->8 9 9 
10|->9 7 9 
11|->9 7 
12|->9 8 
12|->8 8 9
...
8|->3 1 1 
8|->1 2 
8|->3 3 1 
9|->1 2 1 
9|->3 3 
9|->1 1 
…

NT boundary 𝔟6=𝔟5=𝔟4=𝔟3=1
NT ancestors 𝔰6=9, 𝔰5=10, 𝔰4=15, 𝔰3=18

NT boundary 𝔟6=𝔟5=1
NT ancestors 𝔰6=9, 𝔰5=10

NT boundary 𝔟6=1
NT ancestor 𝔰6=8

NT boundary 𝔟6=𝔟5=𝔟4=1
NT ancestors 𝔰6=8, 𝔰5=12, 𝔰4=13

… …

… … …
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most adjacent NT boundaries at all levels

learns NT ancestor/boundary info 
linearly encoded in the hidden states

Figure 1: An example string x from G = cfg3f. Though formally defined in Section 2, bold symbols in color
represent NT boundaries which marks the ending positions of the parsed CFG subtrees at various
levels ℓ: we denote by bℓ(i) = 1 if position i is at the NT boundary for level ℓ. The NT ancestor
sℓ(i) represents the tree node’s name at level ℓ for a symbol at position i.

Remark. In this paper, we analyze the transformer’s ability to learn highly ambiguous CFGs. Even
if the CFG rules are given, typically one uses dynamic programming (DP) to decide if x ∈ L(G) .

In this study, we pre-train GPT-2 (Radford et al., 2019) on a language modeling task using a large
corpus of strings sampled from a few very non-trivial CFGs that we construct with different levels
of difficulties — see Figure 1 for an example and Figure 9 in the appendix for more. We test the
model’s accuracy and diversity by feeding it prefixes from the CFG and observing if it can generate
accurate completions.

• We show the model can achieve near-perfect CFG generation accuracies.
• We check the model’s output distribution / diversity show it is close to that of the true CFG.

Our paper’s key contribution is an analysis of how transformers recover the structures of the un-
derlying CFG, examining attention patterns and hidden states. Specifically, we:

• Develop a probing method to verify that the model’s hidden states linearly encode NT informa-
tion almost perfectly, a significant finding as pre-training does not expose the CFG structure.

• Introduce methods to visualize and quantify attention patterns, demonstrating that GPT learns
position-based and boundary-based attentions, contributing to understanding the CFG’s regular-
ity, periodicity, and hierarchical structure.

• Suggest that GPT models learn CFGs by implementing a dynamic programming-like algorithm.
We find that boundary-based attention allows a token to attend to its closest NT symbols in the
CFG tree, even when separated by hundreds of tokens. This resembles dynamic programming,
in which the CFG parsing on a sequence 1...i needs to be “concatenated” with another sequence
i+ 1...j in order to form a solution to a larger problem on 1...j. See Figure 1 for an illustration.

We also explore implicit CFGs (Post & Bergsma, 2013), where each T symbol is a bag of tokens,
and data is generated by randomly sampling tokens. This allows capturing additional structure, like
word categories. We demonstrate that the model learns implicit CFGs by encoding the T symbol
information in its token embedding layer. We also investigate model robustness using CFGs, testing
the model’s ability to correct errors and generate valid CFGs from a corrupted prefix.

2 CONTEXT-FREE GRAMMARS

A probabilistic context-free grammar (CFG) is a formal system defining a string distribution using
production rules. It comprises four components: terminal symbols (T), nonterminal symbols (NT),
a root symbol (root ∈ NT), and production rules (R). We represent a CFG as G = (T,NT,R),
with L(G) denoting the string distribution generated by G.

We mostly focus on L-level CFGs where each level ℓ ∈ [L] corresponds to a set of symbols NTℓ

with NTℓ ⊆ NT for ℓ < L, NTL = T, and NT1 = {root}. Symbols at different levels
are disjoint: NTi ∩ NTj = ∅ for i ̸= j. We consider rules of length 2 or 3, denoted as R =
(R1, . . . ,RL−1), where each Rℓ consists of rules in the form:

r = (a 7→ b, c, d) or r = (a 7→ b, c) for a ∈ NTℓ and b, c, d ∈ NTℓ+1

Given a non-terminal symbol a ∈ NT and any rule r = (a 7→ ⋆), we say a ∈ r. For each a ∈ NT,
its associated set of rules is R(a) :=

{
r | r ∈ Rℓ ∧ a ∈ r

}
, its degree is |R(a)|, and the CFG’s size

is (|NT1|, |NT2|, . . . , |NTL|).
Generating from CFG. To generate samples x from L(G), follow these steps:
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S
NP VP

TO VP
VBD VP

TO VP
VB NP

NP PP
IN NP

PP
IN NP

.
S

NP
NP

DT NN
PP

IN NP
NP PP

IN NP
DT NN

VP
VBZ VP

VBD SBAR
S

PP
IN NP

, NP
CD NNS

VP
TO VP

VBZ VP
VBD NP

DT JJ NN NN

.

(a) real-life English CFG derived from Penn Treebank, short and simple
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(b) a family of max-depth 11 CFGs where rules have length 1 or 2 that GPT can learn, see cfg0 in Appendix H

Figure 2: CFG visual comparisons: left is a medium-length sample, and right is a 80%-percentile-length sample

1. Start with the root symbol NT1.
2. For each layer ℓ < L, keep a sequence of symbols sℓ =

(
sℓ,1, · · · , sℓ,mℓ

)
.

3. For the next layer, randomly sample a rule r ∈ R(sℓ,i) for each sℓ,i with uniform probability.1
Replace sℓ,i with b, c, d if r = (sℓ,i 7→ b, c, d), or with b, c if r = (sℓ,i 7→ b, c). Let the resulting
sequence be sℓ =

(
sℓ+1,1, · · · , sℓ+1,mℓ+1

)
.

4. During generation, when a rule sℓ,i 7→ sℓ+1,j , sℓ+1,j+1 is applied, define the parent parℓ+1(j) =
parℓ+1(j + 1) := i (and similarly if the rule of sℓ,i is of length 3).

5. Define NT ancestor indices p = (p1(i), . . . , pL(i))i∈[mL] and NT ancestor symbols s =
(s1(i), . . . , sL(i))i∈[mL] as shown in Figure 1:

pL(j) := j , pℓ(j) := parℓ+1(pℓ+1(j)) and sℓ(j) := sℓ,pℓ(j)

The final string is x = sL = (sL,1, · · · , sL,mL
) with xi = sL,i and length len(x) = mL. We

use (x, p, s) ∼ L(G) to represent x with its associated NT ancestor indices and symbols, sampled
according to the generation process. We write x ∼ L(G) when p and s are evident from the context.

Definition 2.1. A symbol xi in a sample (x, p, s) ∼ L(G) is the NT boundary / NT end at level
ℓ ∈ [L − 1] if pℓ(i) ̸= pℓ(i + 1) or i = len(x). We denote bℓ(i) := 1xi is the NT boundary at level ℓ as the
NT-end boundary indicator function. The deepest NT-end of i is

b♯(i) = minℓ∈{2,3,...,L−1}{bℓ(i) = 1} or ⊥ if the set is empty .

The cfg3 synthetic CFG family. We focus on seven synthetic CFGs of depth L = 7 detailed
in Section B.1. The hard datasets cfg3b, cfg3i, cfg3h, cfg3g, cfg3f have sizes (1, 3, 3, 3, 3, 3, 3) and
increasing difficulties cfg3b < cfg3i < cfg3h < cfg3g < cfg3f. The easy datasets cfg3e1 and
cfg3e2 have sizes (1, 3, 9, 27, 81, 27, 9) and (1, 3, 9, 27, 27, 9, 4) respectively. The sequences gener-
ated by these CFGs are up to 36 = 729 in length. Typically, the learning difficulty of CFGs inversely
scales with the number of NT/T symbols or CFG rules, assuming other factors remain constant (see
Figure 3 and more in Appendix H). We thus primarily focus on cfg3b, cfg3i, cfg3h, cfg3g, cfg3f.

Why Such CFGs. In this paper, we use CFG as a proxy to study some rich, recursive structure
in languages, which can cover some logics, grammars, formats, expressions, patterns, etc. Those
structures are diverse yet strict (for example, Section 3.1 should be only followed by Section 3.1.1,
Section 4 or Section 3.2, not others). We create a synthetic CFG to approximate such richness and
structure. The CFGs we consider are non-trivial, with likely over 2270 > 1080 strings in cfg3f among
a total of over 3300 > 10140 possible strings of length 300 or more (see the entropy estimation in
Figure 3). The probability of a random string belonging to this language is nearly zero, and a random
completion of a valid prefix is unlikely to satisfy the CFG.

Moreover, to probe the inner workings of the transformer, we choose a CFG family with a “canonical
representation” and show a high correlation between this representation and the hidden states in
the learned transformer. Such a controlled experiment allows us to better understand the learning
process. We also construct additional CFG families to study “not-so-canonical” CFG trees, with
results deferred to Appendix H. We do not claim our result captures all CFGs, however, we view
our work as a promising starting point: our CFG is already quite challenging for a transformer to
learn — for example, in Appendix H, we show that a CFG derived from English Penn TreeBank can
be learned well using small models (like GPTs with ∼ 100k parameters), whereas our cfg3 family
requires GPT2 with 100M parameters — yet we can still identify how transformer learns it.

1For simplicity, we consider the uniform case, eliminating rules with extremely low probability. Such rules
complicate the learning of the CFG and the investigation of a transformer’s inner workings. Our results can
easily extend to non-uniform cases, provided the distributions are not heavily unbalanced.
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Figure 3: Generation accuracy (left), entropy (middle), KL-divergence (right) across multiple CFG datasets.
Observation: Less ambiguous CFGs (cfg3e1, cfg3e2, as they have fewer NT/T symbols) are easier
to learn. Modern transformer variants using relative positional embedding (GPTrel or GPTpos) are
better for learning complex CFGs. We also present weaker variants GPTpos and GPTuni that base their
attention matrices solely on token positions (serving specific purposes in Section 5.1).

3 TRANSFORMER LEARNS SUCH CFGS

In this section, we evaluate the generative capability of the transformer by testing its accuracy in
completing sequences from prefixes of strings in L(G). We also evaluate the diversity of the gener-
ated outputs and verify if the distribution of these strings aligns with the ground truth L(G).
Models. We denote the vanilla GPT2 small architecture (12-layer, 12-head, 768-dimensions) as
GPT (Radford et al., 2019). Given GPT2’s weak performance due to its absolute positional em-
bedding, we implemented two modern variants. We denote GPT with relative positional attention
(He et al., 2020) as GPTrel, and GPT with rotary positional embedding (Black et al., 2022; Su et al.,
2021) as GPTrot. For specific purposes in later sections, we introduce two weaker variants of GPT.
GPTpos replaces the attention matrix with a matrix based solely on tokens’ relative positions, while
GPTuni uses a constant, uniform average of past tokens from various window lengths as the attention
matrix. Detailed explanations of these variants are in Section B.2.

Completion accuracy. We generate a large corpus {x(i)}i∈[N ] from a synthetic CFG G as de-
scribed in Section 2. A model F is pretrained on this corpus, treating each terminal symbol as a
separate token, using an auto-regressive task (Section B.3 for details). For evaluation, F gener-
ates completions for prefixes x:c = (x1, x2, · · · , xc) from strings x freshly generated from L(G).
The generation accuracy is measured as Prx∼L(G)+ randomness of F [(x:c, F (x:c)) ∈ L(G)]. We use
multinomial sampling without beam search for generation.2

Figure 3 (left) shows the generation accuracies for cuts c = 0 and c = 50. The c = 0 result tests the
transformer’s ability to generate a sentence in the CFG, while c = 50 tests its ability to complete a
sentence.3 The results show that the pretrained transformers can generate near-perfect strings that
adhere to the CFG rules for the cfg3 data family.

Generation diversity. Could it be possible that the trained transformer only memorized a small
subset of strings from the CFG? We evaluate its learning capability by measuring the diversity of its
generated strings. High diversity suggests a better understanding of the CFG rules.

Diversity can be estimated through entropy. Given a distribution p over strings and a sampled subset
S =

{
x(i)

}
i∈[M ]

from p, for any string x ∈ S, denote by len(x) its length so x = (x1, . . . , xlen(x)),
and denote by xlen(x)+1 = eos. The entropy in bits for p can be estimated by

− 1
|S|

∑
x∈S

∑
i∈[len(x)+1] log2 Prp

[
xi | x1, . . . , xi−1

]
We compare the entropy of the true CFG distribution and the transformer’s output distribution using
M = 20000 samples in Figure 3 (middle).

Diversity can also be estimated using the birthday paradox to lower bound the support size of a
distribution (Arora & Zhang, 2017). Given a distribution p over strings and a sampled subset S ={
x(i)

}
i∈[M ]

from p, if every pair of samples in S are distinct, then with good probability the support
of p is of size at least Ω(M2). In Appendix C.1, we conducted an experiment with M = 20000.
We performed a birthday paradox experiment from every symbol a ∈ NTℓ1 to some other level

2The last softmax layer converts the model outputs into a probability distribution over (next) symbols.
We follow this distribution to generate the next symbol, reflecting the unaltered distribution learned by the
transformer. This is the source of the “randomness of F ” and is often referred to as using “temperature τ = 1.”

3Our cfg3 family is large enough to ensure a negligible chance of a freshly sampled prefix of length 50
being seen during pretraining.
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ℓ2 > ℓ1, comparing that with the ground truth. For instance, we confirmed for the cfg3f dataset,
there are at least Ω(M2) distinct sequences to level 5 generated from a symbol a ∈ NT2 — not
to mention from the root in NT1 to the leaf at level 7. In particular, M2 is already more than the
number of parameters in the model. From both experiments, we conclude that the pre-trained model
does not rely on simply memorizing a small set of patterns to learn the CFGs.

Distribution comparison. To fully learn a CFG, it is crucial to learn the distribution of generating
probabilities. However, comparing distributions of exponential support size can be challenging. A
naive approach is to compare the marginal distributions p(a, i), which represent the probability of
symbol a ∈ NTℓ appearing at position i (i.e., the probability that sℓ(i) = a). We observe a strong
alignment between the generation probabilities and the ground-truth distribution, see Appendix C.2.

Another approach is to compute the KL-divergence between the per-symbol conditional distribu-
tions. Let p∗ be the distribution over strings in the true CFG and p be that from the transformer
model. Let S =

{
x(i)

}
i∈[M ]

be samples from the true CFG distribution. Then, the KL-divergence

can be estimated as follows:4

1
|S|

∑
x∈S

1
len(x)+1

∑
i∈[len(x)+1]

∑
t∈T∪{eos} Prp∗ [t | x1, . . . , xi−1] log

Prp∗ [t|x1,...,xi−1]

Prp[t|x1,...,xi−1]

In Figure 3 (right) we compare the KL-divergence between the true CFG distribution and the trans-
former’s output distribution using M = 20000 samples.

4 HOW DO TRANSFORMERS LEARN CFGS?

In this section, we delve into the learned representation of the transformer to understand how it
encodes CFGs. We employ various measurements to probe the representation and gain insights.

Recall classical way to solve CFGs. Given CFG G, the classical way to verify if a sequence
x satisfies L(G) is to use dynamic programming (DP) (Sakai, 1961; Sipser, 2012). One possible
implementation of DP involves using the function DP(i, j, a), which determines whether or not
xi, xi+1 . . . , xj can be generated from symbol a following the CFG rules. From this DP represen-
tation, a DP recurrent formula can be easily derived.5

In the context of this paper, any sequence x ∼ L(G) that satisfies the CFG must satisfy the following
conditions (recall the NT-boundary bℓ and the NT-ancestor sℓ notions from Section 2):

bℓ(i− 1) = 1, bℓ(j) = 1,∀k ∈ [i, j), bℓ(k) = 0 and sℓ(i) = a =⇒ DP(i, j, a) = 1 (4.1)

Note that (4.1) is not an “if and only if” condition because there may be a subproblem DP(i, j, a) = 1
that does not lie on the final CFG parsing tree but is still locally parsable by some valid CFG subtree.
However, (4.1) provides a “backbone” of subproblems, where verifying their DP(i, j, a) = 1 values
certifies that the sentence x is a valid string from L(G). It is worth mentioning that depending on the
implementation of a DP program (e.g., different orders on pruning or binarization), not all (i, j, a)
tuples need to be computed in DP(i, j, a). Only those in the “backbone” are necessary.

Connecting to transformer. In this section, we investigate whether pre-trained transformer F not
only generates grammatically correct sequences, but also implicitly encodes the NT ancestor and
boundary information. If it does, this suggests that the transformer contains sufficient information
to support all the DP(i, j, a) values in the backbone. This is a significant finding, considering that
transformer F is trained solely on the auto-regressive task without any exposure to NT information.
If it does encode the NT information after pretraining, it means that the model can both generate and
certify sentences in the CFG language.

4.1 FINDING 1: TRANSFORMER’S HIDDEN STATES ENCODE NT ANCESTORS AND BOUNDARIES

Let l be the last layer of the transformer (other layers are considered in Appendix D.2). Given
an input string x, the hidden state of the transformer at layer l and position i is denoted as

4A nearly identical formula was also used in DuSell & Chiang (2022).
5For example, one can compute DP(i, j, a) = 1 if and only if there exists i = i1 < i2 < · · · < ik = j + 1

such that DP(ir, ir+1−1, br) = 1 for all r ∈ [k−1] and a → b1, b2, . . . , bk is a rule of the CFG. Implementing
this naively would result in a O(len4) algorithm for CFGs with a maximum rule length of 3. However, it can
be implemented more efficiently with O(len3) time by introducing auxiliary nodes (e.g., via binarization).
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Figure 4: After pre-training, hidden states of generative models implicitly encode the NT ancestors informa-
tion. The NTℓ column represents the accuracy of predicting sℓ, the NT ancestors at level ℓ.

It also encodes NT boundaries, see Appendix D.1; and such information is discovered gradually and
hierarchically, across layers and training epochs, see Appendix D.2 and D.3. We compare against a
baseline which is the encoding from a random GPT. We also compare against DeBERTa, illustrating
that BERT-like models are less effective in learning NT information at levels close to the CFG root.

Ei(x) ∈ Rd. We investigate whether a linear function can predict
(
b1(i), . . . , bL(i)

)
i∈[len(x)] and(

s1(i), . . . , sL(i)
)
i∈[len(x)] using only

(
Ei(x)

)
i∈[len(x)]. If possible, it implies that the last-layer

hidden states encode the CFG’s structural information up to a linear transformation.

Our multi-head linear function. Due to the high dimensionality of this linear function (e.g.,
len(x) = 300 and d = 768 yield 300 × 768 dimensions) and variable string lengths, we propose
a multi-head linear function for efficient learning. We consider a set of linear functions fr : Rd →
R|NT|, where r ∈ [H] and H is the number of “heads”. To predict any sℓ(i), we apply:

Gi(x) =
∑

r∈[H],k∈[len(x)] wr,i→k · fr(Ek(x)) ∈ R|NT| (4.2)

where wr,i→k :=
exp(⟨Pi,r,Pk,r⟩)∑

k′∈[len(x)] exp(⟨Pi,r,Pk′,r⟩)
for trainable parameters Pi,r ∈ Rd′

. Gi can be seen as

a “multi-head attention” over linear functions. We train Gi(x) ∈ R|NT| using the cross-entropy loss
to predict

(
sℓ(i)

)
ℓ∈[L]

. Despite having multiple heads,

Gi(x) is still a linear function over
(
Ek(x)

)
k∈[len(x)]

as the linear weights wr,i→k depend only on positions i and k, not on x. Similarly, we train G′
i(x) ∈

RL using the logistic loss to predict the values
(
bℓ(i)

)
ℓ∈[L]

. Details are in Section B.4.

Results. Our experiments (Figure 4) suggest that pre-training allows the generative models to
almost perfectly encode the NT ancestor and NT boundary information in the last transformer layer’s
hidden states, up to a linear transformation.

4.2 FINDING 2: TRANSFORMER’S HIDDEN STATES ENCODE NT ANCESTORS AT NT BOUNDARIES

We previously used the entire hidden state layer,
(
Ei(x)

)
i∈[len(x)], to predict

(
sℓ(i)

)
ℓ∈[L]

for each
position i. This is essential for a generative/decoder model as it’s impossible to extract i’s NT
ancestors by only examining Ei(x) or the hidden states to its left, especially if a token xi is near the
string’s start or a subtree’s starting token in the CFG.

However, if we only consider a neighborhood of position i in the hidden states, say Ei±1(x), what
can we infer from it through linear probing? We can replace wr,i→k in (4.2) with a replace wr,i→k

with zeros for |i− k| > 1 (tridiagonal masking), or with zeros for i ̸= k (diagonal masking).

Results. We observe two key points. First, diagonal or tridiagonal masking is sufficient for predict-
ing NT boundaries, i.e., bℓ(i), with decent accuracy (deferred to Figure 15 in Appendix D.1). More
importantly, at NT boundaries (i.e., bℓ(x) = 1), such masking is adequate for accurately predicting
the NT ancestors sℓ(x) (see Figure 5). Hence, we conclude that the information of position i’s NT
ancestors is locally encoded around position i when i is on the NT boundary.

Related work. Our probing approach is akin to the seminal work by Hewitt & Manning (2019),
which uses linear probing to examine the correlation between BERT’s hidden states and the parse
tree distance metric (similar to NT-distance in our language). Subsequent studies (Arps et al., 2022;
Manning et al., 2020; Maudslay & Cotterell, 2021; Shi et al., 2022; Vilares et al., 2020; Wu et al.,
2020; Zhao et al., 2023) have explored various probing techniques to suggest that BERT-like trans-
formers can approximate CFGs from natural languages.
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Observation. BERT-like (encoder-
only) transformers, such as De-
BERTa, trained on a masked lan-
guage modeling (MLM) task, do
not store deep NT ancestor infor-
mation at the NT boundaries.
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Figure 5: Generative pre-trained transformer encodes NT ancestors almost exactly at NT boundaries. The NTℓ

column represents the linear-probing accuracy of predicting sℓ(i) at locations i with bℓ(i) = 1.
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(c) Bend→end
l,h,ℓ′→ℓ,r
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Figure 6: Attention has a strong bias towards “ NT-end at level ℓ′ to the most adjacent NT-end at ℓ ”, for even
different ℓ, ℓ′. For definitions see Section 5.2, and more experiments see Appendix E.2, E.3 and E.4.

Our approach differs in that we use synthetic data to demonstrate that linear probing can almost per-
fectly recover NT ancestors and boundaries, even for complex CFGs that generate strings exceeding
hundreds of tokens. We focus on pre-training generative language models. For a non-generative,
BERT-like model pre-trained via language-modeling (MLM), such as the contemporary variant De-
BERTa (He et al., 2020), learning deep NT information (i.e., close to the CFG root) is less effective,
as shown in Figure 4. This is expected, as the MLM task may only require the transformer to learn
NT rules for, say, 20 neighboring tokens. Crucially, BERT-like models do not store deep NT infor-
mation at the NT boundaries (see Figure 5).

Our results, along with Section 5, provide evidence that generative language models like GPT-2 em-
ploy a dynamic-programming-like approach to generate CFGs, while encoder-based models, typi-
cally trained via MLM, struggle to learn more complex/deeper CFGs.

5 HOW DO TRANSFORMERS LEARN NTS?

We now delve into the attention patterns. We demonstrate that these patterns mirror the CFG’s
syntactic structure and rules, with the transformer employing different attention heads to learn NTs
at different CFG levels.

5.1 POSITION-BASED ATTENTION

We first note that the transformer’s attention weights are primarily influenced by the tokens’ relative
distance. This holds true even when trained on the CFG data with absolute positional embedding.
This implies that the transformer learns the CFG’s regularity and periodicity through positional
information, which it then uses for generation. (We defer the figures to Appendix E.1 as this finding
may not surprise some readers.)

Motivated by this, we explore whether position-based attention alone can learn CFGs. In Figure 3,
we find that GPTpos (or even GPTuni) performs well, surpassing the vanilla GPT, but not reaching the
full potential of GPTrel. This supports the superior practical performance of relative-position based
transformer variants (such as GPTrel,GPTrot, DeBERTa) over their base models (GPT or BERT). On
this other hand, this also indicates that position attention along is not enough for transformers
to learn CFGs.
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5.2 BOUNDARY-BASED ATTENTION

Next, we remove the position-bias from the attention matrix to examine the remaining part. We
find that the transformer also learns a strong boundary-based attention pattern, where tokens on
the NT-end boundaries typically attend to the “most adjacent” NT-end boundaries, similar to
standard dynamic programming for parsing CFGs (see Figure 1). This attention pattern enables the
transformer to effectively learn the hierarchical and recursive structure of the CFG, and generate
output tokens based on the NT symbols and rules.

Formally, let Al,h,j→i(x) for j ≥ i denote the attention weight for positions j → i at layer l and
head h of the transformer, on input sequence x. Given a sample pool {x(n)}n∈[N ] ∈ L(G), we
compute for each layer l, head h,6

Al,h,p = AverageJAl,h,j→i(x
(n)) | n ∈ N, 1 ≤ i ≤ j ≤ len(x(n)) s.t. j − i = pK ,

which represents the average attention between any token pairs of distance p over the sample pool.
To remove position-bias, we focus on Bl,h,j→i(x) := Al,h,j→i(x)−Al,h,j−i in this subsection. Our
observation can be broken down into three steps.

• Firstly, Bl,h,j→i(x) exhibits a strong bias towards tokens i at NT ends. As shown in Figure 6(a),
we present the average value of Bl,h,j→i(x) over data x and pairs i, j where i+ δ is the deepest
NT-end at level ℓ (symbolically, b♯(i + δ) = ℓ). The attention weights are highest when δ = 0
and decrease rapidly for surrounding tokens.

• Secondly, Bl,h,j→i(x) also favors pairs i, j both at NT ends at some level ℓ. In Figure 6(b), we
show the average value of Bl,h,j→i(x) over data x and pairs i, j where bℓ(i+δ1) = bℓ(j+δ2) =
1 for δ1, δ2 ∈ {−1, 0, 1}.

• Thirdly, Bl,h,j→i(x) favors “adjacent” NT-end token pairs i, j. We define “adjacency” as fol-
lows: We introduce Bend→end

l,h,ℓ′→ℓ,r to represent the average value of Bl,h,j→i(x) over samples x

and token pairs i, j that are at the deepest NT-ends on levels ℓ, ℓ′ respectively (symbolically,
b♯(i) = ℓ ∧ b♯(j) = ℓ′), and are at a distance r based on the ancestor indices at level ℓ (symbol-
ically, pℓ(j) − pℓ(i) = r). In Figure 6(c), we observe that Bend→end

l,h,ℓ′→ℓ,r decreases as r increases,
and is highest when r = 0 (or r = 1 for pairs ℓ′ → ℓ without an r = 0 entry).7

In conclusion, tokens corresponding to NT-ends at level ℓ′ statistically have higher attention weights
to their most adjacent NT-ends at every level ℓ, even after removing position-bias.8

Connection to DP. Recall that dynamic programming (DP) comprises two components: storage
and recurrent formula. While it’s impractical to identify a specific DP implementation that the trans-
former follows since there are countless many ways to implement a DP, we can highlight common
elements in DP implementations and their correlation with the transformer. In Section 4, we demon-
strated that the generative transformer can encode the DP’s storage “backbone”, encompassing all
necessary DP(i, j, a) on the correct CFG parsing tree of a given string.

For the recurrent formula, consider a CFG rule a 7→ b, c, d in the correct CFG parsing tree. If
non-terminal (NT) b spans positions 21-30, c spans 31-40, and d spans 41-50, the DP must establish
“memory links” between positions 30-40 and 40-50. This can be achieved by storing the [bc] infor-
mation at position 40 and merging it with [d] at position 50, or by storing [cd] at position 50 and
merging it with [b] at position 30. Regardless of the method, a common feature is the memory link
from 30 to 40 and from 40 to 50. Hence, we have been examining such NT-end to NT-end attention
links among adjacent NTs in this section.

The transformer is not only a parsing algorithm but also a generative one. Suppose a 7→ b, c and
c 7→ d, e, f are on the correct parsing tree. When generating symbol e, the model, not having
finished reading def , must access the precomputed knowledge from the uncle node b. This is why
we also visualized those attentions from an NT-end to its most adjacent NT-end at a different level.

6Throughout this paper, we use J·K to denote multi-sets that allow multiplicity, such as J1, 2, 2, 3K. This
allows us to conveniently talk about its set average.

7For any token pair j → i with ℓ = b♯(i) ≥ b♯(j) = ℓ′ — meaning i is at an NT-end closer to the root than
j — it satisfies pℓ(j)− pℓ(i) ≥ 1 so their distance r is strictly positive.

8Without removing position-bias, such a statement might be meaningless as the position-bias may favor
“adjacent” anything, including NT-end pairs.
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Figure 7: Language models learn implicit CFGs by using word embeddings to encode terminal symbol.

In implicit CFGs, the terminal symbols t ∈ T are associated with bags of tokens OTt from which
observable tokens are sampled. We present word embedding correlations pre-trained on an implicit
CFG with |T| = 3 and vocabulary size 300. Details are in Section A.1.
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Figure 8: Generation accuracies for models pre-trained cleanly VS pre-trained over perturbed data, on clean or
corrupted prefixes with cuts c = 0 or c = 50, using generation temperatures τ = 0.1, 0.2, 1.0.

Observation. In Rows 4/5, by comparing against the last column, we see it is beneficial to include
low-quality data (e.g. grammar mistakes) during pre-training. The amount of low-quality data could
be little (γ = 0.1 fraction) or large (every training sentence may have grammar mistake). The
transformer also learns a “mode switch” between the “correct mode” or not; details in Section A.2.

In sum, while defining a good backbone for the DP recurrent formula may be challenging, we have
demonstrated several attention patterns in this section that largely mimic dynamic programming
regardless of the DP implementations.

6 CONCLUSION

Extensions. We defer implicit CFGs and robust CFGs to Appendix A, but briefly showcase the
main discoveries in Figure 7 and 8.

Other related works. Numerous studies aim to uncover the inner workings of pretrained trans-
formers. Some have observed attention heads that pair closing brackets with open ones, as noted
in a concurrent study Zhang et al. (2023). Some have investigated induction heads applying logic
operations to the input Olsson et al. (2022). Wang et al. (2022) explored many different types of
attention heads, including “copy head” and “name mover head”. While our paper differs from these
studies due to the distinct tasks we examine, we highlight that CFG is a deep, recursive task. Nev-
ertheless, we still manage to reveal that the inner layers execute attentions in a complex, recursive,
dynamic-programming-like manner, not immediately evident at the input level.

On the other hand, some studies can precisely determine each neuron’s function after training, typi-
cally on a simpler task using simpler architecture. For instance, Nanda et al. (2023) examined 1- or
2-layer transformers with a context length of 3 for the arithmetic addition. Our analysis focuses on
the inner workings of GPT2-small, which has 12 layers and a context length exceeding 300. While
we cannot precisely determine each neuron’s function, we have identified the roles of some heads
and some hidden states, which correlate with dynamic programming.

Conclusion. In this paper, we studied how a transformer learns the CFGs structures in pretrain-
ing. CFGs in a language can include grammar, format, expressions, patterns, etc. We consider a
synthetic, yet quite challenging family of CFGs to show how the inner workings of trained lan-
guage models on these CFGs are highly correlated with the internal states of dynamic programming
algorithms to parse those CFGs.
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