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Abstract

Self-report questionnaires have long been used001
to assess LLM personality traits, yet they fail002
to capture behavioral nuances due to biases003
and meta-knowledge contamination. This pa-004
per proposes a novel multi-observer frame-005
work for personality trait assessments in LLM006
agents that draws on informant-report meth-007
ods in psychology. Instead of relying on008
self-assessments, we employ multiple observer009
agents. Each observer is configured with a spe-010
cific relational context (e.g., family member,011
friend, or coworker) and engages the subject012
LLM in dialogue before evaluating its behavior013
across the Big Five dimensions. We show that014
these observer-report ratings align more closely015
with human judgments than traditional self-016
reports and reveal systematic biases in LLM017
self-assessments. We also found that aggregat-018
ing responses from 5 to 7 observers reduces019
systematic biases and achieves optimal relia-020
bility. Our results highlight the role of rela-021
tionship context in perceiving personality and022
demonstrate that a multi-observer paradigm of-023
fers a more reliable, context-sensitive approach024
to evaluating LLM personality traits.025

1 Introduction026

Large language models (LLMs) have demonstrated027

remarkable abilities to generate human-like re-028

sponses and engage in complex social interac-029

tions (Kosinski, 2023; Lampinen et al., 2024). Also,030

LLMs acquire the emergent ability of role-playing031

to emulate designated personas, leading to appli-032

cations in fields like mental health support, edu-033

cation, etc (Lai et al., 2023; Hicke et al., 2023).034

As these LLM agents see wider deployment, there035

is a growing interest in assessing their personal-036

ity traits (Huang et al., 2023). This task is crucial037

for a better understanding of their inherent char-038

acteristics and for developing more effective and039

appropriate human-AI interaction frameworks.040

Human personality assessment has a long history 041

in psychology, with various methods developed to 042

evaluate individual traits and behaviors. Among 043

these, self-report questionnaires are the most com- 044

monly used, assessing personality through indi- 045

viduals’ responses to standardized questions about 046

their thoughts, emotions, and behaviors. Exist- 047

ing LLM personality assessment methods also rely 048

heavily on self-report questionnaires, in which an 049

LLM is prompted to answer a set of standardized 050

questions. Despite their extensive use, researchers 051

have raised questions about the reliability of using 052

self-reports for LLM personality assessments, par- 053

ticularly in maintaining stable personality traits in 054

different contexts (Gupta et al., 2023; Dorner et al., 055

2023; Wang et al., 2024). There are also potential 056

risks of data contamination. It is likely that LLMs 057

are exposed to discussions about personality tests 058

during pretraining, but how this meta-knowledge 059

influences the LLM’s test results remains unclear. 060

In this work, we explore alternative methodolo- 061

gies for LLM personality assessments. We start 062

from the intuition that others (such as friends, fam- 063

ily, or colleagues) can provide valuable insights 064

into a subject’s personality traits, sometimes even 065

more accurate than the subject themselves. In 066

psychology, this intuition leads to the personal- 067

ity assessment method of informant-report (Vazire, 068

2006). Instead of using the self-report rating of the 069

subject, informants other than the subject are asked 070

to give ratings of the subject’s personality. In this 071

fashion, it is possible to obtain a more objective 072

assessment of the subject’s personality profiles. 073

Inspired by the informant-report method, we pro- 074

pose a personality assessment framework that lever- 075

ages multiple LLM agents as observers to report 076

on the personality of a subject LLM agent (Fig- 077

ure 1).1 For a given subject agent, we first pre- 078

pare N observer agents, each assigned a specific 079

1The code & data will be made available upon publication.
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Figure 1: Overview: multi-observer LLM agents for Big Five personality assessment.

relationship with the subject, such as college class-080

mates or cousins. Based on this relationship, an081

array of interactive scenarios is generated automat-082

ically. For each scenario, we perform a simulation083

in which the subject and the observer agents engage084

in a dialogue based on the scenario. After that, each085

observer agent is instructed to take a questionnaire086

and give ratings on the subject’s personality from087

their perspective based on the dialogues obtained088

during the simulation process. Finally, all observer089

reports are aggregated to give a final collective as-090

sessment of the subject.091

The experiments showcase that observer-report092

ratings align better with human ratings, while the093

self-report ratings reflect a high correlation with094

the injected personality prompt instead of real be-095

haviors. Further, we empirically show that LLMs096

possess systematic biases in self-reporting their per-097

sonality on some personality dimensions. We also098

analyze the influence of the number of observers099

(N ) and the relationship between the observer and100

the subject. The analysis reveals the effectiveness101

of aggregating multiple observer responses to yield102

more robust personality ratings.103

2 Related Work104

The Big Five Inventory (BFI) remains the most105

commonly used framework for evaluating person-106

ality traits, capturing the traits of openness, consci-107

entiousness, extraversion, agreeableness, and neu-108

roticism (John et al., 1999). Several variants of the109

BFI have also been utilized, including the BFI-2110

(Soto and John, 2017a), BFI-2-XS (Soto and John,111

2017b), and IPIP-NEO-120 (Johnson, 2014). Other 112

prominent frameworks include the Myers-Briggs 113

Type Indicator (MBTI) (Myers, 1962), the HEX- 114

ACO Personality Inventory (Lee and Ashton, 2004), 115

and Goldberg’s bipolar adjective markers (Gold- 116

berg, 1992a). Researchers have also investigated 117

multi-rater assessments of personality traits. For 118

instance, (Connelly and Ones, 2010) showed how 119

accurately various observers (e.g., friends, family 120

members, coworkers) could rate an individual’s 121

personality traits and how these ratings compare to 122

self-assessments. Similarly, (Mount et al., 1994) 123

explored the relationship between coworkers’ per- 124

sonality ratings and job performance. Furthermore, 125

(Vazire, 2010) investigated which traits are better 126

judged by the self versus others, providing insights 127

into the conditions under which external observa- 128

tions might outperform self-reports. 129

There is evidence for an alignment between self- 130

and other-reports of personality. For instance, (Kim 131

et al., 2019) compared the Big Five self-ratings 132

with informant ratings of the same individuals and 133

found minimal differences in mean scores overall. 134

Importantly, moderate discrepancies emerged only 135

when the informants were strangers, implying that 136

people tend to be more critical of individuals they 137

do not know well. These results have important im- 138

plications for personality assessment and contexts 139

where self-enhancement motives may play a role. 140

A comprehensive meta-analysis by (Connelly 141

and Ones, 2010) underscores the advantages of 142

incorporating other-reports alongside self-reports 143

for a richer and more predictive understanding of 144
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personality. Their findings indicate that accuracy145

in other-reports varies by trait. That is, extraver-146

sion and conscientiousness are rated most accu-147

rately, while emotional stability (neuroticism) and148

agreeableness are more difficult to identify, partic-149

ularly for observers who lack familiarity with the150

target. One explanation for lower accuracy in agree-151

ableness lies in its high evaluativeness, which can152

make ratings more subjective. Moreover, family153

and friends provide the most accurate other-ratings,154

while coworkers, despite frequent interactions, tend155

to offer less accurate assessments.156

Regarding predictive validity, (Connelly and157

Ones, 2010) also found that other-ratings often out-158

perform self-ratings in predicting academic and job159

performance; multiple other-raters further enhance160

predictive power relative to a single informant. In161

contrast, self- and other-ratings exhibit comparable162

validity for forecasting first impressions. This led163

to the conclusion that there is “extraordinary value”164

in collecting other ratings of personality while em-165

phasizing the importance of using multiple raters166

to mitigate individual bias, the importance of well-167

acquainted observers, the subtlety in evaluating less168

visible traits, and the importance of specific con-169

text and purpose of the assessment. Building on170

human personality trait assessments, we examine171

how these approaches translate into evaluating per-172

sonality traits in LLMs (Safdari et al., 2023; Huang173

et al., 2024).174

Early personality assessments relied on prede-175

fined templates, which ultimately progressed to176

end-to-end dialogue models that encode fundamen-177

tal persona traits (Zhang et al., 2018). Despite these178

advances, recent findings indicate that LLMs often179

fail to exhibit consistent personality scores when180

evaluated through standard self-report measures181

(Gupta et al., 2023; Tommaso et al.). (Gupta et al.,182

2023) systematically confirmed the unreliability of183

human-oriented self-assessment methods applied184

to LLMs. Complementing these findings, (Zou185

et al., 2024) investigated the misalignment between186

chatbot self-reports and user perceptions, asking187

whether LLM-based chatbots truly have valid, self-188

reported personalities. The results showed weak189

correlations between self-reports, user perceptions,190

and interaction quality, raising concerns about the191

predictive validity of LLM self-reports.192

3 Methodology193

We now introduce our multi-observer framework of194

personality assessment. We first introduce the con-195

figuration of the subject and observer agents in Sec- 196

tion 3.1. We then utilize these agents to simulate 197

scenarios (Section 3.2) before observers give the 198

personality assessment on the subject (Section 3.3). 199

3.1 Agent Configuration 200

Our proposed personality assessment framework in- 201

volves a subject agent and multiple observer agents. 202

We introduce the configuration of the agents. 203

Agent Profile Each agent is given a randomly 204

generated basic profile that contains Name, Age, 205

and Gender. Setting specific agent names facili- 206

tates smooth interaction in the simulation phase, 207

and incorporating random age and gender of the 208

agents results in a greater diversity of observers. 209

For both subject and object agents, a randomly 210

generated basic profile is assigned. 211

For each subject agent s, we also assign 212

an additional latent personality profile ψs. In 213

this work, we adopt the Big Five personality 214

theory (Goldberg, 1992a; John et al., 1999), 215

which decomposes human personality into five 216

dimensions: openness (OPE), conscientious- 217

ness (CON), extraversion (EXT), agreeableness 218

(AGR), and neuroticism (NEU). Based on Big 219

Five, we define ψs as a 5-dimensional vector 220

(ψOPE
s , ψCON

s , ψEXT
s , ψAGR

s , ψNEU
s ). Each di- 221

mension ψd
s of ψs is an integer within the range 222

of [1, 6], indicating the strength level of a corre- 223

sponding Big Five personality dimension d. 224

Following previous work, we construct a person- 225

ality instruction of ψ based on personality mark- 226

ers (Serapio-García et al., 2023). For each di- 227

mension d, we pick m personality markers that 228

reflect the personality strength ψd
s . For instance, 229

if the agent s has an extraversion trait of strength 230

ψEXT
s = 2, which is on the lower side of the spec- 231

trum, some possible choices of personality markers 232

are “timid, silent, unsociable”.2 233

Relationship Generation For each pair of sub- 234

ject and observer agents, we generate a relationship 235

that matches their profiles. In previous psychology 236

works, informant reports are often conducted by 237

individuals who have a close relationship with the 238

subject. Here, we follow Kim et al. (2019) and 239

generate relationships within one of the following 240

relation contexts: Family, Friend, or Workplace. 241

Based on the agent profiles and a designated rela- 242

tion type, an inter-agent relationship that matches 243

2See Appendix A.1 for the details of the agent profiles.
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the profiles is generated. Here, we utilize a separate244

LLM to generate the relationships automatically.245

3.2 Interactive Scenario Simulation246

Personality manifests through behaviors. How247

individuals react in different situations reflects their248

underlying personality characteristics. Unlike self-249

report questionnaires, which can be influenced by250

bias or social desirability, observing behavior in251

diverse scenarios allows for a more accurate and252

objective assessment. Based on this motivation, we253

conduct simulations of a diverse set of scenarios254

involving the subject and the object agent to elicit255

their different behavioral patterns. Specifically, a256

set of interactive scenarios is generated based on257

the profiles and the relationship between the subject258

and observer agents. The agents then engage in a259

dialogue based on these scenarios. In the following,260

we summarize the process.261

Scenario Generation We next generate a set of262

K scenarios involving the subject and observer263

based on their relationship. Specifically, we gen-264

erate diverse scenarios that can elicit behaviors of265

the subject agent that signals various aspects of its266

personality. Similar to the process for generating267

inter-agent relationships, we use a separate LLM268

to generate the scenarios that fit the above criteria.269

Interactive Scenario Simulation Further, we270

perform a simulation in which the subject and the271

observer agents engage in a dialogue based on the272

generated scenarios. For each scenario, we first273

configure the subject agent and the observer agent274

based on their profiles (Section 3.1). Further, the275

agents are instructed to converse with each other276

based on the relationship and scenario settings. The277

agents generate utterances alternatively, with the278

observer always kick-starting the dialogue. Each279

generated utterance is fed to the other agent as a280

prompt to generate the next utterance. In addition281

to the utterance, the agents are asked to specify282

whether the dialogue is over or if they wish to leave283

the conversation. The simulation is terminated if284

both agents reply that the dialogue should be over.285

3.3 Personality Reports286

We utilize a questionnaire to assess the person-287

ality of a specific subject agent. The personal-288

ity assessments are made from three perspectives:289

the subject’s self-report, the individual observer-290

report, and the aggregated observer-report from291

a group of observers. The report of agent n on292

agent s’s personality trait is represented as fn(s), 293

a 5-dimensional vector representing Big Five per- 294

sonality traits (Huang and Hadfi, 2024). 295

Subject’s Self-Report We obtain the subject’s 296

personality assessment of itself. Following previ- 297

ous studies, we use a personality test questionnaire 298

containing M statements such as “being the life of 299

the party”, “sympathize with others’ feelings”. For 300

each statement, the subject agent s is instructed to 301

rate how accurately the statement describes itself 302

using a 5-Likert scale (from “1 = very inaccurate” 303

to “5 = very accurate”). See Appendix A.2 for de- 304

tails. In the questionnaire, each statement is asso- 305

ciated with one of the Big Five personality dimen- 306

sions. To assess the strength of dimension d, we 307

calculate the average rating score of its related state- 308

ments as the final assessment score fds (s), which is 309

the dth dimension of the subject’s self-report fs(s). 310

Individual Observer-Report We obtain the sub- 311

ject’s personality assessment from the perspective 312

of each observer agent n. Similar to the subject’s 313

self-report, we instruct the observer to rate each 314

statement in the questionnaire on a scale of 1 to 315

5. In the case of observer reports, the observer 316

agent is asked to rate how each statement fits the 317

description of the subject agent. To get the assess- 318

ment from the perspective of the observer agent, 319

the dialogues generated from the scenario simula- 320

tion phase are also provided in the prompt. In this 321

fashion, we obtain the individual observer-reports 322

fn(s) of each observer agent n on agent s. 323

Aggregated Observer-report Given a group of 324

N observers, we calculate the aggregated multi- 325

observer report based on the individual ratings. In 326

this work, we simply take the average value of the 327

observer reports as fmulti(s) = 1
N

∑N
n=1 fn(s). 328

This aggregated observer report reflects the collec- 329

tive reports of all observers (Fleenor, 2006; Burton 330

et al., 2024). Since each observer’s evaluation is 331

inherently subjective and shaped by their unique 332

relationship with the subject, we expect that com- 333

bining these perspectives will yield a more reliable 334

measure of the subject’s personality by reducing 335

individual biases of single agents. 336

4 Experimental Settings 337

We provide details on the experimental settings. 338

LLM Agents For the subject and observer agents, 339

we adopt GPT-4o as LLM (Hurst et al., 2024). We 340
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Figure 2: Observer report ratings across different latent
personality strength levels.

also conducted experiments based on Qwen2.5 and341

Llama-3, found in Appendix A.3.342

Scenario Generation We use the GPT-4o model343

to generate inter-agent relationships and scenarios.344

We perform scenario simulation based on a total345

of 100 subject agents. For each subject agent, we346

assign N = 15 observer agents. Among the 15 ob-347

servers, 5 have friend relationships, 5 have family348

relationships, and 5 have relationships within the349

workplace context. For each pair of subject and350

observer agents, we generate K = 5 scenarios and351

conduct the simulation.3352

Personality Questionnaire We adopt the Inter-353

national Personality Item Pool (IPIP) personality354

test (Goldberg, 1992b), which is a widely used per-355

sonality inventory designed for assessing the Big356

Five personality traits. The questionnaire consists357

of M = 50 statements, with each statement related358

to one of the Big Five personality dimensions.4359

5 Results360

In this section, we present the experimental results361

of our personality assessment method.362

5.1 Validity of Observer-Report363

We start by verifying the validity of our proposed364

personality assessment method via observer reports.365

Figure 2 shows the change in observer-report scores366

3Refer to Appendix A.2 for the details of the prompts.
4The list of 50 items and the scoring schemes can be found

at https://ipip.ori.org/newBigFive5broadKey.htm.

OPE CON EXT AGR NEU

latent-self 0.97 0.95 0.95 0.94 0.93
latent-observer 0.55 0.85 0.84 0.84 0.86

human-self -0.25 0.47 0.79 0.63 0.22
human-observer 0.48 0.43 0.76 0.85 0.42

Table 1: Spearman’s rank correlations

across agents with different levels of latent person- 367

ality strengths (ψd
s ) in each Big Five dimension. 368

For all dimensions, we observe an increasing ten- 369

dency of observer rating scores (IPIP Scores) with 370

the increase of latent personality strength level. 371

Correlation with Latent Personality Profiles 372

We compare the self- and observer-report ratings 373

in terms of their correlation with the latent person- 374

ality strengths in each Big Five dimension. We 375

precisely define the latent-observer case as corre- 376

lating the subject’s latent personality ψs with the 377

aggregated observer report fmulti(s). On the other 378

hand, the self-observer case correlates the subject’s 379

self-report fs(s) with the aggregated observer re- 380

port fmulti(s). The first row of Table 1 shows the 381

resulting correlation values. For all personality di- 382

mensions, the self-report ratings show a correlation 383

coefficient exceeding 0.9, showing a near-perfect 384

positive correlation with the latent profiles. On 385

the other hand, the correlation strength between 386

observer-report ratings and the latent personality 387

strength levels is lower. 388

Correlation with Human Ratings We crowd- 389

sourced a small-scale human rating dataset in 390

which human annotators are asked to provide their 391

personality ratings of a subject agent based on 392

the dialogues between the subject and observer 393

agents.5 We then calculated the agreement between 394

the human and self- and observer-report ratings, re- 395

spectively. The lower section of Table 1 shows the 396

Spearman’s rank correlation coefficients. For the 397

openness, agreeableness, and neuroticism dimen- 398

sions, the observer-report ratings correlate more 399

with human ratings. While self-reports correlate 400

more with human ratings for conscientiousness and 401

extraversion, the difference is marginal. Notably, 402

self-report exhibits a negative correlation for open- 403

ness, implying a reversal in rank ordering relative 404

to human ratings. With these results, we verify the 405

validity of the proposed observer-report personal- 406

ity assessment method, which aligns better with 407

human ratings than the self-report method. The re- 408

sults also raise concerns about the reliability of the 409

5See Appendix A.5 for the data collection process.
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self-report method. The relatively lower correlation410

with human ratings indicates that the near-perfect411

correlation with the latent personality profile only412

reflects the personality instruction prompts, but not413

the actual behavior of the agent.414

5.2 Impact of Multiple Observers415

We now examine how the number of observers in-416

fluences the personality assessment outcomes. We417

compute Spearman’s rank correlation coefficients418

for the latent-observer and self-observer cases. Fig-419

ure 3 illustrates how these correlation values vary420

with the number of observers, ranging from 1 to421

15, for each Big Five dimension. Conscientious-422

ness improved with additional observers, with both423

correlation types increasing sharply to five ob-424

servers. Self-observer correlations stabilized at425

0.90, while latent-observer correlations stabilized426

at 0.85, making it the personality trait with the427

highest agreement. Extraversion and agreeableness428

demonstrated an increased correlation pattern with429

additional observers before both correlation values430

converged at 0.85. Neuroticism displayed the most431

interesting convergence pattern, initially variable,432

with correlations reaching similar levels of 0.85 for433

both correlation types when incorporating around434

seven observers. Openness consistently showed435

the lowest correlations among all traits (0.60 for436

latent-observer, 0.65 for self-observer), with mini-437

mal improvement from additional observers. This438

suggests that openness may be more challenging to439

rate, regardless of the number of observers.440

Trait Visibility Many factors affect the agree-441

ment between self- and observer-ratings of person-442

ality traits. A key factor is trait visibility, which443

is the extent to which a trait is expressed through444

overt behavior that can be easily observed by oth-445

ers (Funder, 1995). Traits with high visibility, such446

as extraversion, tend to show stronger self–other447

agreement. Conscientiousness in particular yields448

the highest self–observer agreement (Connelly and449

Ones, 2010). In contrast, openness is associated450

with internal characteristics such as imagination,451

aesthetic sensitivity, curiosity, etc. Due to the low452

trait visibility, openness often demonstrates the low-453

est agreement (Vazire, 2010). Our results align with454

these findings, with the high agreement for consci-455

entiousness and low agreement for openness. How-456

ever, for neuroticism, another trait with lower trait457

visibility, we do not identify a lower self-observer458

agreement.459

OPE CON EXT AGR NEU

Mean Deviation 0.20 0.39* -0.12 0.91* -0.19
Cohen’s d (LLM) 0.24 0.46 -0.13 1.07 -0.26

Cohen’s d (human) 0.27 0.27 0.21 0.26 0.13

Table 2: Statistical significance (p-value) and effect size
(Cohen’s d) of the systematic bias in each Big Five trait.

Wisdom of the Crowd Another finding is that 460

the benefits of additional observers generally sta- 461

bilize after 5-7 observers. Below 5-7 observers, 462

we observe something akin to the wisdom of the 463

crowd effect, where groups outperform top indi- 464

viduals by pooling diverse insights and aggregat- 465

ing responses from multiple sources to generate 466

superior outcomes compared to relying on a sin- 467

gle model (Burton et al., 2024; Guo et al., 2024; 468

Fleenor, 2006). This insight sets our multi-observer 469

framework for more robust personality assessments. 470

Beyond 5-7 observers, additional observers intro- 471

duce diminishing returns for capturing an LLM’s 472

personality consistently, suggesting this as an op- 473

timal number for practical assessment purposes. 474

This threshold recalls Dunbar’s number, where hu- 475

man social networks are naturally organized in lay- 476

ered structures. In particular, the innermost layer, 477

often referred to as the support clique, consists of 478

five individuals on average (Dunbar et al., 2015; 479

Hill and Dunbar, 2003; Roberts and Dunbar, 2011). 480

This observation aligns with research showing that 481

intimate bonds (family, close friends, or trusted col- 482

leagues) offer the most revealing insights into an 483

individual’s personality. Real-world social struc- 484

tures demonstrate that a core group of just a few 485

relationships is sufficient to capture the most pro- 486

found knowledge of a person’s traits. 487

5.3 Self-Observer Deviations 488

We calculate the differences between aggregated 489

self- and observer-report scores. We also identify 490

systematic biases between self- and observer-report 491

ratings via mean deviation 1
N

∑N
s=1 fmulti(s) − 492

fs(s). Positive values indicate higher observer rat- 493

ings than self-ratings, and negative values indicate 494

lower observer ratings. Zero or near-zero values 495

imply close agreement. The non-systematic biases 496

introduced by individual observers will be aver- 497

aged out in the statistical aggregation process (Sim- 498

mons et al., 2011; Steyvers et al., 2014). This 499

phenomenon could be linked to the wisdom of 500

the crowd phenomenon in which aggregating mul- 501

tiple independent judgments often produces esti- 502

6



Figure 3: Spearman’s Rank Correlation coefficients between latent-observer and self-observer ratings as a function
of the number of observers for each Big Five trait.

mates superior to individual experts, as random er-503

rors tend to cancel each other out when combined504

(Fleenor, 2006). On the other hand, the mean devi-505

ation between the observer- and self-report shows506

the systematic biases that cannot be averaged out507

in the aggregation process. We note systematic pat-508

terns in how observers perceive personality traits509

compared to self-perceptions (Table 2). Agreeable-510

ness, in particular, shows the most significant pos-511

itive deviation (0.91 point) and the widest spread512

of ratings, indicating that observers consistently513

rate individuals as more agreeable than they rate514

themselves, though with substantial variability in515

the magnitude of this difference. Conscientious-516

ness also demonstrates moderate positive devia-517

tions (0.39), suggesting a consistent tendency for518

observers to rate these traits slightly higher than519

self-ratings. In contrast, openness, extraversion,520

and neuroticism exhibit minor mean deviations521

with magnitudes no larger than 0.2, indicating that522

almost no systematic bias exists for these personal-523

ity dimensions.524

Statistical Significance Test Further, we conduct525

a paired-samples t-test to examine the difference be-526

tween the self- and observer-report ratings of each527

Big Five personality dimension. We also calculate528

the Cohen’s d statistic as the standardized effect529

size, which is the standardized self–observer devia-530

tion based on pooled standard deviation (Kim et al.,531

2019). Among the five personality dimensions, we532

identify statistically significant differences for the533

AGR and CON traits (p < 0.05). Specifically, the534

self-report ratings for agreeableness (AGR) are sig-535

nificantly lower than the observer-report ratings536

with a large effect size (d = 1.07), which indicates537

that the system bias is larger than one full standard538

deviation. Conscientiousness trait also illustrates a539

statistically significant deviation between self- and 540

observer-report ratings, but is more moderate in 541

effect size (d = 0.46).6 On the other hand, we do 542

not identify significant systematic biases for the 543

other three personality dimensions. 544

Comparison to Human Results We compare 545

the deviation between self- and observer-reports 546

based on our simulations to previous findings. Kim 547

et al. (2019) conducted a meta-analysis to reveal the 548

mean deviation between human self-report person- 549

ality and observer-report personality (also called 550

informant-report) of individuals with close relation- 551

ships. Their work shows that there is only a slight 552

deviation between self- and observer reports, with 553

an effect size smaller than d < 0.27 across all Big 554

Five dimensions. This aligns with our results for 555

the personality dimensions of openness, extraver- 556

sion, and neuroticism. On the other hand, we found 557

that the LLM subject agents possess a significant 558

systematic bias in self-reporting lower agreeable- 559

ness and conscientiousness scores. Considering 560

that systematic biases exist only in the case of LLM 561

agents but not humans, we speculate that these bi- 562

ases might originate from the alignment training 563

phase. The alignment training encourages LLMs 564

to act according to users’ preferences, resulting in 565

an inherent bias in their self-reported personality. 566

The result also suggests that LLM gives self-report 567

personality assessments based on the personality 568

instruction prompts (such as the personality mark- 569

ers used in this experiment), and the scores might 570

not reflect the actual behavior of the agent. 571

6For Cohen’s d, values around 0.2 indicate a small effect,
0.5 a medium effect, and 0.8 a significant effect (Cohen, 2013).
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Figure 4: Mean differences between observer and self-reports across Big Five personality traits by relationship
context. The orange line represents the median, while the green dotted line shows the mean. Relationships with
statistically significant differences (p− value < 0.05) are highlighted with asterisks (∗).

5.4 Impact of Relationship Type572

We now look at the mean deviations between self-573

report and observer-report ratings under three rela-574

tionship contexts as illustrated in Figure 4. We ob-575

served significant differences between the ratings576

for conscientiousness and agreeableness across577

different relationship types. These patterns sug-578

gest that relationship context particularly influ-579

ences the perception of these traits. Conscientious-580

ness showed significant differences between work-581

place and friend/family ratings. Observer agents582

in a workplace relationship scenario tend to give583

slightly higher conscientiousness ratings than ob-584

servers of a family or friend relationship with the585

subject agent. Similarly, we observed differences586

between workplace and family ratings for agree-587

ableness. Specifically, observer agents in a family588

relationship tend to give higher agreeableness rat-589

ings than observers in a workplace relationship.590

On the other hand, other personality dimensions591

demonstrated consistency across relationship types,592

with no statistically significant difference in ratings593

across different relationship types.594

Context-Dependency of Personality Observers595

in different relational contexts assign different im-596

portance to specific traits. In particular, work-597

place observers showed distinctly different rating598

patterns compared to family and friends, particu-599

larly for conscientiousness and agreeableness. This600

divergence likely reflects the multi-faceted and601

context-dependent nature of personality. While602

an individual’s personality is generally considered603

stable, the manifestation of personality may vary604

across different social contexts (Fleeson and Jayaw-605

ickreme, 2015). An extroverted person, for exam-606

ple, may act even more outgoing in front of close607

friends but adopt a more reserved behavior at work.608

Since the observer reports are influenced by the dif-609

ferent facets of the person, it is common to observe610

inconsistency in observer ratings across observers. 611

Notably, agreeableness and conscientiousness traits 612

are considered the most context-dependent traits 613

among the Big Five dimensions (Connelly and 614

Ones, 2010). Take conscientiousness for example, 615

an individual in a relatively structured situation 616

(e.g., office, meeting, classroom, etc.) may expect 617

it to be easy to concentrate and so may increase 618

his or her level of conscientiousness (Fleeson and 619

Jayawickreme, 2015; Nasello et al., 2023). 620

Finally, we found discrepancies in agreeableness 621

and conscientiousness, indicating a higher degree 622

of context dependence of these two traits not only 623

for humans but also for LLM agents. The context- 624

dependent nature of personality highlights the im- 625

portance of incorporating multiple observer agents 626

in personality assessment. By aggregating diverse 627

perspectives of multiple observers, we can con- 628

struct more comprehensive representations of the 629

agent’s personality. 630

6 Conclusions 631

The study introduced a novel multi-observer frame- 632

work for personality assessment in LLMs. We ver- 633

ify the validity of our proposed observer-report 634

method, which yields more robust and context- 635

sensitive personality evaluations than traditional 636

self-report methods. Further analysis demonstrates 637

the effectiveness of aggregating responses from 638

multiple observer agents, which mitigates individ- 639

ual biases and yields more robust evaluations. ro- 640

bust and context-sensitive personality evaluations 641

than traditional self-report methods. Our experi- 642

ments reveal that relationship context and observer 643

diversity significantly impact rating patterns, un- 644

derscoring the importance of tailored personality 645

assessment strategies. Future research will focus 646

on refining the complexity of the scenarios and 647

exploring alternative relationship configurations. 648
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Limitations649

Our simulation framework possesses several limi-650

tations that merit discussion. First, the interactive651

scenarios employed in our study may not fully cap-652

ture the breadth of personality expressions, partic-653

ularly for traits like neuroticism or openness that654

often manifest in less scripted and more intimate655

contexts. Additionally, the relationship contexts656

(e.g., family, friends, and workplace) are simplistic657

compared to the complexity of real-world interper-658

sonal interactions, which could affect the accuracy659

of our ratings. There are potential discrepancies660

between the self-reported and observer-reported661

scales, which complicate the interpretation of our662

findings. Such findings pave the way for more663

reliable and nuanced personality assessments in664

LLMs and support the deployment of psychology-665

aware agents across diverse social contexts, such as666

classrooms, relationship counselling (Vowels et al.,667

2024), mental healthcare (Hua et al., 2024), mental668

therapy (Nie et al., 2024), teamwork (Arukgoda669

et al., 2023), where AI must adapt to individuals’670

varying personality traits.671
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A Appendix862

A.1 Agent profile863

For each subject and observer agent, we randomly864

pick a name from the 100 most common names in865

America7. The gender feature is assigned accord-866

ingly. For the age feature of the agents, a number867

is randomly selected from the range of 15 and 80.868

For subject agents, additional personality instruc-869

tions are also provided. We follow the setting870

of (Huang and Hadfi, 2024) and use the list of871

70 bipolar adjective pairs proposed in the Big Five872

personality theory along with modifiers like ‘very’,873

‘a bit’ to set different levels of personality traits.874

In this fashion, we construct the text description875

of an agent’s basic profile as follows:876

Subject Agent Instruction

Your name is [SUBJECT NAME]. You are a
[AGE]-year-old [GENDER].

You have the following personality:
[PERSONALITY MARKERS].
Make sure to reflect your personality
traits in your response.

877

Observer Agent Instruction

Your name is [OBSERVER NAME]. You are a
[AGE]-year-old [GENDER].

878

A.2 Prompt Templates879

The prompt for the relationship extraction is the880

following:881

Relation Generation Prompt

The following are the profiles of two
persons X and Y and their relationships:
X: [SUBJECT BASIC PROFILE]
Y: [OBSERVER BASIC PROFILE]

Generate [$N] diverse [RELATION TYPE]
relations between X and Y. The generated
relations must be in the following format:
"X and Y are ..."

882

7The list could be found in https://www.ssa.gov/oact/
babynames/decades/century.html

The prompt for the scenario extraction is the 883

following: 884

Scenario Generation Prompt

The following are the profiles of two
persons X and Y and their relationships:
X: [SUBJECT BASIC PROFILE]
Y: [OBSERVER BASIC PROFILE]
relationship: [RELATIONSHIP]

Generate [$K] diverse daily life scenarios
in which X and Y interact. The scenarios
must follow the rules below:
1. The scenario should depict a concrete
situation where we can observe X’s
personality.
2. DO NOT make presumptions about X’s
personality in the scenario.
3. Generate a short text description of
the scenario. For each scenario, also
provide which of the Big 5 dimensions it
assesses.

885

During scenario simulation, we adopt the follow- 886

ing instruction for the subject agent. 887

Simulation instruction

[SUBJECT BASIC PROFILE]
[LATENT PERSONALITY PROFILE]

You and [OBSERVER NAME] (the user)
are [RELATIONSHIP].
Your task is to have a conversation with
[OBSERVER NAME] based on the following
scenario:[SCENARIO DESCRIPTION]

888

The observer agent’s instruction is similar but 889

without the personality profile. 890

Finally, the prompt for self-report personality 891

assessment and observer-report assessment is as 892

follows: 893

Prompt for self-report

[SUBJECT BASIC PROFILE]
[LATENT PERSONALITY PROFILE]

Evaluate the following statement:
[STATEMENT].
Rate how accurately this describes you
on a scale from 1 to 5 (where 1 = "very
inaccurate", 2 = "moderately inaccurate",
3 = "neither accurate nor inaccurate", 4
= "moderately accurate", and 5 = "very
accurate"). Please answer using EXACTLY
one of the following: 1, 2, 3, 4, or 5.

894
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Prompt for observer report

[OBSERVER BASIC PROFILE]
The following are some dialogues between
you and [SUBJECT NAME]:
[DIALOGUES]

Evaluate the following statement:
[STATEMENT].

Rate how accurately this describes
[SUBJECT NAME] on a scale from 1 to
5 (where 1 = "very inaccurate", 2 =
"moderately inaccurate", 3 = "neither
accurate nor inaccurate", 4 = "moderately
accurate", and 5 = "very accurate").
Please answer using EXACTLY one of the
following: 1, 2, 3, 4, or 5.

895

A.3 Variations of LLM Models and Prompt896

Formats897

We also test our observer-report personality assess-898

ment framework on different LLM models and899

prompt variations.900

Model Variations For model variations, we con-901

sider the two other open-sourced models in addition902

to the GPT-4o model used in the main text of this903

paper.904

• Qwen2.5: We adopt the Qwen/Qwen2.5-905

72B-Instruct model developed by Alibaba906

Cloud (Team, 2024).907

• Llama-3: We adopt the meta-llama/Meta-908

Llama-3-70B-Instruct model developed by909

Meta (AI@Meta, 2024).910

Prompt variations Previous works on LLM per-911

sonality assessment reveal that self-report ratings912

are highly sensitive to variations in prompt phras-913

ing. Here, we conduct a sensitivity analysis to ob-914

serve whether the system biases between self- and915

observer-reports persist. We consider the following916

type of prompt variations.917

• default: the default prompt setting introduced918

in Appendix A.1 and A.2.919

• neutral: We introduce variation in the prompt920

of the subject agent instruction and the ob-921

server agent instruction. Specifically, we con-922

vert the persona-based style instruction to a923

more neutral tone as follows.924

Subject Agent Instruction

Imagine you are a [AGE]-year-old
[GENDER] named [SUBJECT NAME] who have
the following personality:
[PERSONALITY MARKERS].
Make sure to reflect your personality
traits in your response.

925

Observer Agent Instruction

Imagine you are a [AGE]-year-old
[GENDER] named [SUBJECT NAME].

926

• reversed: Previous work has also found that 927

LLM responses can be sensitive to the order- 928

ing of multiple-choice options. Thus, we try 929

to reverse the order of the 1-5 Likert scale 930

to observe the option-order sensitivity of the 931

deviation between self- and observer-report 932

ratings. Specifically, we reverse the order of 933

the Likert options in the prompt for self- and 934

observer reports: 935

Prompt for self-report
...
Rate how accurately this describes you
on a scale from 1 to 5 (where 1 = "very
accurate", 2 = "moderately accurate",
3 = "neither accurate nor inaccurate",
4 = "moderately inaccurate", and 5 =
"very inaccurate"). ...

936

Prompt for observer report

... Rate how accurately this describes
[SUBJECT NAME] on a scale from 1
to 5 (where 1 = "very accurate",
2 = "moderately accurate", 3 =
"neither accurate nor inaccurate", 4 =
"moderately inaccurate", and 5 = "very
inaccurate"). ...

937

• batch: We present all 50 items in the personal- 938

ity test questionnaire at once instead of one at 939

a time (as in the default setting). This variable 940

better simulates the real-world personality test 941

settings of human participants and can test the 942

influence of cross-item interference on our 943

results. 944

In Figure 5, we report the deviation of observer- 945

report and self-report of different model types and 946

prompt variations. 947

Across model types, we observe a similar gen- 948

eral tendency in report deviation. All models show 949

a significant systematic bias in agreeableness, and a 950

slightly moderate level of bias in conscientiousness. 951
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Figure 5: Difference of observer-report and self-report in each Big Five personality dimension for different models
and prompt variations. Asterisks indicate differences that are statistically significant (*: p < 0.05, **: p< 0.1).

This indicates that the systematic biases in these952

personality dimensions are universal across model953

types. However, there are still some differences in954

deviation patterns among models. For instance, we955

also observe a statistically significant bias in open-956

ness ratings for Qwen2.5, which is not observed957

in other models. Also, we found that the magni-958

tude of deviation of Llama-3 is smaller compared959

to other models. We speculate that the difference960

in the training process might have given rise to the961

slight difference.962

Across different variations of prompts, we found963

that using different prompt templates does not have964

a big impact on the deviation pattern.965

A.4 Computation Environments and Budget 966

For the two open-sourced models, the experiments 967

were conducted on a local server equipped with 4 968

NVIDIA A100 GPUs (80 GB PCIe) cards. Also, 969

we use the VLLM package to accelerate inference 970

with tensor parallelism across 4 GPUs. We used 971

mixed-precision (float16) inference. 972

For GPT-4o, the simulation process to collect 973

the self-report and observer-reports for one subject 974

agent costs around 2.9$. 975

For all models, we set the temperature to 1.0 976

during the simulation process. When answering 977

personality questionnaires, the temperature is set 978

to 0.0. 979
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(a) Dialogue between the subject and observer agents. (b) Personality questionnaire issued to human participants.

Figure 6: Screenshots of the example dialogues and the personality questionnaire issued to survey participants.

OPE CON EXT AGR NEU
self observer self observer self observer self observer self observer

GPT-4o 1.275 0.675 1.440 0.835 0.910 0.698 1.185 0.473 1.065 0.377
Qwen2.5 1.075 0.363 1.290 0.398 0.710 0.423 1.085 0.385 0.815 0.490
Llama-3 1.262 0.850 1.273 0.885 0.915 0.723 1.198 0.690 1.002 0.423

Table 3: Absolute difference between human ratings and self-ratings (self), and the absolute difference between
human ratings and observer-ratings (observer), across different model types.

A.5 Human Ratings980

Data collection via crowd-sourcing We col-981

lected human ratings via crowd-sourcing platform982

Qualtrics8 and Prolific9. Each consenting partici-983

pant was presented with five dialogues between a984

subject and observer LLM agents (See Figure 6(a)).985

After reading the dialogues, the participant is asked986

to rate the designated subject agent’s personality987

by answering the 50-item IPIP questionnaire used988

in our LLM-based experiments (Figure 6(b)). We989

collected a total of 16 valid data samples.990

We recruited 16 native English speakers residing991

in the United Kingdom, the United States, New992

Zealand, Canada, and Australia. To ensure linguis-993

tic proficiency, only individuals who self-identified994

as native English speakers in the aforementioned995

countries were eligible. The average completion996

time was approximately 15 minutes, and each par-997

ticipant received GBP 2.25 upon complete submis-998

sion.999

In addition to detecting biases in self-reports,1000

this work could detect biases across LLMs. We1001

8https://www.qualtrics.com/
9https://www.prolific.com/

hypothesize that due to their different alignment 1002

training strategies, they exhibit different tendencies 1003

regarding trait clusters such as (AGR, OPE, CON), 1004

EXT, and NEU. 1005

Evaluation based on human ratings Based on 1006

the collected human ratings data, we calculate the 1007

absolute difference between human and self- and 1008

observer-report ratings, respectively (Table 3). We 1009

can see that for all model types and personality 1010

dimensions, the observer-report ratings show a 1011

smaller discrepancy compared to self-report rat- 1012

ings. 1013

We also calculate the agreement between hu- 1014

man and self- and observer-report ratings, based on 1015

Spearman’s rank correlation coefficient (Table 4). 1016

For the personality dimensions of openness, agree- 1017

ableness, and neuroticism, we observe a higher 1018

agreement between human and observer ratings. 1019

For conscientiousness, we observe a higher agree- 1020

ment for self-report, but the difference is marginal. 1021

For extraversion, self-report ratings result in a 1022

higher agreement in the case of GPT-4o (marginal 1023

difference) and Llama-3 (0.18 points higher). 1024

Based on the results above, we can conclude 1025
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OPE CON EXT AGR NEU
self observer self observer self observer self observer self observer

GPT-4o -0.25 0.48 0.47 0.43 0.79 0.76 0.63 0.85 0.22 0.42
Qwen2.5 -0.16 0.55 0.32 0.61 0.76 0.90 0.52 0.80 0.15 0.25
Llama-3 -0.23 0.44 0.41 0.45 0.78 0.60 0.58 0.78 0.05 0.59

Table 4: Spearman’s Rank Correlation coefficients between human ratings and self-ratings (self), and the absolute
difference between human ratings and observer-ratings (observer), across different model types.

that observer report ratings align better with human1026

evaluation in general.1027

A.6 Case Study1028

In this section, we conducted a case study of our1029

proposed method. Table 5 presents an example of1030

the simulation dialogue between a pair of subject1031

and observer agents, Ethan and Jacob, respectively.1032

Starting from the automatically generated agent1033

profiles and the relationship between them, scenar-1034

ios are generated automatically. Then, we conduct1035

a dialogue simulation of the interaction between1036

the agents under these scenarios. For space limita-1037

tions, we only present one example of the scenarios1038

and its corresponding simulated dialogue. After the1039

scenario simulation process, the observer agent is1040

asked to give ratings on the subject agent’s person-1041

ality.1042

Table 6 shows the latent personality level given1043

as instructions to the subject agent and the self-1044

and observer-report scores. Specifically, the In-1045

dividual Observer-report scores are the ratings1046

the observer Jacob offers, and the Aggregated1047

Observer-report scores are the average scores of1048

all observers’ ratings.1049

Table 5 and 6 present an intriguing case where1050

an agent is assigned a “very disagreeable” person-1051

ality (with the lowest AGR level of 1). We can see1052

that the self-report score given by the subject agent1053

itself gives a low agreeableness score (1.7), where1054

the observer agents give a moderate agreeableness1055

score (3.0). However, by observing the simulated1056

dialogue in Table 5, we can see that the real behav-1057

ior manifested by the subject agent Ethan does not1058

reflect such extreme disagreeableness quality sug-1059

gested by the self-report score. This discrepancy1060

underscores the importance of examining behaviors1061

beyond self-report questionnaires.1062
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Subject Profile {name: Ethan, age: 29, gender: male}

Observer Profile {name: Jacob, age: 52, gender: male}

Relation Context Workplace

Relation Target is the Observer’s mentee.

Scenario Jacob is faced with a difficult decision regarding project resources and seeks Ethan’s opinion. He
emphasizes the importance of considering the team’s wellbeing and long-term goals while making the
decision.

Dialogue Observer: Hey Ethan, I hope you’re doing well. I’ve been faced with a tough decision lately regarding
the allocation of resources on our current project. It’s a bit of a balancing act between meeting short-term
demands and ensuring the well-being of our team while keeping an eye on our long-term goals. I’d really
appreciate your opinion on this. What do you think is the best way to approach this situation?
Subject: Well, Jacob, I’m not really great at this kind of thing, but maybe just stick to what’s
already being done. Trying something new or adventurous isn’t usually worth the risk, and people
might not be happy with changes. Maybe just distribute resources evenly and hope for the best.
Sorry if that’s not much help.
Observer: No need to apologize, Ethan. Your perspective is valuable, and I appreciate your honesty.
Sticking to what’s tried and tested can indeed be a safe approach to maintain stability. Perhaps a small
adjustment could be to actively check in with the team to ensure they feel supported and communicate
clearly about any changes. It might help to catch potential issues early. Do you think that could work, or
do you have any other thoughts?
Subject: Yeah, that might work. Checking in sounds reasonable, but as long as it’s not too
complicated. Simple communication could help, I guess. Just make sure it doesn’t get too involved
or overwhelming. Whatever keeps things stable is probably the safest bet.
Observer: I completely agree with you, Ethan. Keeping communication straightforward and not
overwhelming is key. I’ll make sure to keep our check-ins simple to maintain stability without adding
undue pressure. Thanks for your input. It’s always great to have your perspective.

Table 5: Case study: mentor–mentee dialogue on project resource allocation.

OPE CON EXT AGR NEU

Subject Latent Personality Profile 1 4 2 1 2

Subject Self-report 1.0 2.6 1.5 1.7 2.0
Individual Observer-report 1.8 2.8 1.3 2.8 1.5
Aggregated Observer-report 1.8 2.6 1.6 3.0 2.4

Table 6: Latent personality level, self-report and observer-report scores for all Big Five dimensions corresponding
to the example in Table 5.
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