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Abstract001

The proliferation of educational videos on the002
Internet has changed the educational landscape003
by enabling students to learn complex concepts004
at their own pace. Our work outlines the vision005
of an automated tutor – a multimodal ques-006
tion answering (QA) system to answer ques-007
tions from students watching a video. This can008
make doubt resolution faster and further im-009
prove learning experience. In this work, we010
take first steps towards building such a QA sys-011
tem. We curate and release a dataset named012
EDUVIDQA, with 3,158 videos and 18,474013
QA-pairs. However, building and evaluating an014
educational QA system is challenging because015
(1) existing evaluation metrics do not correlate016
with human judgments, and (2) a student ques-017
tion could be answered in many different ways;018
training on a single gold answer could confuse019
the model and make it worse. We conclude020
with important research questions to develop021
this research area further.022

1 Introduction023

Academic videos enable better understanding, re-024

tention and overall learning for students by present-025

ing the concepts via text, audio and visual modali-026

ties. Students can learn using recorded educational027

lectures at their own pace and revisit content as028

needed. Multiple online platforms host academic029

videos but lack effective doubt-solving support.030

Typically, learners must wait for an instructor or031

use discussion forums to resolve doubts, which de-032

lays doubt resolution, leading to stalled learning,033

reduced engagement and potentially confidence is-034

sues. This underscores the need for timely, accurate035

responses to student inquiries.036

We believe an automated tutor, one that quickly037

responds to learner doubts, as they watch videos,038

has an enormous potential to improve their ex-039

perience, by immediate doubt resolution, increas-040

ing concept retention, and aiding overall learning.041

Question I think Sal make a mistake on (vid @ 5:11) when he write the
greater than sign! it should be Less than

Ground
truth
Answer

No, Sal is correct. If he had: i sqrt(x) where X<0, then X is
negative. Backup thru Sal steps. If X is negative * (-1) = +X.
And he would have started with sqrt(x), not sqrt(-x). He is also
trying to highlight that if you had something like: sqrt(12), you
would not make this into i sqrt(-12). The imaginary number is
not needed if the radical contains a positive number to start with.

Figure 1: An example of a QA pair from our EDU-
VIDQA dataset for the video https://www.youtube.
com/watch?v=rYG1D5lUE4I

Such a tutor will necessitate developing a system 042

for multimodal question answering (QA) in edu- 043

cation, where content from both videos and text 044

(via speech transcripts) will be combined to answer 045

questions. As first steps towards building such a 046

tutor – we curate a multimodal QA dataset, identify 047

good evaluation metrics, and train initial models 048

based on existing large language models (LLMs) 049

and vision LMs (VLMs). 050

We first curate a novel dataset (EDUVIDQA) by 051

extensively filtering LearningQ (Chen et al., 2018). 052

It has 7,297 videos and 201,398 QA pairs, however, 053

many questions do not require visual information 054

for answering. So, we create a more challenging 055

subset of 3,158 videos and 18,474 QA pairs, where 056

each question has an associated video timestamp. 057

Fig. 1 shows an example. 058

Secondly, we explore the standard natural lan- 059

guage generation (NLG) metrics like BLEURT and 060

BERTScore for our task. We find that their scores 061

(for systems with differing performance) are quite 062

similar and correlate rather weakly with human 063

judgments. The only exception is GPT-4 based 064

evaluation, but that is expensive and closed source. 065
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Thirdly, we benchmark existing LLMs (Vi-066

cuna (Chiang et al., 2023), LLaMA-3 (AI@Meta,067

2024), GPT-4 (OpenAI et al., 2023)) and VLMs068

(LLaVA (Liu et al., 2023a), GPT-4V) on EDU-069

VIDQA. Not surprisingly, we find that GPT-4V070

outperforms smaller models.071

Overall, we make the following contributions072

in this paper: (1) We curate a novel dataset, EDU-073

VIDQA with 7,297 videos and 201,398 QA pairs074

in education domain. (2) We propose GPT-4 based075

evaluation metrics using prompts specifically de-076

signed for the educational domain. (3) We bench-077

mark 3 existing LLMs and 2 VLMs with and with-078

out transcript for this task. We make the code1 and079

data2 publicly available.080

2 Related Work081

Multimodal Question Answering. Visual Ques-082

tion Answering (VQA) aims at answering a text083

question in the context of an image (Antol et al.,084

2015). Several VQA datasets have been pro-085

posed (Antol et al., 2015; Geman et al., 2015;086

Singh et al., 2021). Multiple extensions have087

also been proposed like Text VQA (Singh et al.,088

2019), Visual Dialog (Das et al., 2017), Video089

QA (Zeng et al., 2017) and knowledge-based VQA090

for videos (Garcia et al., 2020). Most VQA meth-091

ods use multimodal fusion of language and im-092

age embeddings (Kembhavi et al., 2017), attention-093

based multimodal fusion (Yang et al., 2016) or neu-094

ral module networks (Hu et al., 2017). Recently,095

VLMs like LLaVA and GPT-4V have been shown096

to provide state-of-the-art results across several097

VQA datasets using in-context learning. In this098

paper, we aim to benchmark such VLMs for video099

QA for education domain.100

Multimodal Educational Datasets. Recently,101

some datasets have been proposed for VQA and102

visual question generation (VQG) in education do-103

main. These include TutorialVQA (Colas et al.,104

2020), SlideVQA (Tanaka et al., 2023), Sci-105

enceQA (Lu et al., 2022) for VQA and Learn-106

ingQ (Chen et al., 2018) for VQG. However, Tutori-107

alVQA just identifies a span of a video segment as108

an answer while SlideVQA has only factual ques-109

tions which can be simply answered by reading110

data from a slide. ScienceQA (Lu et al., 2022)111

contains image-based MCQs but do not have any112

videos or temporal understanding and hence fail to113

1
https://anonymous.4open.science/r/EduVidQA-D86B/

2
https://huggingface.co/datasets/vqamaster/EduVidQA

represent real-world variety of questions. In real 114

world, learners ask diverse questions, from simple 115

inferential queries to complex, open-ended ones. 116

3 EDUVIDQA Dataset 117

Dataset Curation. The proposed task requires a 118

dataset where a video is associated with a QA pair. 119

While many platforms offer lecture videos, they 120

typically separate discussion forums from the lec- 121

ture videos, making it difficult to map questions to 122

videos. Fortunately, the following websites host 123

video-specific questions: Khan Academy3, TED- 124

Ed4, YouTube5 and MathTV.6 Khan Academy 125

specifically provides a doubt-clarification platform 126

with concise human-written answers, and so best 127

aligns with our task. 128

Fortunately, the LearningQ dataset (Chen et al., 129

2018) is an open dataset with data crawled from 130

Khan Academy and TED-Ed. Although the dataset 131

was originally released for Question Generation, 132

we repurpose it for our multimodal QA task. We 133

extract the questions from discussion files, named 134

with a YouTube video-id making it possible for us 135

to map videos and questions. The dataset includes 136

over 338,000 domain-wise question-answer pairs 137

along with unique video-ids and subtitles. The 138

videos have an average duration of 7 minutes, with 139

most questions focused on remembering, under- 140

standing and analysis. 141

We filter this dataset by removing irrelevant or 142

incorrectly answered QA pairs in two phases. In 143

the first phase, we provide the question, answer 144

and domain information to obtain a relevance score 145

using GPT3.5 on a scale of 1-10. We then retain 146

QA pairs with GPT3.5-score ≥ 6. But manual in- 147

spection revealed that this subset still had ∼15% 148

irrelevant samples. Hence, in the second phase, 149

we leverage GPT-4 and retain QA pairs with score 150

≥ 9 resulting in ∼95% relevant QA pairs. Ap- 151

pendix A.1 lists the scoring prompt. This leads 152

to our EDUVIDQA dataset with 7,297 videos and 153

201,398 QA pairs. 154

Further, we observe that several QA pairs could 155

be answered without the video in context (Ap- 156

pendix B). Hence, we retain questions only from 157

Math and Science domains since questions from 158

other domains are less likely to require visual con- 159

tent. To make the task truly multimodal, we sample 160

3
https://www.khanacademy.org/

4
https://ed.ted.com/

5
https://www.youtube.com/education

6
https://www.mathtv.com/
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only those QA pairs where the question has a times-161

tamp referring to a time point in the video. This162

ensures that most of the samples will require the163

model to apply multimodal reasoning skills over164

the input video and the question to generate an165

accurate answer. This results into a more chal-166

lenging subset of our EDUVIDQA dataset, with167

3,158 videos and 18,474 QA pairs. On average,168

the questions and answers contain 37 and 49 words169

respectively. We share our dataset publicly.2 We170

split this dataset into 13,329 for train, 4,645 for171

validation and 500 for test.172

Dataset Analysis. We perform an analysis to173

assess the cognitive complexity of questions us-174

ing BloomBERT (Lau, 2023) on EDUVIDQA. We175

find that while most questions are understanding176

(65.3%) and remembering (16.3%) based, many177

questions also need creativity (6.5%), application178

(5.5%), analysis (4.6%) & evaluation (1.6%) skills.179

4 Evaluation Metrics180

Since multimodal QA is an NLG application,181

we leverage the most widely used NLG met-182

rics. These include unsupervised metrics like183

BLEU (Papineni et al., 2002), ROUGE (Lin,184

2004), BERTScore (Zhang* et al., 2020),185

BARTScore (Yuan et al., 2021), and a super-186

vised metric, BLEURT (Sellam et al., 2020). As187

recommended, we use the CNNDM version of188

BARTScore7 and BLEURT-20 model.8189

To check if these metrics are suitable for the pro-190

posed task, we manually annotate 70 samples and191

compute correlation with human judgments. Man-192

ual annotations covered 4 aspects of quality: (i)193

correctness of answer, (ii) coherence (ease of fol-194

lowing an answer), (iii) visual grounding and (iv)195

relevance to the question on a scale of 0 to 5. In-196

spired by recent advancements in NLG evaluation197

using GPT as evaluator (Zheng et al., 2023; Liu198

et al., 2023b), we also obtain scores using GPT-4.199

Detailed definitions of these aspects are provided200

as prompts in Appendix A.3.201

We found these correlations for various evalua-202

tion metrics with human: BLEU (0.130), ROUGE-203

1 (0.216), ROUGE-L (0.245), BERTScore (0.318),204

BARTScore (0.299), BLEURT (0.488), our GPT-4205

eval (0.782), Inter-human (0.909). N-gram based206

metrics like ROUGE and BLEU perform word-207

level syntactic matches, which makes them unfit208

7
https://github.com/neulab/BARTScore

8
https://github.com/google-research/bleurt

for capturing overall semantics. Neural methods 209

(BERTScore, BARTScore and BLEURT) align bet- 210

ter since they compare semantics of the entire text. 211

Despite the advantages of automated metrics in 212

terms of definitive scores and speed of computa- 213

tion, they demonstrate only moderate correlation 214

with human judgments. Given that ground truth 215

answers in the Khan Academy dataset are created 216

by multiple humans, they often reflect a diversity 217

of knowledge and creativity. Further, there can 218

be multiple possible answers/explanations to the 219

questions and since these metrics compute similar- 220

ity of generated text with reference answers, they 221

show poor correlations. Therefore, it is not the best 222

strategy to directly compare the predicted answers 223

with the single ground truth using standard NLG 224

metrics. Overall, we find that our proposed GPT-4 225

eval metric provides the highest correlation score 226

of 0.782 with human judgments. 227

5 Benchmarking Results on EDUVIDQA 228

5.1 Experiments 229

We experiment with 3 LLMs (Vicuna, LLaMA-3 230

and GPT-4) and 2 VLMs (LLaVA-v1.5 and GPT- 231

4V). Note that Vicuna, LLaMA-3 and LLaVA-v1.5 232

have 7B, 7B and 8B parameters respectively. GPT- 233

4 has 1.76T parameters; number of parameters for 234

GPT-4V are unknown. LLaVA is based on aligning 235

CLIP embeddings of the image with text by using 236

a multimodal projection layer which brings the 237

image and text embeddings into the same space. 238

As input to these models, we either just pro- 239

vide the question or provide a combination of text 240

and video transcript. Since our dataset contains a 241

timestamp mentioned in every question, we pro- 242

vide transcript of the video corresponding to ± 1.5 243

minutes around the timestamp as additional context 244

from the video. This partial transcript is chosen 245

to avoid large input lengths. For VLMs, we also 246

pass the video frame corresponding to the times- 247

tamp in the question. Rather than passing just one 248

frame as input, we also experimented with multiple 249

frames (equidistant sampled from video or sam- 250

pled close to the timestamp) but did not see any 251

improvements. 252

Note that our dataset differs from text-only QA 253

data since each sample also has an accompanying 254

video. Our dataset also differs from standard visual 255

QA since we use a transcript (which spans tempo- 256

rally as long as the video). Hence, EDUVIDQA is 257

a dataset for QA on educational videos. 258
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Std. NLG Metrics GPT-4 evaluations
Modality Model Model

Size
Transcript
provided?

BERT-
Score

BART-
Score

BLEURT Correctness (2) Coherence (1) Visual Ground-
ing (1)

Relevance (1) Total (5)

Text

Vicuna 7B No 0.821 -4.817 0.387 0.388 0.290 0.268 0.262 1.208
Vicuna 7B Yes 0.837 -4.137 0.439 1.118 0.542 0.576 0.612 2.848

LLaMA-3 8B No 0.832 -4.512 0.445 1.312 0.746 0.464 0.702 3.224
LLaMA-3 8B Yes 0.843 -4.216 0.445 1.568 0.916 0.774 0.852 4.110

GPT-4 1.76T No 0.843 -4.283 0.421 1.354 0.940 0.394 0.704 3.392
GPT-4 1.76T Yes 0.851 -4.080 0.439 1.832 0.986 0.772 0.930 4.520

Image

LLaVA-v1.5 7B No 0.833 -4.416 0.423 0.796 0.332 0.394 0.530 2.052
LLaVA-v1.5 7B Yes 0.837 -4.193 0.435 1.030 0.458 0.528 0.650 2.666

GPT-4V - No 0.842 -4.412 0.442 1.644 0.920 0.646 0.840 4.050
GPT-4V - Yes 0.847 -4.289 0.449 1.884 0.974 0.734 0.962 4.554

Human (without video)∗ - - 0.862 -4.188 0.436 1.250 0.970 0.540 0.740 3.500
Human (with video)∗ - - 0.870 -3.934 0.469 1.900 0.990 0.940 0.920 4.750

Table 1: Main results on EDUVIDQA test set (500 questions). ∗Human perf. is on 100 random samples from test.

All GPT-4 evaluations were done using Azure259

AI GPT-4 deployments with temperature = 1e-9260

and seed = 42. Human annotations in this study261

were done by two of the authors; conflicts were262

resolved by discussions and led to improvements263

in guidelines and prompts over iterations.264

5.2 Results265

Main Results: Table 1 shows zero shot inference266

results for various models on EDUVIDQA test267

set. We observe that providing transcript in input268

always improves performance across all the met-269

rics and models. When no transcript is provided270

LLaVA (which uses Vicuna as the LM) and GPT-271

4V perform better than Vicuna and GPT-4 respec-272

tively. However, the performance improvement is273

marginal when both the image and transcript are274

provided as context. As expected the humongous275

GPT-4 and GPT-4V models perform the best. Of276

course, human baseline results are better especially277

when the video is provided along with the question.278

We also finetuned Vicuna, LLaMA-3 and LLaVA279

using the EDUVIDQA train data, but finetuning did280

not help improve the results. Perhaps, this arises281

because when model tries to learn the reference282

answer on train data, it performs worse on test data283

since multiple possible answer styles can be cor-284

rect, making the model’s learning ineffective. This285

is also consistent with findings in Ahn et al. (2024).286

GPT-4 vs GPT-4V: We also perform a manual287

comparison between the outputs from GPT-4 and288

GPT-4V for 100 samples. For both models, we289

passed transcript in the input. In 71/100 cases, both290

models were found to be equally good. In 26 cases,291

GPT-4V was preferred compared to GPT-4 while292

GPT-4 was preferred over GPT-4V in only 3 cases.293

Qualitative Analysis: Appendix C (Tables 2, 3, 4294

and 5) shows a few case studies of predictions from295

various models where the models perform accu-296

rately as well as examples where models generate297

erroneous predictions. Without the visual informa-298

tion, even LLMs and VLMs like GPT-4 and GPT- 299

4V express their inability to answer by generating 300

responses like “... The transcript does not provide 301

the specific details regarding what was written at 302

timestamp 5:11 in the video ...” or “... I would 303

need to actually watch the video, which I cannot do 304

...” (Table 2). Further, Table 3 shows how GPT-4 305

attempts (but fails) to generate a reasonable an- 306

swer because it cannot align transcript words with 307

what is mentioned in the image. Further, without 308

transcripts (Table 4), LLaMA-3 hallucinates about 309

the ambiguous word “expanding” to (incorrectly) 310

mean “zooming in” rather its actual meaning in the 311

“expanding powers of a binomial” sense. Lastly, Ta- 312

ble 5 and Fig. 2 show an example where even our 313

best model (GPT-4V with transcript) also does not 314

provide a good answer. It shows how GPT-4V fails 315

at temporal understanding and geometric reason- 316

ing, and can be easily confused by an incorrectly 317

framed question. 318

6 Conclusions 319

In this paper, we take initial steps towards mul- 320

timodal QA for education domain. We curate a 321

dataset, EDUVIDQA, by carefully filtering relevant 322

videos and QA pairs from LearningQ. We observe 323

that standard NLG metrics are insufficient for eval- 324

uation for this task. Hence, we propose a novel, but 325

expensive, GPT-4 based metric based on evaluating 326

aspects like correctness, coherence, visual ground- 327

ing and relevance. Further, we benchmark multiple 328

LLMs and VLMs, and find that GPT-4V provides 329

best performance, and smaller models worsen in 330

performance after training. Our work highlights 331

important open questions in this area: how to train 332

less expensive evaluation metrics for our task, and 333

how to use existing training data for better perfor- 334

mance of smaller models, which can provide lower 335

latency and compute costs. 336
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7 Limitations337

We would like to extend this benchmarking to many338

other models like Gemini (Team et al., 2023) and339

GPT-4o. It will also be nice to distill such large340

models to small scale models for lower compute341

needs and lower latency.342

We experimented with maths and science ques-343

tions. It will be nice to extend this to other domains.344

Lastly, we experimented with English QA pairs345

only. We would surely like to extend this to more346

languages.347

8 Ethics Statement348

All the models used in this work are publicly avail-349

able on Huggingface and free for research.350

We utilized publicly accessible Learn-351

ingQ dataset from https://github.com/352

AngusGLChen/LearningQ. These resources were353

used as per their intended use policies.354

Just like other generative models, our models can355

potentially generate biased, offensive or otherwise356

harmful content. Hence, care should be taken to357

apply appropriate filters when integrating with real358

world systems. That said, we did not observe such359

cases during our experimentation.360
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A GPT prompts 481

A.1 Filtering out irrelevant questions 482

483
system_prompt = "You are an expert in 484

finding the relevance of a question 485
and its corresponding answer with 486
respect to a particular domain. Your 487
task is to find the relevance of a 488

question answer pair with respect to 489
the domain mentioned. Here's how 490

you can accomplish the task. \n 491
------------\n 492
- See whether the question is 493

relevant to the domain in 494
consideration .\n 495

- See whether the answer tries to 496
provide a solution to the 497
question .\n 498

- Evaluate the question answer pair 499
with respect to the domain 500
mentioned .\n 501

- Rate the relevance of the 502
following question -answer pairs 503
on a scale of 1-10, with 1 being 504
least relevant and 10 being 505

most relevant .\n 506
Please generate the response in the 507

form of a Python integer\n 508
DO NOT PROVIDE ANY OTHER TEXT OR 509

EXPLANATION" 510
511

user_prompt = "Please evaluate the 512
following domain -based question - 513
answer pair:\n 514
domain :{ domain }\n 515
question :{ question }\n 516
answer :{ answer}" 517518

Listing 1: Prompt used to filter irrelevant QA pairs

A.2 Prompt for Question Answering 519

520
system_prompt = "## You are an Question 521

Answering AI assistant. You need to 522
answer the question .\n 523
## RULES\n 524
1. Answer MUST be simple and precise 525

.\n 526
2. Answer can consists of multiple 527

steps if that would help the 528
human understand it better .\n 529

3. Do not assume something you are 530
not sure about.\n\n" 531

532
user_prompt = "Question: {question }\n\ 533

nAnswer: " 534535

Listing 2: Prompt used for Question answering with
question alone

536
system_prompt = "## You are an Question 537

Answering AI assistant .\nYou are 538
provided with the `Transcript ' of a 539
video.\n You need to answer the 540
question as if you have seen the 541
video.\n 542
## RULES\n 543
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1. Answer MUST be simple and precise544
.\n545

2. Answer can consists of multiple546
steps if that would help the547
human understand it better .\n548

3. Do not assume something you are549
not sure about.\n550

4. You may make use of the context551
provided in the Transcript to552
generate the answer .\n\n"553

554
user_prompt = "Transcript: {transcript }\555

n\nQuestion: {question }\n\nAnswer: "556557

Listing 3: Prompt used for Question answering with
question and transcript

A.3 Prompts for Evaluation558

We believe that the metrics of correctness, coher-559

ence, visual grounding and relevance are extremely560

crucial for the educational domain. (a) Correctness:561

Accuracy is crucial as it ensures students receive562

the right information, preventing misconceptions563

and supporting effective learning. (b) Coherence:564

Clear and logical answers help students understand565

and connect ideas, especially for comprehending566

complex topics.(c) Visual Grounding: Linking in-567

formation to visual elements in materials aids in568

ease of understanding the answers, especially with569

reference to the video recently watched by the stu-570

dent. (d) Relevance: It ensures that the answer does571

not deviate from the student’s question which helps572

in efficient learning by avoiding any confusions573

at the learning stage. We design prompts having574

explicit scoring guidelines for each of these factors,575

for GPT which gives high correlations with human576

scores.577

A.3.1 Correctness578

579
system_prompt = "You are an AI580

Evaluation chatbot helpful in581
evaluating the correctness of582
generative outputs for visual583
content -based question -answer pairs584
.\n585
Your task is to evaluate the586

predicted answer and determine587
if it answers the question588
correctly. Here's how you can589
accomplish the task:\n590

------\n591
## INSTRUCTIONS: \n592
Provide your evaluation only as a593

score where the score is an594
integer value.\n595

Please generate the response in the596
form of a Python dictionary597
string with keys `score ', where598
its value is the score in599
INTEGER , not STRING .\n600

For example , your response should 601
look like this: {`score ': 602
INTEGER }.\n 603

Possible values of score are : 604
[0,1,2] \n 605

0 when predicted answer is incorrect 606
or not answered. \n 607

1 when predicted answer is partially 608
correct or makes assumptions. \ 609

n 610
2 when predicted answer is 611

completely correct with concise , 612
useful explanations. \n" 613

614
user_prompt = "Please evaluate the 615

following video -based question - 616
answer pair:\n 617
Question: {question }\n 618
Predicted Answer: {pred}\n\n" 619620

Listing 4: Prompt used for evaluating correctness

A.3.2 Coherence 621

622
system_prompt = "You are a strict AI 623

Evaluation chatbot helpful in 624
evaluating the coherence of 625
generative outputs for video -based 626
question -answer pairs.\n 627
Your task is to strictly evaluate 628

the predicted answer and 629
determine if it is coherent and 630
easy to understand. Here's how 631
you can accomplish the task:\n 632

------\n 633
## INSTRUCTIONS :\n 634
Provide your evaluation only as a 635

score where the score is an 636
integer value.\n 637

Please generate the response in the 638
form of a Python dictionary 639
string with keys `score ', where 640
its value is the score in 641
INTEGER , not STRING .\n 642

For example , your response should 643
look like this: {`score ': 644
INTEGER }.\n 645

Possible values of score are : [0,1] 646
\n 647

0 when predicted answer is long and 648
not easy to follow .\n 649

1 when predicted answer has concise 650
explanations and easy to follow 651
.\n" 652

653
user_prompt = "Please evaluate the 654

following video -based question - 655
answer pair:\n 656
Question: {question }\n 657
Predicted Answer: {pred}\n\n" 658659

Listing 5: Prompt used for evaluating coherence

A.3.3 Visual grounding 660

661
system_prompt = "You are a strict AI 662

Evaluation chatbot helpful in 663
evaluating the contextual 664
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understanding of generative outputs665
for video -based question -answer666
pairs.\n667
Your task is to strictly evaluate668

the predicted answer and669
determine if it is grounded in670
the visual content provided as671
image/video. Here's how you can672
accomplish the task:\n673

------\n674
## INSTRUCTIONS :\n675
Provide your evaluation only as a676

score where the score is an677
integer value.\n678

Please generate the response in the679
form of a Python dictionary680
string with keys `score ', where681
its value is the score in682
INTEGER , not STRING .\n683

For example , your response should684
look like this: {`score ':685
INTEGER }.\n686

Possible values of score are : [0,1]687
\n688

0 when predicted answer has no689
reference to the image/video. \n690

1 when predicted answer has691
reference to the image/video. \n692
"693

694
user_prompt = "Please evaluate the695

following video -based question -696
answer pair:\n697
Question: {question }\n698
Predicted Answer: {pred}\n\n"699700

Listing 6: Prompt used for evaluating visual
understanding

A.3.4 Relevance701

702
system_prompt = "You are a strict AI703

Evaluation chatbot helpful in704
evaluating the completeness and705
relevance of generative outputs for706
video -based question -answer pairs.\n707
Your task is to strictly evaluate708

the predicted answer and709
determine if it is complete and710
relevant to the question. Here's711
how you can accomplish the task712

:\n713
------\n714
## INSTRUCTIONS :\n715
Provide your evaluation only as a716

score where the score is an717
integer value.\n718

Please generate the response in the719
form of a Python dictionary720
string with keys `score ', where721
its value is the score in722
INTEGER , not STRING .\n723

For example , your response should724
look like this: {`score ':725
INTEGER }.\n726

Possible values of score are : [0,1]727
\n728

0 when predicted answer is729
irrelevant or somewhat deviates730

from the question. \n 731
1 when predicted answer is 732

completely relevant and precise. 733
\n" 734

735
user_prompt = "Please evaluate the 736

following video -based question - 737
answer pair:\n 738
Question: {question }\n 739
Predicted Answer: {pred}\n\n" 740741

Listing 7: Prompt used for evaluating relevance

B Dataset Filtering Decisions 742

We filtered out questions from our overall EDU- 743

VIDQA dataset, hence creating the challenging 744

subset with most questions requiring visual context 745

to answer the question. 746

Why Maths and Science domains only? We de- 747

cided to choose these domains to have more com- 748

plex, reasoning-based questions which cannot be 749

answered with general or common sense knowl- 750

edge. Further, ∼75% of our dataset consists of 751

questions from Maths and Science domain and 752

even after retaining only ∼9% of the total QA pairs, 753

we are still able to retain ∼43% of the videos. 754

Why timestamps? Upon observation, we find that 755

QA pairs with timestamp in their question are more 756

likely to need a proper contextual understanding of 757

the video. Using GPT-4 for filtering out such ques- 758

tions would have further added to our costs. Hence 759

we use this simplified heuristics-based approach to 760

ensure that most questions require video context to 761

be answered accurately. 762

Examples of removed questions. Examples of 763

some questions which have been removed are as 764

follows. It is easy to see that these questions can be 765

easily answered by the world knowledge stored in 766

the LLM’s parametric memory and does not need 767

video context. 768
769

Q: "Why does the pond freeze faster than 770
the sea water?" 771772

Listing 8: General question, does not require video
context.

773
Q: "Wasn't Russia called the Soviet 774

Union?" 775776

Listing 9: History question: Remembering-based
question and does not require context.

777
Q: "If a continuous increase in 778

Government spending increases the 779
GDP and reduces Inflation , how does 780
subsequent increase in spending 781
increase the rate of inflation?" 782

8



783

Listing 10: Question is linked to the video but does
not require video context. Requires reasoning but any
text-only LLM can handle.

C Qualitative Analysis of Model Outputs784

In this section, we show a few case studies of pre-785

dictions from various models where the models per-786

form accurately as well as examples where models787

generate erroneous predictions. Table 2 shows an788

example of a good prediction from GPT-4V with789

transcript. Table 3 shows an example where GPT-790

4V prediction is better than prediction from GPT-4.791

Table 4 shows an example where LLaMA-3 with792

transcript is better than LLaMA-3 without tran-793

script. Lastly, Table 5 shows an example where794

even our best model (GPT-4V with transcript) also795

does not provide a good answer.796

D Error Analysis797

Our best model GPT-4V with transcript also makes798

errors. This section looks at error analysis for one799

of its failure cases mentioned in Table 5 as an ex-800

ample, suggesting future research directions.801

Please see Figure 2 for a detailed view of input and802

output.803

Error 1: Temporal Understanding problem804

The model could not track in what order values in805

the image were filled. Although transcript would806

have helped but it paid more attention to what is807

already present in the image. The 2 equations were808

finally solved at a later stage (around 30 seconds809

ahead)810

Error 2: Cognitive problem and confusion811

The model does not have much sense of geometry.812

It could not figure out by looking at image what val-813

ues are to be equated. It gets confused with adding814

transcript, since there are so many points where we815

have x’s and y’s.816

Error 3: Factual incorrectness817

It could not catch an error in the question and gets818

confused and even says “two adjacent sides of a819

rectangle, which must be equal” and equates un-820

equal sides: “8x + 4y and 8x + 9y, should be equal”821

which is incorrect in the context of the video and822

the transcript. A self check on factual correctness823

could have been a possible solution.824

9



Video https://www.youtube.com/watch?v=rYG1D5lUE4I
Question I think Sal make a mistake on (vid @ 5:11) when he write the greater than sign! it should be Less than
Ground truth
Answer

No, Sal is correct. If he had: i sqrt(x) where X<0, then X is negative. Backup thru Sal steps. If X is negative * (-1) = +X. And he would have
started with sqrt(x), not sqrt(-x). He is also trying to highlight that if you had something like: sqrt(12), you would not make this into i sqrt(-12). The
imaginary number is not needed if the radical contains a positive number to start with.

Prediction from
GPT-4 with tran-
script

The transcript does not provide the specific details regarding what was written at timestamp 5:11 in the video. Therefore, it’s not possible to confirm
if Sal made an error with the greater than sign or if it should have been a less than sign.

Prediction from
GPT-4V without
transcript

To confirm if Sal made a mistake with a greater than sign at 5:11 in the video, I would need to actually watch the video, which I cannot do. However,
I can see the content of the provided image and provide explanations based on it.\n\n The image shows handwritten mathematics notes that include
the definition of the imaginary unit i, properties of square roots, and an example with the square root of a negative number. If Sal’s discussion
involves these topics and there’s a specific point related to inequalities or comparing sizes, I can help clarify that based on the mathematical concepts
shown. If you provide more context or describe the mistake, I can help correct the mathematical concept.

Prediction from
GPT-4V with
transcript

Sal is correct in the video; he mentions that the rule
√
−x = i

√
x applies when x ≥ 0. When x is greater than or equal to 0, −x is a non-positive

number (negative or zero), which is the context in which you would be looking for a complex square root. If x were less than 0, then −x would be
positive, and the regular principal square root could be used instead of the complex one. Thus, the greater than sign is used appropriately here.

Table 2: An example of a good prediction from GPT-4V with transcript.

Video https://www.youtube.com/watch?v=nGCW5teACC0
Question The equation is -4x+7. Shortly after the 4:00 mark, Sal replaces the x with -1 and then says, “4 times -1 = -4”. Shouldn’t it be -4 * -1?
Ground truth
Answer

He misspoke and says 4*-1=4, but what he really meant is -4*-1=4 and he completes the equation as if he had said that correctly. It does not change
the problem because he just misspoke and didn t write the incorrect statement down

Prediction from
GPT-4

No, Sal is correct. In the equation -4x+7, the “-4x” represents “-4 times x”. So if x is -1, then it is “-4 times -1”, which does equal 4. But because of
the negative sign in front of the 4, the result is turned into -4. Hence, ‘-4 times -1’ equals ‘-4’ in this context.

Prediction from
GPT-4V

Yes, it should be -4 multiplied by -1. When plugging -1 into the equation in place of x, the correct operation is to multiply -4 by -1, which results in
+4.

Table 3: Visual content helps: GPT-4V prediction is better than prediction from GPT-4.

Video https://www.youtube.com/watch?v=iPwrDWQ7hPc
Question At 8:30, why does Sal keep expanding everything out? I do not understand it.
Ground truth
Answer

he is using this as a complete example to show how it works. He is also using the sigma, which is a sum of all integers from the number on the
bottom to n.

Prediction from
LLaMA-3 with-
out transcript

I’m happy to help you understand!\n\nIt seems that Sal is expanding everything out because he is trying to show the proportions of the shapes and
figures in the diagram. By expanding each part, he is making it easier to see the relationships between different elements and understand the overall
structure.\n\nThink of it like zooming in on a small part of a big picture. By making each piece larger, Sal is allowing us to see the details more
clearly and understand how they fit together.\n\nDoes that make sense?

Prediction from
LLaMA-3 with
transcript

Sal keeps expanding everything out because he is applying the Binomial Theorem to the expression (a + b)4. The Binomial Theorem is a formula
for expanding powers of a binomial (an expression with two terms) into a sum of terms. In this case, Sal is expanding (a + b)4 into a sum of terms
using the Binomial Theorem.\n\nHe is doing this to show that the expression (a + b)4 can be simplified into a sum of terms, each of which is a
product of powers of a and b. This can be useful for simplifying expressions and solving equations.\n\nIt may seem like a lot of work to expand
everything out, but it is a useful technique for solving problems in algebra and other areas of mathematics.

Table 4: Transcript helps: LLaMA-3 without transcript vs LLaMA-3 with transcript.

Video https://www.youtube.com/watch?v=1uWZNW5PF-s
Question At 6:13, Sal got 2 different answers for 2 sides of a square. How did he get the 2 answers?
Ground truth
Answer

To get the dimension on the left side of the large rectangle, he added the lengths of a side of each square on the left. To get the dimension on the right
side of the large rectangle, he added the lengths of a side of each square on the right. Since we know opposite sides of a rectangle have equal length,
we can set up an equation (13x+7y=8x+9y) to solve for the ratio of x to y (x=2/5*y).

Prediction from
GPT-4V with
transcript

Sal calculated the dimensions of two adjacent sides of a rectangle, which must be equal because they represent the same length. For one side, he
added the lengths of segments labeled as 5x + 3y, 2x + y, and x to get a total length of 8x + 4y. For the adjacent side, he combined the lengths of
segments labeled as 4x + 4y and 4x + 5y to get a total length of 8x + 9y. These two different expressions, 8x + 4y and 8x + 9y, should be equal since
they represent the same physical length of the rectangle’s side, leading to an equation that can be simplified to find a relationship between x and y.

Table 5: Best model (GPT-4V with transcript) also makes a mistake here.
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Timestamp image (6:13)

Question

At 6:13, Sal got 2 different answers for 2 sides of a square. How did he get the 2 answers?

Human answer

To get the dimension on the left side of the large rectangle, he
added the lengths of a side of each square on the left. To get the
dimension on the right side of the large rectangle, he added the

lengths of a side of each square on the right. Since we know
opposite sides of a rectangle have equal length, we can set up

an equation (13x+7y=8x+9y) to solve for the ratio of x to y
(x=2/5*y)

GPT4V-response

Sal calculated the dimensions of two adjacent sides of a
rectangle, which must be equal because they represent the

same length. For one side, he added the lengths of segments
labeled as 5x + 3y, 2x + y, and x to get a total length of 8x + 4y.

For the adjacent side, he combined the lengths of segments
labeled as 4x + 4y and 4x + 5y to get a total length of 8x + 9y.

These two different expressions, 8x + 4y and 8x + 9y, should be
equal since they represent the same physical length of the

rectangle’s side, leading to an equation that can be simplified to
find a relationship between x and y.

Transcript*
....5x plus 3y is going to be that entire length right over there. ..... This length is 3x plus 2y. This is x plus y. And this is y. So if you add 3x
plus 2y plus x plus y plus y, you get 4x plus-- what is that-- 4y, right? 2y, 3y, 4y. And then we can express this character's dimensions in

terms of x and y because this is going to be 5x plus 3y. Then you're going to have 2x plus y. And then you're going to have x. So you add
the x's together. 5x plus 2x is 7x, plus x is 8x. And then you add the y's together, 3y plus y, and then you don't have a y there. So that's

going to be plus 4y. And then finally, we have this square right over here. Its dimensions are going to be the y.......5x plus 3y plus 8x plus
4y. So 5 plus 8 is 13. So it's 13x plus 3 plus 4 is 7y. So that's its height. But we can also think about its height by going on the other side
of it. And maybe this will give us some useful constraints because this is going to have to be the same length as this over here. And so if
we add 4x plus 4x, we get 8x. So these are going to have to be equal to each other, so that's an interesting constraint. So we have 13x

plus 7y is going to have to equal 8x plus 9y............

Figure 2: Example where GPT-4V with transcript does not perform well. The image corresponds to the frame at
6:13 in the video https://www.youtube.com/watch?v=1uWZNW5PF-s. We omitted some lines from the transcript
for sake of clarity of presentation.
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