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Abstract

Recently, 3D Gaussian Splatting (3DGS) has become popular in reconstructing
dense 3D representations of appearance and geometry. However, the learning
pipeline in 3DGS inherently lacks the ability to quantify uncertainty, which is
an important factor in applications like robotics mapping and navigation. In this
paper, we propose an uncertainty estimation method built upon the Bayesian
inference framework. Specifically, we propose a method to build variational
multi-scale 3D Gaussians, where we leverage explicit scale information in 3DGS
parameters to construct diversified parameter space samples. We develop an
offset table technique to draw local multi-scale samples efficiently by offsetting
selected attributes and sharing other base attributes. Then, the offset table is learned
by variational inference with multi-scale prior. The learned offset posterior can
quantify the uncertainty of each individual Gaussian component, and be used in the
forward pass to infer the predictive uncertainty. Extensive experimental results on
various benchmark datasets show that the proposed method provides well-aligned
calibration performance on estimated uncertainty and better rendering quality
compared with the previous methods that enable uncertainty quantification with
view synthesis. Besides, by leveraging the model parameter uncertainty estimated
by our method, we can remove noisy Gaussians automatically, thereby obtaining a
high-fidelity part of the reconstructed scene, which is of great help in improving
the visual quality. 1

1 Introduction

The radiance field methods [1] for view synthesis have received increasing attention in the past
few years due to their capability of achieving photorealistic results. Among them, the recently
proposed 3D Gaussian Splatting (3DGS) algorithm [2] has pushed the boundary of real-time view
synthesis with prominent quality and efficiency. However, a major functionality deficiency of 3DGS
is that it cannot provide uncertainty information regarding the reconstructed model and predictions.
Such uncertainty information would be useful in removing the noisy components in the model
and providing confidence maps to assess the quality view synthesis results, which is important in
applications such as autonomous driving simulation and robotics navigation.

Previous works in view synthesis made attempts to quantify the uncertainty in Neural Radiance Field
(NeRF) models via ensemble, variational inference or Laplace’s approximation methods [3, 4, 5, 6].
Although these works demonstrate the ability to quantify the uncertainty with NeRF models, they
cannot be directly applied to 3DGS models, due to the intrinsic difference between the implicit
NeRF representation and explicit 3DGS. Furthermore, some prior works deal with the uncertainty in
learning models with methods such as Monte-Carlo dropout [7], Deep Ensemble [8] and Subnetwork
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Figure 1: The results of cleaning up an unbounded scene reconstructed with 3DGS using our
uncertainty estimation. We remove the Gaussians with large parameter uncertainty, the majority of
which are under-reconstructed background. The desk at the center of the scene remains complete
even after removing 90% of the Gaussians.

[9]. A major characteristic of these methods is that they can be seen as the approximation of Bayesian
Inference, which estimates the distribution of posterior p(θ|D) and prediction p(y|θ, x), instead of
point estimation.

The methods mentioned above can be seen as inferring the posterior distribution using model space
samples. As mentioned in previous works [8, 10, 11], the key objectives for good model space
samples are diversity and efficiency. To improve the quality of uncertainty estimation by increasing
the diversity, the generated model space samples should explore the potential cases of true posterior
as much as possible, which was not achieved in previous work on NeRF uncertainty estimation.
Furthermore, although naive methods like ensemble provide good approximations, they require large
storage and the computational cost which increase linearly with the number of samples. Thus, on top
of diversity, efficiency is another important aspect we focus on when estimating the uncertainty for
3DGS, which means that we should use as few samples of parameters as possible.

In this paper, we design an uncertainty estimation method for 3DGS by constructing diversified
parameter space samples efficiently. Inspired by the Level-of-Detail (LoD) technique used in
computer graphics [12, 13] and multi-scale representation widely used in computer vision [14, 15],
we propose to investigate the potential of scale information in fitting the scene representation with
diversified samples. Specifically, we design a multi-scale variational inference method for 3DGS,
which increases the diversity of parameter samples by enforcing them to model local spatial areas with
multiple scales. To reduce the number of extra parameters, we design a mechanism that spawns finer
multi-scale Gaussians from the base Gaussian, which are heavily involved in the rendering process.
Instead of creating actual new Gaussians, we maintain an offset table parameterizing only a subset
of attributes and share the remainder with base Gaussian. This can further reduce the number of
parameter samples by maintaining only the attributes that contribute to our multi-scale representation.

Extensive experiments demonstrate the remarkable performance of our method on uncertainty
estimation without affecting the rendering quality. We also show that our method provides both
accurate posterior and predictive uncertainty estimation. The posterior uncertainty can be utilized
directly to remove noisy Gaussians, thanks to the explicit benefit of the 3DGS method. The predictive
uncertainty can serve as a confidence map to interpret the synthesized novel views.

The main contributions of our work are summarized as follows:

• We propose a multi-scale variational inference framework for uncertainty-aware view syn-
thesis with the 3D Gaussian Splatting algorithm.

• We develop a spawning strategy to create multi-scale representations for 3DGS, and increase
the sample diversity and inference efficiency by maintaining an offset table and sharing
parameters.
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Figure 2: The comparison between our multi-scale variational inference and other methods. (a)
Laplace’s Approximation fits posterior with normal distribution where the mean equals maximum a
posteriori solution θMAP and precision equals fisher information I(θ). (b) The ensemble method
learns multiple models simultaneously to form the model space samples. (c) Our method builds a
multi-scale representation of the scene, where inference is done by sampling the offset distribution
and forming finer Gaussians.

• We evaluate the accuracy of uncertainty estimation on various benchmarks, and demonstrate
the application of the parameter uncertainty in cleaning up noisy components in the scene.

2 Related Work

2.1 Uncertainty Quantification

Providing uncertainty together with predictions of learning models is of great use such as interpreting
the model output [16, 17] or providing guidance in active data collection [18, 19]. This goal can
be achieved by Bayesian learning, which characterizes the predictive distribution and posterior
distribution of model parameters with theoretical foundations [20]. One can use Hamiltonian
Monte Carlo sampling for Bayesian learning in neural networks [21], which guarantees asymptotic
performance. Previous works proposed other approximation methods such as Laplace’s approximation
[22]. These methods consider the correlations between parameters, and are known for not requiring
further assumption while reducing computations.

More recent works borrow from regularization techniques such as the dropout method as an approxi-
mated Bayesian inference, such as Monte-Carlo DropOut (MCDO) [7], Concrete Dropout [23] and
Variational Dropout [24]. Another line of work builds model ensembles from various subsets of data
[8, 16], hyperparameters [25] or multiple subnetworks [9, 26] to infer the uncertainty. Some methods
also introduce network modulation to form a model ensemble, among which BatchEnsemble [27]
learns multiple low-rank weight matrices. Turkoglu et al. [28] introduced a set of linear modulation
parameters. Other works focus on extra network components, such as Variational AutoEncoders
(VAEs) methods [29] or auxiliary network [30].

The commonality of the above methods is that they introduce randomness into the model and draw
model space samples. Furthermore, the importance of the diversity of model space samples in
approximated Bayesian learning is demonstrated in [11, 31]. Unlike the implicit characteristics of
neural networks, the parameters of 3DGS have physical meanings that we can handle explicitly.

For algorithms in the multi-view geometry in computer vision, the uncertainty of camera pose can be
estimated from the covariance matrix of the transformation matrix using Monte Carlo methods [32].
In the Simultaneous Localization and Mapping (SLAM) system, the uncertainty can be estimated from
Kalman filter [33]. Our method can be aggregated to a dense SLAM system to provide uncertainty
information for optimizing camera pose together with the map.

2.2 View Synthesis and Radiance Field

Recently, the radiance field has become popular in 3D vision, which achieves great success in gener-
ating photo-realistic images of novel view directions from a set of calibrated images. Early research
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Figure 3: The pipeline of our variational multi-scale representation. We spawn base Gaussians, which
are the major components in the scene, into multi-scale finer Gaussians. We learn an offset table
to perform the spawn operation by offsetting a subset of attributes. The offset table is learned with
variational inference with multi-scale prior. The predictive and parameter uncertainty can be inferred
from the variational parameters stored in the table.

developed light field [34] and multiplane images based [35] methods for this task. Building upon pre-
vious research on implicit representations [36, 37, 38, 39], NeRF and its variants achieve a successful
framework combining volume rendering and positional encoding to synthesize photorealistic novel
views [1, 40, 41]. The recently proposed 3DGS [2] explicitly represents the 3D scene with points
associated with the Gaussian function. Some works explore potential solutions to the anti-aliasing
rendering problem, for example, Turki et al. [42] developed a multi-resolution feature grid, and Yan
et al. [43] designed a multi-scale Gaussian with level-of-detail. In our work, we propose a variational
multi-scale representation for 3DGS by spreading only local deviations to form multi-scale samples
of model parameters.

Some previous works focus on uncertainty estimation for NeRF models. Stochastic NeRF [4] ad-
dresses the uncertainty estimation in NeRF models via standard variational inference technique.
NeRF Ensembles [6] leverages neural network ensemble technique to quantify the predictive uncer-
tainty. CF-NeRF [5] models the predictive distribution via learning a conditional normalizing flow.
ActiveRMAP [44] focuses on the active reconstruction task, and models the predictive uncertainty
via entropy of ray density distribution. NeurAR and ActiveNeRF [45, 19] adopt the neural network to
output uncertainty values for each pixel and learning with Negative Log-Likelihood loss. ProbNeRF
[46] designs a learned variational autoencoder that can generate 3D models from 2D images and uses
the Monte Carlo method at inference to provide predictive uncertainty. Bayes’ Ray [3] performs a
post-hoc Laplace’s approximation for NeRF to quantify the uncertainty via applying perturbations to
spatial points. Compared to the NeRF models, the uncertainty estimation of 3DGS is less discussed.
FisherRF [47] designs an uncertainty quantification method for 3DGS and applies it to active learning,
which adopts Laplace’s approximation to compute the uncertainty from Fisher Information. However,
the approximation of posterior uncertainty needs extensive computations of gradient aggregating over
the whole training views. In our work, we leverage variational inference to approximate the posterior
distribution of parameters.

3 Proposed Method

3.1 Preliminaries: Uncertainty Quantification for 3DGS

The goal of the view synthesis problem is to generate images from any viewpoint given a set of
calibrated input images. NeRF [1] proposes to solve this problem by representing the geometry and
appearance of the scene using a learned radiance field f(x,d) → (c, σ), where x and d represent a
spatial point and view direction, c and σ represent the corresponding color and opacity of that point
viewing from d. Based on this radiance field representation, 3DGS algorithm [2] further proposes
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that the values in the field can be explicitly stored in a set of ellipsoids parameterized by the Gaussian
function. The radiance value of each point in the scene x is queried from its adjacent ellipsoid from
the Gaussian function:

G(p) = exp

(
−1

2
(x− p)

⊤
Σ−1 (x− p)

)
, (1)

where p and Σ are the center and covariance matrix of the ellipsoid. The covariance is further
decomposed to rotation R and scale S by Σ = RSSTRT . We referred to each ellipsoid as Gaussian
G. In the rendering process, each Gaussian component is projected to the image space and transformed
into its 2D projections. After that, they are accumulated via alpha blending to form pixel values c in
the rendered image:

c =

N∑
n=1

cnαnGn(x)

n−1∏
j=1

(1− αjGj(x)) . (2)

Note that the rendering process is deterministic. For each Gaussian G, its learnable parameters θ
are composed of position, color, density α, and covariance: θ = {p, c, α, S,R}. The scale S and
rotation R are learned respectively and form the covariance matrix Σ in rendering.

Standard 3DGS algorithm applies a non-Bayesian approach to train the model with L1 loss function,
which can be seen as Maximum Likelihood Estimation (MLE) with the error following Laplace
distribution [20]. However, this only performs point estimation which lacks the ability to quantify
predictive uncertainty and provide confidence information.

Previous methods in Bayesian learning provide tools like variational inference and ensemble methods
for estimating the predictive uncertainty of models. For example, with ensemble methods, we can
train multiple 3DGS models with different data subsets, random seeds or hyperparameters, and
compute the variance of their output as the predictive uncertainty. With variational inference methods,
the model posterior p(θ|D) is approximated by a tractable variational distribution q(θ), where D is
the training data. Then, the likelihood of pixel color p(c|x,θ) at pixel x together with the discrepancy
between p(θ|D) and q(θ) is optimized.

3.2 Local Multi-scale 3D Gaussian

As discussed in previous works [8, 10, 11], the effectiveness of approximation methods in Bayesian
inference highly depends on the diversity of model parameter space samples. With the explicit
attributes of 3DGS parameters, we can manipulate the diversity of parameter samples and explore
extensively the model parameter space. With more formations of the model representing the scene
explored during learning, we can achieve better approximations in inferring the parameter posterior
distribution. In the following, we will introduce a practical approach to building a representation with
such diversification ability.

Local Multi-scale Representation. Different from NeRF-based scene representation where the
model parameters are the neural network parameters with no explicit meaning, 3D Gaussian models
the local area of the spatial scene with attributes describing the geometry and appearance. Therefore,
we can perform heterogeneous operations for Gaussian attributes by diversifying the scale of the local
Gaussian to increase the performance in approximations. In our local multi-scale 3D Gaussian, we
propose to learn scene representations with multiple Gaussian scales to represent a local spatial area.
Specifically, we first select Gaussians that contribute more to the representation of the scene, and draw
new multi-scale samples that are attached to these Gaussians. The parameters of the new Gaussians
are shared or learned with variational inference. Through this strategy, we are able to control the
scale variance and achieve diversified model space samples θ in our uncertainty estimation.

Spawn from Base Gaussians. The pipeline for spawning local multi-scale 3D Gaussians is
illustrated in Figure 3. For every fixed step in training, we perform a spawn operation for Gaussians.
Specifically, we would like to select the Gaussians with larger scales and more contributions to the
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scene representation. We refer to them as base Gaussians, which is found by selecting Gaussians
whose scale and opacity are above certain thresholds in the meantime. These base Gaussians are of
greater contributions in the scene representation, which can be replaced by a set of Gaussians with
various scales alternatively. Thresholding the gradient magnitude filters out trivial Gaussians such as
those located in the distant background where they can hardly be seen.

Learn Finer Gaussians via Offset Table. After that, we spawn multi-scale finer Gaussians locally
on top of base Gaussians. Instead of creating actual new Gaussians, to reduce the computational cost,
we create a table ϕ to store the parameters of offset distribution for K finer Gaussians. We find that
some of the attributes of finer Gaussians can be shared as the same as base Gaussians with losing
representation ability. We select position p, scale S and opacity α as the attributes maintained in the
learned offset table, and the color c and rotation R are shared by the base Gaussian associated. At
inference, we apply the sampled offset to the base Gaussian to get the finer Gaussian. For example,
the new position p∗ and scale S∗ after offset are:

p∗ = p+ χp; S∗ = S + χS , (3)

where χp and χS represent position and scale offset values sampled from the offset distribution
parameterized by ϕ̃ . There are total K entries in the offset table ϕ while only M of them are
selected randomly with equal probability and averaged to get the final offset distribution parameters
ϕ̃ = 1

M

∑M
m ϕ(im), where i represents the index for the selected entries. By doing so, we create

a subset of finer Gaussians with multiple scales and select a random mixture of their attribute
distribution parameters each time. Therefore, we build a random scale alternative to the original
large and significant base Gaussians. For the base Gaussians, the densification, splitting, and cloning
operations are performed identically to the convention in [2], and these operations are also performed
for the offset table. We will introduce how to learn the offset table with variance in scale using
variational inference in the following.

3.3 Infer the Posterior of the Offset Table

The offset table to learn contains entries for K finer Gaussians, and the inference process introduces
randomness in selecting the M entries that form the final offset distribution parameters. After
obtaining these parameters, we perform variational inference for the offset distribution that enforces
the finer Gaussains to be multi-scaled by assigning the prior distribution for the offset. We can infer
the uncertainty from the distribution of θ∗, the parameter after applying the offset. Specifically, to
infer the posterior and learn a multi-scale representation, we let q(χ) be the variational distribution for
offset to approximate the true offset posterior distribution p(χ|D) and minimize the Kullback–Leibler
divergence between them:

dKL [q(χ)∥p(χ | D)] :=

∫
χ

q(χ) log
q(χ)

p(χ | D)
(4)

= −Eχ∼q(χ) [log p(χ,D)− log q(χ)] + log p(D), (5)

where p(χ) is the prior distribution for offset χ. For position offset χp and scale offset χS , we
assume normal distribution and uniform distribution respectively as the prior. Particularly, to learn
multi-scale samples, we assume the offset prior distribution with the following parameters:

q(χS) ∼ U(−Sbase + (1− 1/K)Sbase, 0); q(χp) ∼ N (0, δ2), (6)

where Sbase is the scale of base Gaussian that the finer Gaussian attached, δ2 is the prior vari-
ance for the position offset. The range of scale after offset for a base Gaussian would be
[(1− 1/K)Sbase, Sbase], which means that the scale after offset would vary with the associated base
Gaussian. The lower bound of the prior is (1 − 1/K) times the base Gaussian scale. This design
choice ensures that the offset applied to the base Gaussian generates finer Gaussian with a larger
scale range as the number of spawned Gaussians decreases, which means that larger diversity in scale
is applied when there are fewer spawned Gaussians. Additionally, we choose zero mean value for the
prior of position offset to enforce that the position lies around the base Gaussian, and the prior of
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Algorithm 1 The pseudo-code of the training process of our uncertainty-aware 3DGS.
Input: Images and corresponding camera poses
Parameter: Maximum training step T ; Spawn interval t; Threshold τ
Output: Trained scene representation with parameter θ; offset table ϕ

1: while step < T do
2: if step % t == 0 then
3: Select Gbase = {Gn|

∑
||∇θ|| > τθ, ||Sn|| > τS , α > τα}

4: Spawn Gbase, create offset table ϕ = {ϕS , ϕp, ϕα}
5: Assign prior p(χ) for offsets
6: end if
7: Sample offset χ, render image c and compute image loss L1,LSSIM

8: Compute KL divergence LKL = dKL(p(χ|D)||q(χ))
9: Optimize θ, ϕ with total loss L = L1 + LSSIM + LKL

10: end while

opacity offset is given in the Appendix B. We learn the offset table ϕ and with the reparameterization
trick [24]. The total loss function is Ltotal = L1(ĉ, c) + LSSIM (ĉ, c) + dKL [q(χ)∥p(χ)], where ĉ
is the ground truth of color and LSSIM is structural similarity index measure loss introduced in [2].
At inference, predictive distribution is inferred by marginalizing over the offset distribution:

p(c | x,D) = E
χ∼p(χ|D)

[p(c | x, χ)] =
∫

p(c | x, χ)p(χ | D)dχ, (7)

where p(c | x,D) is the color prediction for pixel x. The pseudo-code of our proposer algorithm is
shown in Algorithm 1.

4 Experiments

We evaluate our uncertainty-aware view synthesis technique on multiple real-world scenes. We
compare the quantitative metrics for predictive uncertainty by estimating its correlation with the
prediction error. Furthermore, we also validate the quality of our posterior uncertainty by removing
Gaussians using different uncertainty threshold levels, which is quite practical for cleaning up and
removing noisy regions of the scene, as known as floaters [48]. We will first introduce the datasets,
metrics and baseline methods we used for evaluation, then the implementation details of our multi-
scale variational inference algorithm. Finally, we will present quantitative results on uncertainty
estimation, view synthesis and qualitative results on floater removal in the following.

4.1 Experimental Details

Datasets. We use three datasets for evaluation: i) LF dataset [49] contains in total 8 indoor and
outdoor scenes, each containing over 100 images from 360◦ view. Following the same setting with
CF-NeRF [5], we use images from selected scenes torch, basket, africa, statue for evaluation.
ii) LLFF dataset [34] contains 8 forward-facing and outdoor scenes, each containing 20 to 62 images
where the camera positions are arranged in a grid pattern. iii) Mip-NeRF 360 dataset [50] contains
6 outdoor scenes, in each scene, more than 200 images are captured in 360◦ view. The scenes in
this dataset are unbounded and contain detailed regions like grass fields, which is challenging for
reconstruction. We use this dataset to demonstrate the noisy Gaussian removal ability of our method.

Evaluation Metrics. For evaluating uncertainty estimation quantitatively, we first use the Area
Under Sparsification Error (AUSE) with Mean Absolute Error (MAE) error. This metric evaluated
the correlation between estimated uncertainty and true MAE error in each rendered view. It reorders
the pixels according to the estimated uncertainty and calculates the difference between the reordered
MAE array and the original ones. We normalize the error when calculating the difference. Secondly,
we use the Negative Log-Likelihood (NLL) as a metric, which measures the likelihood of ground
truth in the predictive distribution. This metric can evaluate both uncertainty and image quality at
the same time. For image quality evaluation, we use Peak Signal-to-Noise Ratio (PSNR) to estimate
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Figure 4: The visualization of predicted uncertainty map of novel view renderings. Our method
demonstrates the best alignment of the uncertainty map with the error map.

the noise level, Structural Similarity Index Measure (SSIM) to measure the structural distortion and
Learned Perceptual Image Patch Similarity (LPIPS) to measure the perceptual quality.

Baseline Methods. i) CF-NeRF [5] enables the uncertainty estimation of NeRF models by
modeling latent variables and learning a conditional normalizing flows model. ii) S-NeRF [4] applies
Bayesian learning to the NeRF model, and is able to quantify both depth and color uncertainty. iii)
Bayes’ Ray [3] constructs a spatial uncertainty field that can add perturbations to the position input of
the radiance field and performs Laplace’s approximation. iv) Ensemble GS. In this method, we train
10 3DGS models with different subsets of initialization points from Structure from motion (SfM)
[51]. We also use different random seeds for each model. The variance of the predictions between all
models is regarded as the predictive uncertainty.

Implementation Details. We use an AdamW optimizer to update the learnable parameters of
our variational multi-scale representation. The learning rate for 3DGS attributes is the same as the
original algorithm [2]. We choose to spawn K = 10 finer Gaussians in the offset table to perform our
multi-scale variational inference. The learning rate of the offset table is 0.1 times the learning rate of
each attribute. The experiments are performed on a single NVIDIA A100 GPU.

4.2 Uncertainty Estimation Quality Evaluation

We first evaluate the uncertainty of depth on the LF dataset. The calibration between uncertainty
and depth error is quantified by AUSE reported in Table 1. On average, our method achieves the
best performance. The performance of the ensemble method approaches our method while being
better than other methods. However, our method requires much less computational cost compared
to the model ensemble. In the basket scene, our method largely improves the AUSE metric by 0.9
compared to the second-best ensemble method.

Furthermore, we evaluate the uncertainty quality of rendered images on the LF and LLFF datasets. In
Table 2, we report the AUSE and NLL metrics for rendered images. The NLL is estimated by the
multivariate kernel density estimator used in [5]. On the LF dataset, our method shows the best AUSE,
and outperforms S-NeRF in both metrics. In terms of NLL, CF-NeRF shows comparable results in
aligning the predictive distribution with the ground truth. A plausible reason is that CF-NeRF models
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Table 1: The depth uncertainty estimation performance on the LF dataset, quantified by the AUSE
with MAE error.

LF Dataset africa basket statue torch Average
CF-NeRF 0.35 0.31 0.46 0.97 0.52
S-NeRF 0.66 0.38 0.67 0.74 0.61

Bayes’ Ray 0.27 0.28 0.17 0.22 0.23
Ensemble GS (×10) 0.16 0.22 0.17 0.26 0.20

Ours 0.19 0.13 0.21 0.23 0.19

Table 2: The performance of novel view rendering and uncertainty estimation on rendered images
within the LF and LLFF dataset.

Synthesized View Quality Uncertainty Quality
Method PSNR ↑ SSIM ↑ LPIPS ↓ AUSE ↓ NLL ↓

L
F

D
at

as
et CF-NeRF 24.32 0.835 0.202 0.49 -0.37

S-NeRF 20.21 0.761 0.248 0.62 1.32
Ensemble GS (×10) 27.64 0.902 0.088 0.29 -0.34
Ours 27.39 0.914 0.101 0.26 -0.30

L
L

FF
D

at
as

et CF-NeRF 21.74 0.782 0.190 0.48 0.58
S-NeRF 20.10 0.744 0.221 0.59 0.91
Ensemble GS (×10) 24.54 0.810 0.157 0.30 0.26
Ours 23.97 0.806 0.172 0.32 0.23

radiance distribution which helps improve performance. For the results on the LLFF dataset, our
method demonstrates the best performance in terms of the NLL metric. We also surpass methods
other than ensemble in terms of the AUSE metric. Bayes’ Ray models spatial perturbation; therefore,
only depth uncertainty quality is rendered and evaluated for this method. Our method does not
offset color attributes directly to maintain efficiency, while still being able to model the uncertainty
of predictive color by offsetting other attributes. We also provide visualizations of the predicted
uncertainty map shown in Figure 4. Our method aligns well with the prediction error, even in detailed
regions with complex scene content and overlapping object parts.

4.3 Rendering Quality Evaluation

Apart from the quality of uncertainty, we also compare the quality of synthesized novel views on
both LF and LLFF datasets. The results on both datasets demonstrate the superior image quality of
our method. Our method rivals the performance of the ensemble method in rendered image quality,
without the need to learn an extensive number of additional parameters for Spherical Harmonics (SH)
coefficients that store radiance information. In the LF dataset, our method shows the best quality in
terms of SSIM.

We provide rendered images of the fern scene in Figure 4. Our method reconstructs the scene with
clear details. The error pixels of the rendered image are located mainly in the region near the edge of
the objects in the scene. A possible reason is that the slight error in the camera pose estimated by
SfM can cause discrepancies between the rendered image and the ground truth. Some other error
pixels are located on small distant object parts, such as small leaves in the background, which are
more difficult to reconstruct. The comparison of rendered images demonstrates that our variational
multi-scale representation is capable of providing the extra functionality of uncertainty estimation
while maintaining the performance of reconstructing various kinds of scenes with high fidelity.

4.4 Removing Noisy Floaters with Posterior Uncertainty

When reconstructing unbounded scenes such as those in Mip-NeRF 360, the training camera trajecto-
ries are around the foreground object. Therefore, insufficient information regarding the background
is contained in the collected images, and the geometry of the distant background object is hardly
reconstructed. As a result, the generalization ability over novel views on those regions is poor, and
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Figure 5: The results of noisy Gaussian removal on Mip-NeRF 360 scenes. By gradually deleting the
Gaussians with large posterior uncertainty, our method removes the blurred floaters. The object of
interest remains complete after the clean-up.

moving testing cameras away from the training trajectory leads to significant drops in visual quality.
In order to obtain a high-fidelity radiance field, one can remove these noisy Gaussians manually with
editing tools. However, this process requires a large amount of human labor.

Our uncertainty estimation can be used to automatically remove floaters by deleting Gaussians
where their parameters have relatively large posterior uncertainty estimated. The results of floater
removal are shown in Figure 5. We retain 50% and 30% of the Gaussians with smaller posterior
uncertainty in their parameters. From a distant camera view, the novel view of the background scene
fails to be synthesized due to the lack of the multi-view supervision signal. With the increasing
number of removed Gaussians, the noisy Gaussians with large scale and irregular covariance in the
background are removed gradually. After removing 70% of the Gaussians in the scene, the floaters
in the background scene are mostly eliminated while leaving the clear Gaussians that capture the
complete object of interest. By using our method, we can obtain clear foreground objects for further
editing and presenting in VR/AR scenes.

5 Conclusion

In this paper, we have proposed a probabilistic framework to address the uncertainty estimation
problem in the 3DGS algorithm. Different from previous work, we have identified the benefits
of building multi-scale presentations to enhance the diversity of parameter space samples when
performing Bayesian inference. Our method improves the efficiency of variational inference by
parameter sharing and sampling only a subset of attributes of the model. Experimental results have
demonstrated the accuracy of our method in uncertainty estimation and its effectiveness in removing
floaters. The potential usages of our method include quality assessment of 3DGS scenes, robotics
navigation and guided interactive active data acquisition.
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A Optimizing Variational Inference Objectives

In Section 3.3, we have leveraged the KL-divergence as the optimization goal of the multi-scale
offset table with variational inference. However, the objective given by KL-divergence is intractable.
Therefore, we have to further transform the objective as follows:

dKL [qϕ(χ)∥p(χ | D)] :=

∫
χ

qϕ(χ) log
qϕ(χ)

p(χ | D)

= Eqχ(χ) [log qϕ(χ)− log p(χ | D)]

= Eqϕ(χ) [log qϕ(χ)]− Eqϕ(χ)[log p(χ,D)− log p(D)]

= Eqϕ(χ) [log qϕ(χ)− log p(χ,D)] + log p(D),

where ϕ is the parameter of variational distribution, which we stored in the offset. We can transform
this objective to the Evidence Lower BOund (ELBO) by considering only the expectation part, and
taking the expectation of the term over the data distribution D. This yields a tractable optimization
objective to maximize as follows:

L̃(ϕ) = ED,qϕ(χ) [log p(χ,D)− log qϕ(χ)]

= ED,qϕ(χ) [log p(D|χ) + log p(χ)− log qϕ(χ)]

= Ex,ĉ

[
Eχ∼qϕ(χ) [log p(ĉ = c | x, χ)− dKL(q(χ)||p(χ))]

]
,

where log p(ĉ = c | x, χ) is the log-likelihood of ground truth color, p(χ) is our multi-scale prior
distribution, q(χ) is the variational distribution. In our method, we assume Laplace distribution for
the predictive variable c, then the loss function to optimize the prediction is the L1 loss function.

B Prior Distribution of Opacity Offset

To get the opacity offset χα, we first sample η from the normal distribution, whose parameters are
learned and stored in the offset table ϕ. Then, we apply a mapping using a sigmoid function with
temperature κ to get the opacity offset χα:

χα =
1

1 + e−κ·η . (8)

The offset χα is applied to opacity α by multiplication: α∗ = α · χα. To derive the prior distribution
for the offset χα, one can use the change of variable technique. Firstly, the inverse transformation
from χα to η is:

η =
1

κ
ln

(
χα

1− χα

)
. (9)

The Probability Density Function (PDF) of η is given by the normal distribution:

p(η) =
1√
2πσ2

e−
(x−µ)2

2σ2 , (10)

where µ and σ are the parameters of the normal distribution. Using the change of variables formula,
we have:

p(χα) = p(η)

∣∣∣∣ dη

dχα

∣∣∣∣ (11)

=
1√
2πσ2

e−
( 1

κ
ln( χα

1−χα )−µ)
2

2σ2

∣∣∣∣ 1

κ · χα(1− χα)

∣∣∣∣ . (12)



The Cumulative Distribution Function (CDF) of opacity offset prior χα is shown in Figure 6. The
intuition for this offset prior is that we want to apply a small perturbation to the opacity in the
variational inference. As shown in the CDF, with a positive µ, the odds of offset χα approaching 1 are
high. Also, the sigmoid function is numerically stable in optimization. For computational simplicity,
we minimize the KL divergence between the variational distribution and prior of η, instead of χα.

Figure 6: The Cumulative Distribution Function (CDF) of opacity offset prior.

C Rendering Time Analysis

Table 3: Inference time for variants of our method and the ensemble method.
Inference Time (s)

Ensemble GS (x10) 0.27± 0.05
Oursfull 0.12± 0.04
Oursp,S,c 0.08± 0.02
Oursp,S,α 0.06± 0.02

The time for inferring a frame using our method compared with the ensemble method is shown in
Table 3. We test on torch scene in the LF dataset with a single NVIDIA A100 GPU, and take the
average time of 1, 000 frames. Oursfull means offset with all attributes, Oursp,S,c means offset with
position, scaling and color. Oursp,S,α means offset with position, scale and opacity, which is the
setting of our main experiments. The running time shows that our design choice can achieve the
lowest inference time.

D Active Learning Experiments

In active data acquisition of 3DGS, image collection and the 3DGS model training are performed
alternately. Our goal is to maximize the model quality with the same number of images used. At each
image collection step, the most informative image is selected via an acquisition function, in our case
the uncertainty of the rendered image. By using our uncertainty estimation method as the acquisition
function, we can indicate where the model is uncertain about and acquire more data around there.

We perform a simple experiment on active data acquisition of 3DGS on the LLFF dataset. Specifically,
the original training dataset serves as the candidate image pool, and 10% of the images are randomly
chosen for training initially. Then, one image is chosen for every 500 steps until in total 30% of
images are used. We render our uncertainty map and aggregate the pixel values to choose the most



uncertain image from the pool as the next image added to the training set. After all images are chosen,
the 3DGS model is further trained for 7K steps. The densification interval is 100 steps, and the
spawning interval is 500 steps, and both operations are performed until training ends. As shown in
Table 4, we found that the view synthesis quality of active 3DGS with our uncertainty estimation is
better than choosing images randomly. As the experiment setting for active learning is intricate, we
prefer to fully investigate the application of our uncertainty estimation on active learning, which is a
limitation of this paper.

Table 4: The experiment on active learning with our uncertainty estimation.
PSNR SSIM LPIPS

Random 20.97 0.65 0.234
Ours 21.35 0.69 0.212

E Ablation Study on the Number of Spawned Gaussian

We compare the view synthesis and uncertainty estimation performance using K ∈ 1, 5, 10 number
of finer-level Gaussians spawned in the offset table. We train on all 8 scenes in the LLFF dataset and
report the average results in Table 5. We found that improving the number of finer-level Gaussians K
shows a notable increase in the quality of uncertainty estimation. More finer level Gaussians improve
the sample space diversity, therefore providing precise estimation of model parameter uncertainty
and novel views.

Table 5: Ablation study on the number of spawned Gaussians.
PSNR SSIM LPIPS AUSE NLL

1 Finer Gaussisans 23.42 0.792 0.183 0.37 0.24
5 Finer Gaussisans 23.94 0.795 0.178 0.34 0.27
10 Finer Gaussisans (Default Setting) 23.97 0.806 0.172 0.32 0.23

F Additional Visualization

Additional visualization results of view synthesis and uncertainty estimation of rendered images on
scenes from the LLFF dataset using our method are provided in Figure 7. The images are down-scaled
to half the original size.
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Figure 7: Addtional visualization results.



NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .
• [NA] means either that the question is Not Applicable for that particular paper or the

relevant information is Not Available.
• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS paper checklist",
• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The contributions are reflected.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations are discussed.



Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: The proofs are complete.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provided such information.

Guidelines:

• The answer NA means that the paper does not include experiments.



• If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We will release code once accepted.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
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• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provided such information.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We provided such information.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes] Justification

Justification: We provided running time of algorithms.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.



• The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We conform this.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: No significant negative impacts.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: No new data published.
Guidelines:

• The answer NA means that the paper poses no such risks.
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• Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We conform that.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: No new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: No such experiments.
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Guidelines:
• The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.
• Including this information in the supplemental material is fine, but if the main contribu-

tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: No such risks.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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