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ABSTRACT

While personalization in distributed learning has been extensively studied, existing
approaches employ dedicated algorithms to optimize their specific type of param-
eters (e.g., client clusters or model interpolation weights), making it difficult to
simultaneously optimize different types of parameters to yield better performance.
Moreover, their algorithms require centralized or static undirected communication
networks, which can be vulnerable to center-point failures or deadlocks. This study
proposes optimizing various types of parameters using a single algorithm that runs
on more practical communication environments. First, we propose a gradient-based
bilevel optimization that reduces most personalization approaches to the optimiza-
tion of client-wise hyperparameters. Second, we propose a decentralized algorithm
to estimate gradients with respect to the hyperparameters, which can run even on
stochastic and directed communication networks. Our empirical results demon-
strated that the gradient-based bilevel optimization enabled combining existing
personalization approaches which led to state-of-the-art performance, confirming
it can perform on multiple simulated communication environments including a
stochastic and directed network.

1 INTRODUCTION

In distributed learning, providing personally tuned models to clients, or personalization, has shown to
be effective when the clients’ data are heterogeneously distributed (Tan et al., 2022).

While various approaches have been proposed, they are dedicated to optimizing specific types of
parameters for personalization. A typical example is clustering-based personalization (Sattler et al.,
2020), which employs similarity-based clustering specifically for seeking client clusters. Another
approach called model interpolation (Mansour et al., [2020; Deng et al., [2020) also specializes in
optimizing interpolation weights between local and global models. These dedicated algorithms
prevent developers from combining different personalization methods to achieve better performance.

Another limitation of previous personalization algorithms is that they can run only on centralized or
static undirected networks. Most approaches for federated learning (Smith et al., 2017} |Sattler et al.,
2020; Jiang et al., 2019) require centralized settings in which a host server can communicate with
any client. Although a few studies (Lu et al., 2022} [Marfoq et al., 2021) consider fully-decentralized
settings, they assume that the communication edge between any clients is static and undirected (i.e.,
synchronized). These commutation networks are known to be vulnerable to practical issues, such as
bottlenecks or central point failures on the host servers (Assran et al.l2019), or failing nodes and
deadlocks on the static undirected networks (Tsianos et al.,[2012).

This study proposes optimizing various parameters for personalization using a single algorithm
while allowing more practical communication environments. First, we propose a gradient-based
Personalized Decentralized Bilevel Optimization (PDBO), which reduces many personalization
approaches to the optimization of hyperparameters possessed by each client. Second, we propose
Hyper-gradient Push (HGP) that allows any client to solve PDBO by estimating the gradient with
respect to its hyperparameters (hyper-gradient) via stochastic and directed communications, that are
immune to the practical problems of centralized or static undirected communications (Assran et al.,
2019). We also introduce a variance-reduced HGP to avoid estimation variance, which is particularly
effective when communications are stochastic, providing its theoretical error bound.
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We empirically demonstrated that the generality of our gradient-based PDBO enabled combining
existing personalization approaches which led to state-of-the-art performance in a distributed classifi-
cation task. We also demonstrated that the gradient-based PDBO succeeded in the personalization on
multiple simulated communication environments including a stochastic and directed network.

Our contributions are summarized as follows:

* We propose a gradient-based PDBO that can solve existing personalization problems and their
combinations as its special cases.

* We propose a decentralized hyper-gradient estimation algorithm called HGP which can run even on
stochastic and directed networks. We also propose a variance-reduced HGP, which is particularly
effective in stochastic communications, and provide its theoretical error bound.

* We empirically validated the advantages of the gradient-based PDBO with HGP; it enabled solving
a combination of different personalization problems which led to state-of-the-art performance, and
it performed on different communication environments including a stochastic directed network.

Notation (A);; denotes the matrix at the i-th row and j-th column block of the matrix A, and (a);
denotes the i-th block vector of the vector a. For a function f : R +— R%  we denote its total and
partial derivatives with respect to a vector € R% by d,. f () € R®*% and 9, f (z) € R4 *d2,
respectively. We denote the product of matrices by [0, A = A(m) ... A(0) ang HS;IO AG) =T

2 PRELIMINARIES

We formulate distributed learning (Li et al., [2014), communication networks, and stochastic gradient
push (Nedi¢ & Olshevskyl 2016, SGP) as a generalization of gradient-based distributed learning.

Distributed learning Distributed learning with n clients is commonly formulated for all ¢ € [n] as

.1 .
xl = argmma g Ee, [fr (®r, Ar; &R)], st @ =5, Vj € [n], )]
T k€[n)

where, the ¢-th client pursues the optimal parameter = € R that makes consensus (x; = x;,Vj €
[n]) over all the clients, while minimizing its cost f; : R% x R i+ R for the input & € X sampled
from its local data distribution. We allow f; to take the hyperparameters \; € R?* as its argument.
We further explain the examples of the choice of A; in Sections |3|and

Stochastic and directed communication network In distributed learning, clients solve Eq.
by exchanging messages over a physical communication network. The type of edge connections
categorizes the communication network: static undirected (Lian et al.,|2017)), which represents syn-
chronization over all clients; stochastic undirected (Lian et al.|[2018]), which represents asynchronicity
between different client pairs; and stochastic directed (Nedi¢ & Olshevsky,|[2016)), which represents
push communication where any message passing can be unidirectional.

This study considers distributed learning on stochastic and directed communication networks. Such
a network has several desirable properties: robustness to failing clients and deadlocks (Tsianos
et al.| 2012)), immunity to central failures, and small communication overhead (Assran et al.,[2019).
We model stochastic directed networks by letting communication edges be randomly realized, as

simulated in |Assran et al.| (2019) and [Nedi¢ & Olshevsky|(2016). Let 6(t) € {0, 1} be a random

i>]
variable where 6,@ = 1 denotes that there is a communication channel from the ¢-th client to

147
the j-th client at the time step ¢, and 61(2 = 0 otherwise. We set 61(2 = 1for all i € [n] and
t € N allowing every client to send a message to itself at any time step. Note that the edge model

above can recover the other fully-decentralized settings as its special cases; the symmetric edges

((5& = 53(‘?17 Vi, j € [n],Vt € N) recover stochastic undirected networks, and the symmetric constant
edges, which additionally require 52(2 = 5](-?1- = §;4, recover static and undirected networks.

Stochastic gradient push (SGP) SGP (Nedi¢ & Olshevsky, [2016)) is one of the most general
solvers of Eq. (I). This section formulates SGP with further generalization for its variants.
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The 4-th client in SGP updates its weight w; € R along with biased parameter z; € R% to obtain its

debiased parameter x; = z;/w;. Lety; = [z, w;]T € R% be a concatenated vector At the t-th

step, the i-th client samples its minibatch (i(t) and sending edges (5? {6;1 © ... M?
update 1p; : R% — R% and message generator ¢; : R% — R%, and updates Y; as

} runs a local

= 37 pi0 s (0520, ) s (w0 (V) @)
Jj€n]

S H(0M) =1 and IR 6D vk 3

st Cpep @) =1 and pu(6") = 60 pin (), Yk € [n], 3)

where, pj; : {0,1}" + [0, 1] is a weight function that forms column stochastic matrix P(*) such that
P(t) = pﬂ(é (¢ )) to ensure the convergence of x; to the consensus. Denoting the learning rate by
a; € R, the following formulations of ¢; and 1); recover the two SGP variants:

i (Yis i, G) = { Zi —1eh Deec, 8mifi(%;)\i§£)—r Wi:|T7 ¥ (Yis Xiy G) = {Odz O}T (4a)

i (Yis Xi, G) = { i ﬂ, Yi (Tis Ni, ) = {* T 2eec amifi(fjj,)\i;f)T O}T, (4b)

where Eq. and Eq. (D) run local gradient descent with a minibatch before (Assran et al.| 2019)
and after (Nedi¢ & Olshevskyl 2016) communication, respectively.

We can recover other popular distributed learning schemes as special cases of SGP. By making

P Jl(é (¢ )) form a doubly stochastic m1x1ng matrix P), Eq. M and Eq. @b recover the decentralized
stochastlc gradient descent (DSGD) in |Bianchi et al (20T3) and |[Lian et al.| (2017)), respectively.
We can also recover FedAVG (McMahan et al.| |2017) by choosing a fully-connected graph with

averaging over all clients, i.e., 51(3 =1and p;; (51@) =1/nforalli,j € [n] and ¢t € N in Eq. 1@|

3  PERSONALIZED DECENTRALIZED BILEVEL OPTIMIZATION (PDBO)

We then propose the formulation of PDBO as a generalization of existing personalization problems.
PDBO played by n clients is formulated as follows:

)\mln Z Fy(xh (A1,..., ), As), st @) satisfies Eq. (I), Vi€ [n], (5)
1

where the outer-problem (Eq. (BHeft)) lets the i-th client find its optimal hyperparameter X, that
minimizes the average of outer-cost F; : R% x R i+ R across all clients. Here, we write

xf (A1,...,Ay) to show its dependency to hyperparameters explicitly. The generality of Eq. (5) in
personalization comes from the flexibility in the choice of f;, F;, x;, and A;. For example, suppose
that f; is the cross-entropy loss of a DNN with a feature extractor and classifier parameterized by x;
and A, respectively. By letting F; be a validation loss, we can recover a family of personalized layer
scheme (Arivazhagan et al., 2019; Bui et al.l 2019)). See Section E]for further examples.

We then reformulate PDBO by replacing Eq. with the stationary point of an iteration as in
Grazzi et al| (2020). Following the original works of SGP (Nedi¢ & Olshevsky, 2014) and the
push-sum (Bénézit et al.l 2010), we introduce additional assumptions:

Assumption 1. For every i € [n], and for all A\; € R% and &; € X, f; (-, A;; &) is strongly convex.
Assumption 2. A graph with edge set {(7,7) | Es, [pi; (6;)] > 0, 4,j € [n]} is strongly connected.
Let 6 = {01,...,0n}, ¢ = {C1,...,¢(n}. Forevery i € [n], the expectation of iteration Eq.

with Assumptions[T]and 2] admits the following unique stationary point which gives the optimum of
Eq. (E]) (Nedi¢ & Olshevskyl 2014} |Assran & Rabbat, [2020):

y; =Es¢ [Z?:ﬂ’ji (65) 25 (Y55 A5, G) + iy M, Ci)} =277 Wl st xf =2z /W, (6)
Replacing the inner-problem in Eq. (3) by Eq. (6) reformulates PDBO as

m}%nF (z* (y* (A)),A), s.t. Eq. (6] is satisfied for all i € [n], @)
where, A = [A] -+ AJ]T, z* = [w’{T coozr T and y* (A) = [yiT -0 gy T]T are
concatenated parameters, and F' (z, A) := 1 3, e [Fr (w k>, Ak)] is the average outer-cost.

IThis is a mathematical equivalence; Fed AVG runs on a centralized network in practice.
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4 HYPER-GRADIENT ESTIMATION OVER STOCHASTIC AND DIRECTED
COMMUNICATION NETWORKS

To solve PDBO using gradient-based methods, this section introduces an empirical estimate of the
hyper-gradient and its decentralized computation algorithm, which we named HGP.

4.1 EMPIRICAL ESTIMATE VIA APPROXIMATE IMPLICIT DIFFERENTIATION

Below, we derive the estimator of hyper-gradient following the recurrent backpropagation for approx-
imate implicit differentiation (Grazzi et al., 2020; Lorraine et al.,|2020). The hyper-gradient with
respect to A is written as dy F'(z* (y* (A)) , A) under Assumption

Assumption 3. Forall i € [n] and {;, ; (y:; Ai, ¢;) and ¥; (y;; Ay, ¢;) are differentiable with respect
to y; and A;, and F; (x;, A;) is differentiable with respect to &; and A;.

Estimator of hyper-gradient We introduce Jacobian matrices A (9, ¢) and B (4, ¢) whose (j, )
blocks are the partial derivative of Eq. (2)) with respect to y; and A; for j,¢ € [n], respectively:

(A(8,0)) 5 =i (87) Dy, 05 (075 X5, G5) + Ljady, 5 (075 A5, ) €RDXW, (8a)
(B (6,Q)); = pii (6;) Ox, 5 (U5 A5, G5) + Lji0x, ;5 (y)5 A5, ;) € R, (8b)
where, 1;; denotes the Kronecker delta. We introduce their expectations by A :=FE;s:[A(5,¢)] and
B :=Es¢[B (6, ¢)] assuming the following:
Assumption 4. The largest singular value of A is strictly smaller than one.

Letc¥Y = 0y F (z* (y* (A)),A) and ¢* = Oz F (z* (y* (), A). Using Assumption@ Eq. @, and
empirical estimates (A®), B(") = (A (6, ¢®) B (6, (")), we obtain the estimator as

M-1 M-1 m—
daF (z* (y* (N),\) =~ B Z AmeY + M x Z B™) H ACm ey L X = d F. (9)
m=0 m=0 s=0

where, the first approximation is obtained from |Grazzi et al.| (2020} (Eq. (4), (5), (19))) and the
second approximation simply replaces the expected Jacobians with their estimates, as in|Ghadimi
& Wang| (2018, 3.62, 3.66). We estimate Jacobians in the odd- and even-rounds introducing the

following assumption to ensure unbiasedness: B Zf\f 01 A™ = ]E[ZM ' B2m) [ - P A@mED)

We include the complete derivation of the estimator in Appendix

Assumption 5. 5 and ¢(*) are independent across the time steps ¢t € N.

Recurrent backpropagation We compute Eq. (9) using the fact that a finite number of recurrent
backpropagation around the stationary point approximates the hyper—gradient (Lorraine et al., 2020,
4.2), which avoids the explicit computation of Jacobian matrices A(™m) and B(™) | Let u( m =
[T ACm D ey and v(m) = 3271 BEm )y (M) 4 X, By initializing u(®) < ¢¥ and v(©)
c*, and by the following iterations form =0, ..., M — 1,

P D) By m) 4 gym) o
w1 A1) gy (m). (10)

we obtain the hyper-gradient estimate as d/;F‘ — oM Eq. only requires Jacobian-vector
products B™ 4 (™) and Am+1) (™) Jeading O (nd,, + ndy) and O (ndy) in time, respectively.

Decentralizing backpropagation Decentralized computation of Eq. (I0) requires consideration
of the data locality and the communication stochasticity. From the locality of Ci(m), clients need
to communicate because only the -th client can compute Jacobian-vector products of the i-th row
block of A(™) and B(™) from their definitions Eq. . Moreover, we need to design a decentralized

algorithm so that any required communication can be performed on stochastic and directed networks.
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4.2 HYPER-GRADIENT PUSH (HGP)

We propose HGP which enables any ¢-th client to update their hyperparameter \; by estimating its

hyper-gradient da, A= (d A F'); over stochastic directed networks. HGP runs an unbiased alternative
of Eq. (I0) based on our observation that the exact computation of Eq. (I0) requires undirected edges.

Exact backpropagation requires undirected edges Suppose the i-th client is responsible for

computing the i-th block of w("+1) and v("*+1), denoted by u(m+1) R% and 'vi(mﬂ) € R,
respectively. From Eq. (I0), we obtain the following recursive iteration performed by the i-th client:

(m+1) - ZJ ) 51(?]770 < (Qm)>i] u§m) + vi(m)’ .
(m+1) « Z 6(2m+1) <A(2m+1)> ’U,;-m), (11)

Jj=1"i»j ij

where, we use the equivalencies (A(™),; J(m)< Ay, and (B, é(m)< ™)),;, as they

1+)

are non-zeros only when &, (™) — 1 from Eq. (8) and Eq. 1'} To complete Eq. (1 , the ¢-th client

’L'>J

needs to receive u( ™) from all the j-th client with 51(9 ;
sm) _

- 05,;, = 1). In other words, the exact computation of

= 1, which is possible only when there is
the communication channel from j to 7 (i.e.
Eq. ( .i is available only when the communications are undirected (i.e., J, (m) — 5™ ym e N ).

e 7,»] 7-)7, )

Unbiased estimation via directed edges To relax the undirected communication constraint to
stochastic directed communication, we propose HGP as a simple yet effective alternative of Eq. (I).

We first assumes that the i-th client knows the receiving frequency 53»”» = Es[d;.:] and expected
sending weight p;; = Es[p;; (§;)] for all j € [n]. In practice, we can estimate them through 7" rounds
of SGP communication. We also adopt the following assumptions:

Assumption 6. If §;.; > 0, then d;.; > 0 and vice versa.

Assumption 7. The realization of 6“ ; are independent over different j and ¢ for all m € N.

i5 )in Eq. with the debiased receiving edges

5" /5,... By initializing u( ) — (¥); = 10y, F; (z},\;) and ’UZ( ) ()i = L0, F (z}, \),

we obtain the estimate as dAjF — ’UEM)

The key idea of HGP is to replace the sending edges s5im

after the following iterations form = 0,..., M — 1,

(2m)

m—+1 n isd S m m
vf +)<_EJ':1 ggn <B(2m)>iju§- )—H)Z( )’ (12)

(2m+1)

U’Em‘Fl) « Z?:l 675;9i <A(2m,+1)>ij ugm)

)

where, (A™),; and (B(™),; are defined by replacing pij(él(m)) in Eq. and Eq. with p;;,
respectively. The iterations above are always computable even on stochastic directed networks because

(™) from the clients with 5 (m) = 1, which is always possible. We also
note that Assumptlon@ensures that (A(™)),; and <B(m)>” are unbiased: Es ¢ [5777/5,.. (A(™) ;] =
Es[0577 /5,.:|Es.c[(A(™),;] = (A),; and the same for B(™),

the i-th client needs to receive u;

HGP enjoys the same complexity as SGP in both communication and computation. HGP exchanges
only u(') having O (d ) in communication. In practical cases where dx < d,, the Jacobian-vector
products (B¢ )>Uu( and (AC) >”u ) are computed in O (d) time.

Variance reduction We now introduce the variance-reduced versiQn of HGP, which we call VR-
HGP. The naive HGP above suffers from large variance because of 5§ ) /5;.:, which can take a value
far larger than one when 9;,; is small. The multiplication of such values induces a high variance.
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(0)

g

The idea of VR-HGP is to combine HGP with its following variant, where w

(2m) -
(D > 537 <B(2m)>”wj(_m)7

’ ij 13)
m n 52D ~ m (
wZ( +1) _ D <A(2m+1)> wj( ) 4 (c¥), .

FEX]

< <Cy>i,

j
Here, w(™) corresponds to the estimator of Z:Z/_:lo A™ ¢¥. Note that the weighted average of two
different estimators results in an estimator with a smaller variance. By averaging Eq. (12) and Eq. (I3)
with weights a, 8 € (0, 1), we obtain VR-HGP as the following iterations form =0, ..., M — 1:

m1 m 5T/ = om m 5™y o m
o o (o 4 5, (B ui ) 1= e (5, 5 (B wf)),
@mt1) , _
ugm—H) <_Zj jg*i <A(2m+1)>i‘u§m)’
(2m+1) !

W™D g (Zj i <A(2m+1)>

)

w§m> + <Cy>i> +(1-7) (w}m) + uEmH)) ;

(0)

i

(0)

i

(0)

withv; = 0g,, u; ' < (c¥);,and w; ' < (c¥); having the estimate as (T;F — vz(M) + (M.

The following theorem provides the estimation error of the hyper-gradient using VR-HGP.
Assumption 8. In4 € (0,1),n5 € (0, 00) such that Vy;, A;, ¢; and V4,

1A B
max {[|9y, ¥ill,, 10y, ill, } < 5 max{lloxdilly 10xpillo} < o - (14)

where k =37, g 2~ and ||-||, denotes spectral norm.
’ isj

Theorem 1 (Estimation Error of VR-HGP). Suppose that Assumptions hold true and |<i(2m) | =
| CZ_(2m+1) |

= b for any ¢ and m. Then, for v, 8 € (0, 1), with probability at least 1 — ¢, we have

-
— _ Di; 4 dy +d _
HdAiF—dAF (m*,)\)H < o BT E 5;‘ + f: log 771( ye A) + e~ O

where, ||-|| denotes £ norm, e~?M) denotes the exponentially diminishing term over M, and

B 11—« 1+a(l -8+ pPna) 820 ) gl
Ma’ﬁ_\/81+a<1+1—04(1—ﬂ+6m)1—(1—ﬂ+6m)2 T Ry

One can see that the coefficient (1, g dominates the magnitude of the estimation error. Setting
a, B € (0, 1) that minimizes p,, g can attain a small errorE] The proof is provided in Appendix

5 RELATED WORK

Personalization in federated learning We compare our work to standard personalization methods
by recovering them as special cases of PDBO and pointing their applicable communication networks.

Mansour et al.| (2020) and Deng et al.|(2020) propose model interpolation that provides personalized
models as the optimal interpolation between local models and the global model, which is recovered
by letting the inner-problem train the global model and the outer-problem optimize the interpolation
weight. Federated multi-task learning (MTL) (Marfoq et al.| [2021]) obtains personalized models
by allowing clients to tune the ensemble weights of the global base-predictors. In Section [6] we
demonstrated that PDBO can recover the federated MTL by letting the inner-problem optimize the
base-predictors and the outer-problem learn ensemble weights. We see the clustering personaliza-
tion (Sattler et al.,|2020) as a sub-problem of federated MTL from the empirical results (Marfoq et al.,

2Although setting o = 1 makes ta,s = 0, the remaining error is no longer e~ M) in that case. This

observation implies that « slightly smaller than 1 is preferred. A similar analysis also shows that /3 slightly
larger than 0 is preferred. Our empirical results show that (c, 8) = (0.9,0.1) performs well (Appendix|C.6).
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2021, J.4) that demonstrated the personalized ensemble weights recover the client clusters. Data
augmentation (Duan et al., 2019; Zhao et al., 2018)) mitigates data heterogeneity by over- or under-
sampling to train a generalized global model. This can be recovered by optimizing pseudo-sampling
rates as hyperparameters. Furthermore, the generality of PDBO allows us to optimize different types
of parameters simultaneously, which current personalization algorithms cannot handle.

For communication networks, most personalization schemes require a centralized network (Sattler
et al., |2020; Jiang et al.l [2019), which is vulnerable to a central point of failure (Assran et al.|
2019). A few fully-decentralized algorithms (Marfoq et al., 2021} |Lu et al., [2022)) assume static
undirected networks which are vulnerable to failing clients and deadlocks (Tsianos et al., [2012).
‘While |[Vanhaesebrouck et al.| (2017) and [Zantedeschi et al.| (2020) consider stochastic undirected
settings, their applicability are limited to linear models or a linear combination of pre-trained models.
Gradient-based PDBO can learn more complex models and run on stochastic directed networks,
which are immune to practical problems in centralized and static undirected networks.

Distributed bilevel optimization Distributed bilevel optimizations proposed in concurrent works
differ from PDBO in formulations. We categorize them into consensus distributed bilevel optimization
(CDBO) (Chen et al., [2022; [Tarzanagh et al.| 2022} |Gao et al., 2022} |Yang et al.,|2022)) and CDBO
with the local inner-problem (CDBO-Local) (Li et al., 2022} [Liu et al., [2022; [Lu et al., [2022]).

CDBO requires clients to make a consensus both on the outer- and inner-problem. (Chen et al.| (2022);
Tarzanagh et al.| (2022); |Gao et al.| (2022); [Yang et al.[(2022)) applied CDBO to hyperparameter
optimization, such as L2 regularization rates. While PDBO and CDBO are different tasks, both
require hyper-gradient estimation over communications, which we discuss in the next paragraph.
CDBO-Local (Lu et al., 2022) requires consensus in the outer-problem as in CDBO, whereas its
inner-problem is a local optimization. Clients in CDBO-Local thus cannot benefit from others in the
inner-loop for better generalization. In our PDBO, both outer- and inner-problems are optimized
using global information; the inner-parameters are trained for consensus, and the outer-parameters
are optimized to improve the total performance across all clients.

We highlight that our gradient-based PDBO recovers CDBO by running SGP using the estimated
hyper-gradient for the outer-problem, and recovers CDBO-Local by using SGP for the outer-problem
and designing p;; to form the self-loop topology in the inner SGP.

Hyper-gradient estimation over communication Networks We compare our HGP with the other
hyper-gradient estimation methods performed over communication networks.

Yang et al.| (2022) proposes a hyper-gradient estimation algorithm in fully-decentralized settings.
However, they assume static and undirected networks, and their algorithm is complex both in
computation and communication as they involve computations and communications of full Jacobians
and Hessians. |Tarzanagh et al.| (2022) considers the hyper-gradient estimation in centralized settings,
which is typical in federated learning. While their approach is advantageous in complexity because
clients only compute Jacobian-vector products and exchange O (d,) vectors, its applicability is tied
to the centralized host-clients setting. Other CDBO methods (Chen et al., 2022} |Gao et al., [2022)
estimate different types of hyper-gradient. See Appendix [E]for further details.

Our HGP enjoys reasonable complexity in computation and communication, as stated in Section .2}
and covers a wide range of communication networks, including stochastic and directed networks.

Hyper-gradient estimation for single agent The hyper-gradient estimation approaches are cate-
gorized into iterative differentiation (ITD), and approximate implicit differentiation with recurrent
backpropagation (AID-RB) and conjugated gradient (AID-CG) (Grazzi et al.||2020). We found that
applying ITD or AID-CG to the hyper-gradient estimation on stochastic and directed communication
networks is infeasible for the following reasons.

Applying the ITD variants, backward and forward mode (Franceschi et al., 2017), have limitations
in communication; the backward mode requires static and undirected network, the forward mode
requires all-to-all communication at the end of iteration and exchanging large O (dy x d) sized
matrices. A detailed discussion is provided in Appendix [H] To apply AID-CG (Pedregosa, 2016),
we need to solve minpa, 1|(I — A)q — c¥||?. However, in our setting where I — A can be
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asymmetric, AID-CG is slower than AID-RB (Grazzi et al.,[2020). AID-RB only requires the network
to be undirected and our HGP relaxes this limitation by simple and effective modification.

6 EXPERIMENTS

To demonstrate the generality in personalization and applicability to practical communication envi-
ronments, we introduced three different personalization approaches as special cases of gradient-based
PDBO and benchmarked them with baselines on four different communication networks.

6.1 SETTINGS

We followed the settings of EMNIST classification played by n = 100 clients in|Marfoq et al.| (2021)
unless otherwise mentioned. The detailed experimental settings are described in Appendix

Communication networks We simulated four communication networks: fully-connected (FC),
static undirected (F i xU), stochastic undirected (St oU), and stochastic directed (St oD).

FC allows clients to communicate with all the others at any time step, i.e. 52(2 = 1foralli,j € [n]
and ¢t € N. FixU is static undirected network simulated by a binomial Erdés-Rényi graph (Erdos
& Rényi, [1959) with parameter p = 0.4 adding the self-loop edges. Following the setting in
Marfoq et al.|(2021), we generated a doubly stochastic mixing matrix using the fast-mixing Markov

chain (Boyd et al.;,|2003) rule. St oU simulates stochastic undirected network by letting undirected

edge 63(»2. = 552 independently realize at each step with the probability & i+ € [0,1]. In StoD, every
)

direction of edges 55; is independently sampled at probability Sj”-, simulating a stochastic directed

network. For all 4, j € [n], d,,; was sampled from the uniform distribution with [0.4, 0.8].

Proposed approaches We introduce and evaluated three different personalization methods as
special cases of PDBO, that are, PDBO-DA, PDBO-MTL, and PDBO-MTL&DA.

PDBO-DA optimizes the pseudo-sampling rates to recover the data-augmentation-based personaliza-
tion (Duan et al.,[2019; Zhao et al.,[2018)). PDBO-DA optimizes \; € R€ to obtain the label-wise

weight vector CSoftmax (X;) € [0, C]. In the inner-problem, the losses of the instances labeled
as ¢ € [C] are multiplied by the c-th element of the weight vector. PDBO-MTL is obtained by
formulating FedEM (Marfoq et al.,[2021)) as PDBO. PDBO-MTL lets each client train an ensemble
classifier that outputs weighted average predictions across K = 3 of CNNs. PDBO-MTL trains
the CNN parameters as the inner-problem and optimizes the hyperparameters A; € R¥ to obtain
the ensemble weight vector Softmax (X;) € [0,1]%. PDBO-MTL&DA combines PDBO-DA and
PDBO-MTL by optimizing A; € RE*X to obtain both the label weight and ensemble weight vectors.

Baseline approaches We compared our approaches with baselines on each communication setting.
For FC and FixU settings, we compared several personalization approaches: a personalized model
trained only on the local dataset (Local), FedAvg with local tuning (FedAvg+) (Jiang et al., [2019)),
Clustered-FL (Sattler et al., 2020), pFedMe (T Dinh et al.l 2020), and centralized and decentralized
versions of FedEM (Marfoq et al., [2021)). We also trained the global models using SGP (Nedié &
Olshevskyl 2016} |Assran et al.,[2019) and FedProx (Li et al.| 2020). As SGP recovers FedAvg and
DSGD on FC and FixU, respectively, we treat them as equivalent approaches. Among all approaches
including ours, model architecture follows the setting in Marfoq et al.[(2021)).

Training procedure We allowed every client to generate its local dataset which has its unique label
distribution, following Marfoq et al.|(2021)), and split it into train, validation, and test datasets.

All baselines and PDBO inner-optimizations ran the distributed learning following|Marfoq et al.[(2021))
on FC and FixU, and ran SGP of Eq. {#b)) on StoU and StoD using the train dataset. In PDBO,
any i-th client estimates 0;.;, p;; for all j € [n] through communications in the inner-optimization,

and approximates y; by yz(T) obtained from the T steps of inner-optimization. Theorem |11|in
Appendixproves this approximation of y; is reasonable when ||yi(T) — y7|| is sufficiently small.
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Table 1: Test accuracy of personalized models on EMNIST (average clients / 10% percentile).

Communication network
Method

FC FixU StoU StoD

Global SGP(FedAvg/DSGD) 82.2/73.8 82.3/74.1 79.7/171.6 79.7172.5

FedProx 69.6/58.2 n/a n/a n/a
Local 74.7163.9 74.7/63.9 73.7/63.8 73.7/63.8
FedAvg+ 83.0/75.1 n/a n/a n/a
Clustered-FL 82.3/73.8 n/a n/a n/a
Personalized pFedMe 76.2/65.7 n/a n/a n/a
’ FedEM 83.9/75.9 83.8/75.9 n/a n/a
PDBO-DA 82.9/74.8 83.0/75.5 80.9/73.2 80.8/72.9
PDBO-MTL 83.9/76.5 83.9/76.5 81.6/73.8 81.6/75.0
PDBO-MTL&DA 83.9/76.2 84.0/77.3 83.0/76.3 82.2/74.5

PDBO outer-optimizations ran 20 outer-steps tracing the average validation accuracy, and we reported
the average test accuracy at an outer-step that showed the best validation accuracy. Outer-steps were
performed by Adam (Kingma & Bal 2015) from the zeros initial hyperparameters 04, . To estimate
the hyper-gradient for each outer-step, clients ran A/ = 200 HGP iterations with Eq. (b)) using the
average cross-entropy on the train dataset as F;. We adopted HGP for FC and FixU, and VR-HGP
with (a, 8) = (0.9,0.1) for StoU and StoD. We also made a practical modification in HGP to

sample A(™) and B(m) together at the single m-th round, which leads to the same length of the
Neumann series with the half sampling costs of the original HGP, while they are no longer unbiased.

6.2 RESULTS AND DISCUSSIONS

Personalization performance Table|l|shows the average test accuracy with weights proportional
to local test dataset sizes. We observed that the ensemble-based approaches, FedEM, PDBO-MTL,
and PDBO-MTL&DA performed the best on FC, and PDBO-MTL&DA outperformed on all fully-
decentralized settings, that are, FixU, StoU, and St oD. Although PDBO-DA improved the average
accuracy from SGP in all communication settings, it was especially effective when combined with
PDBO-MTL. These results indicate that optimizing different parameters simultaneously, which is
newly enabled by our PDBO, is advantageous to the personalization performance.

We also investigated whether the accuracy gain was shared among all clients. Table|l{shows the
accuracy of the bottom 10% percentile of clients. All our approaches improved accuracy at the
10% percentile from global model approaches (SGP and FedProx) in all communication settings,
confirming that the clients fairly benefited from our personalization.

Applicability to stochastic communication networks The communication network limits the
available personalization methods, especially when the network is stochastic. Although FedEM is
one of the few personalization methods feasible in fully-decentralized settings, it requires the doubly
stochastic mixing matrix to be known, which is impractical on stochastic networks (Tsianos et al.},
2012). As PDBO encompasses SGP and HGP can run on stochastic communication networks, our
approaches succeeded in the personalization on St oU and St oD.

Robustness to communication directionality Our HGP and VR-HGP estimate hyper-gradient
solely from the directed communication edges, rather than running the standard recurrent backpropa-
gation which requires undirected edges. The improvement in our approaches on St oD demonstrated
that VR-HGP estimated the hyper-gradient with sufficiently small errors to solve PDBO.

7 CONCLUSION

This study proposed a gradient-based PDBO, which reduces most personalization approaches to the
optimization of hyperparameters possessed by each client. We also proposed HGP that estimates the
hyper-gradient through communications over stochastic and directed communication networks. In
addition, we introduced a variance-reduced HGP that mitigated the estimation variance caused by the
stochasticity of communication edges and provided its theoretical error bound. Our empirical results
demonstrated that our gradient-based PDBO with HGP enabled combining different personalization
approaches which led to state-of-the-art performance, and it performed on different simulated
communication environments including a stochastic and directed network.
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REPRODUCIBILITY STATEMENT

We provide the detailed experiment settings of Section[6]in Appendix [D]including any modification
to the benchmark conducted by Marfoq et al.|(2021)) and will be releasing their implementations after
the review process. Our theoretical contributions and required assumptions are stated in Section
The detailed derivations of our HGP and VR-HGP are provided in Appendix [A]and Appendix [B]
respectively. We also provide detailed proof of the estimation error bound of VR-HGP in Appendix [C]
The code for reproducing the results in Section [ and Appendix [G] are provided by a separated
supplement.
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A ESTIMATION OF HYPER-GRADIENT

= \/sz 1 v2 is its £ norm. For a matrix V € R4*42 ||V]],

is its largest singular value.

A.1 STATIONARITY OF SGP

We consider the generalized version of SGP over n nodes as follows:
b7 = 300 (1120 67) 0 (0 6) ) = 0 (3 02).

We set (5“1- = 1for all ¢ and ¢, i.e., every client can send a message to itself at any time step.

Assumptions |l{and 2| ensures existence of the unique stationary point y*.

n
y; = Es¢ iji%‘ (57325 G) + i (U3 20, i)
Jj=1

= ZﬁjiEc (o5 (4555, G) ]+ Ee [ (973 X0, G,
=1
where ﬁji = ]E5 [pﬂ]

A.2 HYPER-GRADIENT BY IMPLICIT DIFFERENTIATION

We adopt Assumption so that ¢, 1, and F to be differentiable. The differentiation of y; by A, is

n
dx,yi = > 0ii (day7 0u B [ (47525, )] + 08B [ (473 25.¢)])
j=1
+ L (dx, 97 0y, B [hi (075 A, Go)] + Ox,Ee [0 (975 M0, G)]) -
Let y* = [y]]; and XA = [A;]; be the concatenated parameters and hyperparameters, respectively. We
can write the differentiation in the matrix form by

dAy* = d)\y*A + Bv
where
A= [nﬂA +pﬂAﬂ € Ry

;= 0y B iy X, ) € RN, AT =8y B [;(y]5 Ay, )] € R,
B= [nﬂB +pﬂB¢’] € Rrdxxndy,

B} = 0xEc [@i(yl: i, G)] € R B = 05 B¢ [0 (y)5 A),¢)] € RN

Then, we have

day* =B(I - A%
In particular, we have

dauf =D (B (T — A) )i,
k
where (-) ;1 and (-)1, denotes the (j, k)-th and (k, 7)-th block of the matrix.
The hyper-gradient of the objective function F'(z*,X) = >, F;(x], ;) is then given as
dAjF(y*7>‘) :Zd)\jy;k 8yiFi(yza )+8>\ (y]7>‘ )
i M <

i C’
* J

= Zd)\ y*Cy +C
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A.3 ESTIMATION OF HYPERGRADIENT
In the remainder, we consider v; and ¢; of the following forms:
1/’1(%7)\“(1 Zg’b y2a>\17£)
ICLI =

¢j(yj;Aja<j |C ‘ Zh Y3 j’g
Theed

for some g;(; A, &) : R% — R% and h;(-; A, &) : R% — R, which are true for SGP in Eq.
and Eq. @I) Assumption E] ensures that g; and h; are differentiable with respect to both ¢ and A.

A.3.1 ESTIMATION OF A AND B

Because the matrices A and B are defined as the expectation over the data minibatch ¢;, ¢ ; as well
as the realization of communication network §, we estimate them from the observation as follows.

A = []lﬂAZb +]5le;9} » S Rndyxndy,
ji

Ai |<|Zabg’b yz7AZ)€)ERd Xd? A |<|Zayjh ijAj7£)€Rd Xd
Yt I eeg;
B = [ljiB? ﬂ’wBﬂ e Ry,
ji
BZZJ |<|Za>\h yza)‘wg) deXd ) B;a |<| Zak Pji yja)‘]7€) RdAXd .
et e

A.3.2 APPROXIMATION BY NEUMANN SERIES

With Assumption 4, we have HAH 5 < 1 We can thus approximate (I — A)~! by the truncated
Neumann series up to the M-th term as

_y 4

m=0 m=

X
M3
B

The approximation of the hyper-gradient could be expressed as

M-1
daF(z*,\) ~ B Z AmcY + e}

m=0

By replacing A and B with the estimators A and B, we have

M-1 m—1
ANF (@ )~ 3 BE™ T[ AP 1 A
m=0 s=0

where A2s+1) and B(2™) denotes the estimators at the 25 4 1-th and the 2m-th step of the commu-
nication round, respectively. In this estimator, we estimate A in the odd-numbered steps and estimate
B in the even-numbered steps of the communication round, respectively.

A.4 HYPER-GRADIENT PUSH (HGP)

We now present our proposed method, hyper-gradient push (HGP), which is a modified version of the
recurrent backpropagation. HGP can run even on stochastic and directed networks while enjoying the
same order of communication efficiency as SGP. In HGP, we adopt Assumptions[6]and[7} and assume
that {6,.; = Es [6;.:]};; and {p;;},.; are known.

14
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The idea of HGP is to use d;; g“ instead of p;; in A and B as follows.

A= ]1jiA§b+6wp”A“’ ,
5y 0]

B = |:]].sz;¢ + 5@»] (];]2 BSD:|
1+] ]i

Under Assumption [5|where ¢ and ¢ are independent, these are the unbiased estimators because

127
61’.)]'

=AY - By =A%
' 9isj Sri];j Py

Esc[A] = 1B, [AF] +Es., {& «pj”] B, [47]
e

Ji

_ [njzfi;ﬂ + ﬁjiAﬂﬁ —A,

i
! 6i<>j

Boc [B] = (1B [BY] + B, [0, 22| B [B]
Nl Syl

Pji _ =
i+ 5, =P y
Jt

Recall that the hyper-gradient can be approximated as

M-1

da, F ~ Y > (B) jkz ™Mric + ¢ (15)

m=0 &k
By replacing the expectation with the above estimators A and B, we have

m—1
d>\ F(x*,\) Z Z <B(2m)> kz< H A(25+1)> ¢ + ). (16)
I ki

m=0 &k % s=0

Let u,ﬁm) =3, < H:L;()l A@st+) >k7, c?. We note that u(m+ ) can be computed recursively as

ugcmel) _ Z <A(2m+1)>kk/ ](:L).
o

By using this fact, we can rewrite the estimator as

M—1 m—
R * _ > (2m) A(2m—1) (2s+1) Yy A
B = 35 (50) (A ST AR) e

m=0 k k' 5=0 ki

u:,n'fl)
M-1 ( )
— B(Qm)> <A(2m—1)> 7/” 1 )\
2 L) A e

(m)
'u,km

We can then derive the proposed algorithm, hyper-gradient push, as follows:

15



Under review as a conference paper at ICLR 2023

Hyper-Gradient Push (HGP)

©) 2

u;

Y
(*Cj,

m—+1 (27 m
ol )F’Uj +> <B(2 ”)>'kul(C )

%C

J
J
ul(ﬁm-‘rl) . Zk' <A(2m+1)>kk/u§;/n)
form=20,1,2,...,M —1
da, F(z*, ) o)

In HGP, the estimator could be obtained after the 2/ rounds of communication. In each round of the

communication, the clients communicate u( ™) ¢ R which is O(d,,) parameters only, the same as
the standard communication for SGP update

B VARIANCE REDUCTION

We now introduce the variance-reduced version of HGP. The naive HGP above suffers from the large

variance because of 551'2)/5,-”; this term can take a value far larger than one when 5]-”- is small. The
multiplication of such values induces high variance.

Recall that, in HGP, we aim at approximating the estimator
PN % 3 S S A+
m=0 &k

With v ) 0, u ) CY, HGP computes the first term of the right-hand-side by iterating

(m+1) (77L) + Z ku]im),

1
(m+ ) — Z k/’u,k, y

(m+1)

where u;, is equivalent to ) _,, (<,;4m+1> ki €y We can also consider another way of computing

the first term. With 'vj(-o) — 04,, wko — cg, we can compute

(m+1) E :

<— kak ,
m+1
( F} kk’wk/ +C?]:7

(m+1) m—+1

where w), is equivalentto ) "7 N, <Am/>k,€,CZ, _ Zm+1 (m") (m

m=0Up = T Wy )+ (mﬂ)

By combining the above two formulas, we can derive the general expression of HGP as

k
+1
(m )<_§ : kk'ukf 7

wy" e (Z< Aprwfl” + ) F (=) (w0 uf™ D),

Kk’

where @, 3 € [0, 1] are the interpolation weights. By replacing A, B by the empirical estimates A,
B, we obtain the general expression of HGP as follows.
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General HGP for Variance Reduction

(O)<—0 §-O)<—c w(0)<—c

(m+1) B (2m) (m) _ R (2m) (m)
v; — (v +> <B >jkuk ) +(1—a)d>, <B >jkwk

(m+1) 3, <A(2m+1) u(m')
kK

(m+1) « B (Zk/ <A(2m+1)>
form =0,1,2,...,M —1
g;.F(w*, A) v](-M) + cJ)-‘

" (m)+ck)+(1_5)( (m)+ (m+1)>7

We note that this general HGP is the weighted average of the two different estimation algorithms,
which results in an estimator with a smaller variance. That is, by choosing «, 8 € [0, 1] appropriately,
we can obtain an estimate of the hyper-gradient with a smaller variance. From the computational
perspective, this general HGP has properties similar to the original HGP: it can be computed
even on stochastic and directed networks; the estimator could be obtained after the 2M rounds of
communication; and the clients communicate O(d,,) parameters in each iteration.

C ESTIMATION ERROR OF HYPER-GRADIENT

In the following, we assume that the derivatives of g; and h; are bounded.
Assumption 9. I, € (0,1),7p € (0, 00) such that V¢ and Vi, j,

/\

_na
max 4 sup Ha igi(yia)‘ivg)HQ? Sup Hayjhj(yﬁ)‘jﬂg)ug ST
Yis i, YjsAj,€ 22 N

"B
max { sup |[[Ox, gz(yzvkzvf)HQv sup Ha)\ yj’Ajvg H2 < —=5- 2T
YirAi )& Yj 22 4, 85uj

Recall that Zi p” > n by the properties Y .-, pj; = 1, Sfpj € [0,1]. Assumptionﬁimplies

IIAH2<Z sup [19y.9:(yi, Xi-€) ly+> s sup [0y, hy(y; A, )],

i Yis i,j YN8

S |n+)_pj - <1,
2P 22” 22, 8
A SZ sup Ha lgv(yza 135 ||2+Z Dt sup Hayjh y]7>\17£ ||2
2 i Yi Ai§ 1"] y77 '
Pji | na
<|n+ = < na,
; 67,»] 2ZZJ ;JZ
||BH2§Z sSup HaA 9i(Yis A, §) H2+ij7 sup Hak yja iy €) ||2
i Yi A€ i,j y77AJ
S|\nt Qb 7_77 )
D E
B QSZ sup |0, 9i (Y, Air €) H2+Z§ﬂ sup ||0y, ;i (g, Ai, )|,
i Yi iy i,j isj A K ]&
Pji | B

IN

’I’L‘I—Z— sz ST]B
 Oivy 2271 Sinj

4,J
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C.1 PRELIMINARY LEMMAS

In this section, we present a few preliminary lemmas we use in the proof of the theorems.

We recall that we can express the general HGP using the concatenated vectors and matrices as

oM+ — (,,,<m> 4 B(2m>u<m>> + (1= a)B@m™ym), (17)
wmtD — A(2m+1)u(m) (18)
wm™) = 3 (A<2m+1>w<m> 4 cy) 4 (1-B) (w<m> n u<m+1>> _ (19)

with the initial conditions v(© « 0, (9 « ¢¥, and w(©® « ¢¥.

The following lemmas show explicit formula of v and w and their decomposition.

Lemma 2 (Explicit Formula of w).

M—-1

w™) = H ((1 - B)I+ BA(2m+1)> cy

m=0

+Z

M-1

H ( )I+5A<QM+1>)] (51+ (1-8 [H A<2m+1]> cv, (20)

where we define [[,, .y (-)m = 1 so that Hm M( Jm = 1.

Proof. We prove the claim by induction. We first recall that
M—1
uM = T[T A®m+Vev. 1)

m=0

By setting m = 0 in (I9), we have
wh =3 (A<1>w<°> n cy) +(1-5) (ww) i u<1>)

=B (AW +c¥) 4+ (1- ) (¥ + AVeY)
=c¥+ AWev.

By setting M = 1 in (20), we also have
w®) = ((1 B+ 5A<1>) Y (51 (- 5)A<1>) Y =c¥ it ADeY,

which confirms that (20) is valid when M = 1.
Now, suppose that the statement is true for some M > 1. Then, by (I9),

wM+D — 3 (A(QMJrl)w(M) + Cy) +(1-8) (w(M) + u(M+1))

M
— Be¥ + (1 - B) [H AC | ev i (1= I+ BARMHD ) )

m=0

18
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=BcY +(1-7 [HA2m+1‘|

BT + BACMFD ) < B + ﬂA(2m+1))]

i—1
+
i=1 m=0

(-
(-
- | (o

(1= p)1+ pAE™HY )]

M
+1x <51+ -8 11 A<2m+1>D cY
M " i—1
- Z 11 ( BT + 5A<2m+1))] <51 +1-811 A@m“)) cY
y m=i m=0
II ((1 — B + 5A<2m+1>)] v

M i—1
+> lH ((1fﬂ)I+ﬂA(2m“ )] <6I+ -5 11 A2m+1>> v,

i=1 Lm=1t m=0

m=0

where the last line follows from the fact that Hﬁ a1 (Dm = 1.

Lemma 3 (Decomposition of w).

M
wM) — Z A'cY
i=0

M-1
_ ( ﬁgi’A4)(A(2i+1) _ A)Rgi) +iéi,M)(A(2i+1) _ A)Ai> cy7
i=0

where

M—-1
j—lgi,M) —8 l H <(1 _ 5)I+5A(2m+1))] ’

m=i+1
) M M-—1 j—1
Lyt = - 3 |11 (<1—/3)I+/3A<2”‘“’)] [ 11 A”’”*”],
j=i+1 | m=j m=i+1

R = (1= I +BA) + (1 - AT +BA) ™ (BI+ (1 - p)A7).

Jj=1

Proof. We first recall that, as the corollary of Lemma 2]

M

i=0

19
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DAl = (1= T +5A) " e+ 3 (1= AT+ BA) T (BT + (1= HAT) e

AT + ﬁA(2M+1>) Z ﬁ_[ ( B + BAC™FY )1 (61 +(1-7) [H A@m+L)

(22)
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By using Lemma[2] we can expand the difference as

M
w™ - " Ay

Il
VR
el

~—

(1-B)1I+ 5A<2m+1>) —(1-B)I+ BA)M> &y

m=0
M M—1 |
+ Z ([ H ((1 - B)I + BA(2m+1)>‘| — (=8I + BA)Mz) (51 + (1 B)AY) o
741 Min1:2 .
+>_ 11 ((1 -1+ ﬁA(2m+1))‘| (1-5) (H ACmt1) _ Ai) o
i=1 Lm=1 1l
M-1

> Mﬁl (a-p1 *MWH))] 5 (ACHD — A) (1 - BT + pA)

1

(a-p1+ /3A<2m+1>)] B (A — A) (1 - p)1 + BA)™

Jj=1 m=i+1
x (BI+(1— B)AY) ¥
M -1

, i
+ ) 4 ((1 -1+ 6A(2m+1))] (1 - B) ; l H A@m+1)

m=i+1

(A(2i+1) _ A) Aiey

=y (a-p1+ ﬁA@“””)] B(ACHD — A) (1= )T +BA) e

:]\(;—1 M—-1 ( : ( :
_ A (2m+-1 A(2i+1) 4
i=1 |JL i+1 ((1 B)I i BA )] 6 (A A)

3 (- AT+ 8A) (A1 + (1= 5)B)

l H A(2m+1] (A(2i+1) —A) Ay

m=i+1

+ Z ﬁ_[l ( B + 6A(2m+1))

=0 j=i+1 | m=j
M—-1 [AI 1

-> ol 11 (1—5>I+m<2m+1>)] (40 )

m=i+1

£ (i, M
="M

i

X (((1 — B+ BA) + 3 ((1— B+ BA) ™ (BT + (1 - 5),@‘)) cv

j=1
=r{"
M-1 M M-1
e a-m Y [TI (a-1+saem) [H AemH]( A 2) A,
1=0 j=t+1 | m=y m=1i+1
:ilg‘,,M)
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Lemma 4 (Explicit Formula of v).
M M
oM+ _ Zahf—i+1B(2i)u(i) +(1-a) ZaM—iB(Qi),w(i)_ (23)
i=0 1=0
Proof. We prove the claim by induction. By setting m = 0 in (I7), we have
o — o (1,(0) n B(O)u(0)> 4 (1—a)BOw©
=aB9¢¥ + (1—a)BWe¥ = BOev.
By setting M = 0 in (23], we also have
v = aBOey 1 (1— Q)QB(O)U,(O) — BOey
which confirms that is valid when M = 0.
Now, suppose that the statement is true for some M > 1. Then, by (I7),

oM+ — (U<M> 4 B<2M>u<M>) + (1 — @) BEM) (D)
M-1 M—
<Z MBIy L (1 - Z B9 w(i)>
=0 =0
+ aBEM) (M) 4 (1— a)B(2M) (M)

M-1
_ (Z o M—i+1 3(20),,(0) +aB(2M)u(]v1)>
i=0

M—-1
+(1-a) <Z aM—1 B(20) 4y () +B(2M)w(M+1)>

i=0
M M
Z M—i+1 B(20), (i) 4 (1-a) Za]wfiB(%),w(i)'
i=0 i=0
O
Lemma 5 (Decomposition of v).
M
oM+ _ B Z AieY
i=0
M M-1
— Z(B(zz‘) _ (z M)y Z ( 1,66M) A(Q”l) A)A! +IA,gi’M)(A(2i+1) B A)R@) oY
i=0
(24)
where
R:()’i,]VI) — aM—i—i—lAi + (1 _ a)aM—i Aj,
j=0
i[(livjw) Z OZM J+lB 27) [ H A 2m+1‘|
j=i+1 m=i+1
1 k=1
F—a)1-5) 30 oM IBE Z [H (- >I+6A(2’“+”)1 [ II A@m“)] ,
j=i+1 =i+1 Lm=k m=i+1

M j—1
iéi,M) =(1-a)p Z oM—3 B(29) l H ((1 — B)I+BA(2m+l)>‘| .

j=i+1 m=i+1

21
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Proof. We first recall that, as the corollary of LemmaE],
BY Aicv =) oM BA'cY +(1-a) Z oaM'B Z AlcY,
i=0 =0

=0 =0

By using Lemmafd]and Lemma[2] we can expand the difference as

=0
M i—1 M %
— ZaM—H-l (B(Q’L) [H A(2m+l)] _ BAZ) ¥+ (1 o a) Zal\/f—i B(2z)w(z) _ B Ajcy
=0 m=0 =0 7=0

=0 Lm=1i+1

_ iQM7i+l (B(Z'L o )Azcy + Za]\/[ ]JrlB 27) Z [ ]]j A 2m+1)] ( 21+1) A) Aicy
=0
M 7 M i
+(1-«w) ZaM_i (ﬁ(zi) — B) Zﬁjcy +(1 -« ZaM_iB(Qi) w® — Zﬁjcy) .
=0

i=0 =0 i=1

By substituting (22), we have

M

— §QA47i+1 (B(Zz _ )Azcy+ZaA4 ]+1B 27) S[ 1:[ A2m+1)] ( 27,+1 A) Azcy
” =

=0 Lm=i+1

M i
F-a)Y ¥ (B - B)Y Ay
=0 j=0
+(1-a) ZaM’jB(Qj) (Z LD (A _ HRW 4 LU (AR A)Ai> oY
Jj=1 i=0
M
— Z (B(Zz) _B) M 7,+1Az M 7ZAJ oY
=0
—R(MD
M-—1 M M - o
+ Z Z a]\/[ j+lB (29) [ H A(2m+1) + (1 _ Ol) Z a]\lij(2j)ngJ) (A(2z+1 A) Azcy
=0 j=i+1 m=i+1 j=i+1
:IAQ(:,M)
M-l M . . .. . .
+ 3 (1—a) 3 aMIBEIE(I(ACHD — A)R{ eV,
i=0 j=i+1
—£ (M)
By substituting Lg’j), Lgi’j), we obtain the claim. O

To bound the estimation error of hyper-gradient, we need to bound each term of (24)). The following
lemma gives the bounds for each coefficient matrices in ([24).
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Lemma 6. Under Assumption[9] we have

i 1l -« . 1 : : 1 o
R(z,M)H < aM—i 4 QM—itlpi oM —igitl 25
H 3 27 1—mny 1—na A 1-mna A )
i("vM)H < nBaﬁ OéM_i
’ Pl T a—(1- 8+ Bna)
nB —i ] 11—« M—it1
— — 1-6+ , (26)
1—77A7IA 1—77Aa—(1—5+577A)( B+ Fna)
s 1—a)p i —i
L(,L’M)H < ( M—i 1— 4 M—1 , 27
H ° z—nBa—(l—B+ﬁnA)(a (1= B+ ma)™™) &7
. 1 il
HRY) <-—Na_ (28)
2 1—mna

Proof. Recall that Assumpti0n|§|ensures |All, < nas AHZ < na. |B|, < ns. B ) < np.
Then, we have
i, M —i AllE —i ~ Al
|BE|| <@ AL+ (1 - a)a Y ||A;
j=0
<a M— z+177z + 1_a M — zZnA
) ) 1— 141
OéM_H_l??zA + (1 _ Oé)Oé]VI i 77A
1—na
. ) 1—a » 1 L na » .
M—i+1_1 M—1i M—i_i+1 M—i+1_ 1
=« + o} -« + —a
T — N4 1—=mna A 1—=mna A
1-— . 1 . . 1 o
_ &3 OéM_Z ak[—z—l—l 34_ aM—z H—l,
1—n4 1—mna 1—mna
(i,M) S -
M H < M—j+1|| Bg(23) HA(2m+1)H
4 2 Z “ 2 2
Jj=i+1 =
M
H1-a1=p) 3 ot JHB”“H Z H Ja-» f+ﬂA<2’”“’H HA ],
M M o J , .
<np Yy, oM (1 —a)(1- 8 Z M= N (1= B+ Bna) Pyl
Jj=i+l k=i+1
= g — 2 (M — ) 4y i a ((1 — B+ Bna) ' - UH>
a—1na A 1—mna o, A
o M—i —i
= a —
nBaan ( 77A )
. l—a [((1=pB4+p8na) (@MF— (1 - B+ Bna)™~7) A (M=t — %)
1 =14 a—(1—pB+pBna) a—1na
1 M—i M—i 1-« 1— B+ 8na M—i M—i
—_ a i ) + «a i 1— B + [
nBl—'f]A( ) nBl—nAa—(l—ﬁ+ﬂ77A)( ( Bna) )
npaf M—i "B M—i B l-—a M—it1
= « - - 1-p+p5 ’
a—(1—3+pBna) 1= a4 1—77A04—(1—3+577A)( na)
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M Jj—1
HIAJg,M)H <(1-a)B Z aM—jHBS(zj)H H H(l _ 'B)I+'6A(2m+1)H
2 j=it1 2 =it 2

M
<n(l—a)s Z on_j(l _ ﬂ"‘BnA)j_i_l

j=i+1
oMt — (1= B+ Bpa)M !
a—(L=B+pna)

< lla=8)1+ A, + Y |1 - 81+ BA,7 (8+(1-8)[A]3)
j=1

=np(l—a)B

i

SA=B+Bna) +B8Y (L—B+Bna) 7 +(1=p)> (1—B+pna) )

j=1 j=1
;,  1-01-0+ i 1— 8+ i i
=(1—B4+pBna) + ( B+ Bna) _|_77A( B+ Bna) —ny
1_77A 1—77A
1 772—5—1
L—na’

C.2 DECOMPOSITION OF A, B

We can decompose the difference A—Aand B - Bas

5

A A= [1(A7 - &Y 4y (247 - A7)
Ji
|

< [(Br 1) pds] o+ [LalAS - A9+ (A5 - £9)]
Ji

6i<>' _ N
= Eje;r X <j - 1) pjiA;)

i,j=1 i>]
- Dji .
+ Zejei ® |<|Z< y: i y77>\1,§) )+‘£‘|Z(ayjhj(yj7>‘jvf)f
b=l "ee I eeq
B -B= []ljz(B Bw) + Dji (?"j B;p _Bf)]
isj ji
5; . o
= |:<(5“j 1) pJZB;P:| B + [HJZ(BZP - B;Z}) +pji (.B;(J - B;’D)]]z
Ji
= Z eJe X < 1) f)ﬂB;D
1,0=1 »J
+ Y eiel @ [ 23 (Onmlwi, A €) = BY ) + T2 S (0, k() A0 ) —
it |CL| e Gl &2

where e;, e; are i-th and j-th canonical basis vectors.
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By using these expressions, we can rewrite Lemma[5as

M
pM+1) _ Bzglcy

- - M-1 n M—-1 n
I IETIES I IRCTETS 3B L TIETS 35 Db ST
i=0 s,t=1 i=0 t=1 g (20 i=0 s,t=1 i=0 =1 e o(@itD)
where
(%) T 5(2? - o(20) D)
Xpst = | €tes @ g — 1| pesBf Ry,
s>t
7; n 1 ) ) * ’L
YBE,% = (tetesT ® W (]ltsa)\tgt(yt s A E) + DrsOa e (yy s Ay §) — ]ltsB —ptsB¢)> Rg ,M)’
s=1 P
. N 5(2i+1) R ' B
XX,)st = LELZ,M) <ete;r X <9§t _ 1> ﬁtsAf@H_l)) A
s-t

& (i, M) T 5233“) _ 2p(2i+1) (3)
+ L, eie, ® 5 1| pesAf R,
s>t

. . n 1
YB@,?S = LELZ,M) <€t63— ® C(TJrl)| (]]'tsaytgt(y;a )‘ta g) +T_’tsaytht(y:a Ata 'f) ]]-tSA ptSA ))
t

s=1

A
= ( - 1 * — *
+ Lg(') 7M) Z (ete;— & W (ﬂ-tsaytgt (yt ) Atv 5) + ptsayt ht(yt ) Atv f) ILts - pts )
t

s=1

Here, we note that IALEf’M) and I:g”M) depend only on A®*3) . ACM-1) apd

B®i+2)  BEM) We therefore have

E5(%i+l)»@(2i+1> [XX)St | A(QH_S), RN A(2M_1), §(2i+2), RN B(QM)} =0,
@i . A S ’ 29)
Eyeien cirn [ij;@ |A<21+3>,...,A<2M*1>,B<2”2>,...,B<2M>} —0,

by the independence of § (2i1) Ct(zi“) in Assumption

s-t

C.3 BOUNDFOR € (0,1) AND 3 € (0,1)

We now derive the error bound of VR-HGP for the case when «, 8 € (0, 1). The error bound follows
from the next bounds on X g?st’ YE(;.;’ X S?St, and YXZ.

Lemma 7. Under Assumption@, when o, 8 € (0,1) sothat 1 — 8+ 8na € (na, 1), we have

2 =2 2
@ | B Pis I-a 2(M—i
X, < 252 (1_17) o®M=) 4 exp(—O(M)), (30)
2 = 2
@ 2 B i NA (1-a)B M—i M—i\2
X < —(1- —O(M
Aotlle = k2 62, (1 oG B+, @ (1= B+ Bna)"")" + exp(~O(M)),
(3D
y (66 2 < 477123 ( l1-a >2a2(M—i) + exp(—O(M)) (32)
Bt 5 = H2|Ct(2i)‘2 177}14 p ’
2 2
@9 ||? < ang nA (1—a)B M—i _ (1 _ M—i)2 _
YAl = ey (1 Cmaa—(-B+gmn) @~ AT+ exp(-0(M)),
(33)

25



Under review as a conference paper at ICLR 2023

where
DI (34)
8.t 58%
Proof.
o |? 1 o T @) 12| o6, |2
H Bistlly = tt Ssot ! Prs |2 2HR3 H2
<37,
p% nB 2 11—« M—i 0 2
g — M —~O(M
=52, (3) (1—nAO‘ +exp(=0( »)
2 -2 2
_ "I Pis ( l-o ) 2(M—i)
= — | « +exp(—O(M)),
e (o (~o(m)
o |12 1 o 1l aeien |2 (15 Gan | s 5 (i, M ol )2
b {1 (i 1) b o e a0 ]
Dis (NA nB (1-a)p Mo M
<53 9% = (11— -O(M
=52, (32) <177Aa(1[3+ﬁ77A) (c (1= B+ Bna)™™") +exp(-=O(M))
2 2 2
B Dis na (1-a)s ) M—i M2
- a” = (1=F+ + exp(—O(M)),
K2 62, (1nAa(1ﬁ+ﬁ77A) ( (1= B8+ Bna)™™) p(—O(M))
2 1 2
8 @, M)
HYB(”S) ‘2 < |<t(21)|2 Z H 7588/\ gt(yt 7>‘ta€) +ptsa)\tht(yt7At7§) ]ltsB _ptstH HR( H2
2
1 B = 11—« 2
< 2 s M—i _ M
- |C§2t)|2 (2/{) T ;pt (17’AO‘ + exp(—O( )))
=1
4nf (1—a>2 2(M —9)
= - a Y + exp(—O(M)),
K2|<(21)‘2 1—1a p(=O(M))
7 2
HYA ) S C(ZZH)PZ’ LtsOy, 9t (Y5 At &) + DesOy, he (Y Ae, €) — Lis AY — prs A

|
S G2 KPR i A

2

1 N4\ 2 “L
WQJ 2+2;pt5

=1

)

IN

x( B (1-a)B
L—naa—(1-p3+pna)

= A na (11— ’ M—i _ (1 M—i)2 oM
_m2|gt(2”1>‘2 T—naa—(1—B+Pna) (o (1 =B+ Bna)™ ") +exp(—O(M)).

(@M=" — (1= B+ Bna)M ") + exp(O(M))>

O
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Theorem 8. Suppose Assumptions hold true, and \Ct(%)\ = \Ct@”l)\ = b for any ¢ and . Then,
with probability at least 1 — ¢, we have

where

H/U(MJrl) + C)\ . d)\JF(y*a)‘)H

< Pa, T (Z p

ts
s,t=1 9*7‘

) og ") | p(—0(a1),

1-— 1 1— 252 Y
M:\/ “(H +a(l - B+ Bna) B2 ) __ nsller]

e T T a = ) T= (= B+ Bra)? (T —a)

Proof. We first have

M

pM+1) _ BZA cY

i AlcY||.

HU(M-H) e S dAjF(y*)\)H <
i=M+1

Here, we can bound the second term by

"7
<nslevl S B” Ly = e (o).
=M1

HB Z AlcY

i=M-+1

The conditions (29) ensure that we can bound the first term by using Matrix Azuma’s inequality; with
probability at least 1 — ¢, we have

where

2
llev|

o(M+1) _ Z iy < /802 M,
i=0 €
M n M—-1 n
(%) (1)
S 9D Sl ETNES 3B ol PN
i=0 s,t=1 =0 s,t=1
M n ( -1 n )
i (213
153 DI 17Tl D S5 DD DI 17l §
=0 t=1 EECEZI =0 t=1 £E€(21+1)
M n _ 2
< nB Pis ( l -« ) o 2(M—i)
a i=0 s,t=1 K 65‘)‘5 1- A

_,_Mz_:l @ Dts < NA (1-a)B )2 (an —(1-B+p )Mfi)Q
g 252, \1=naa—(1— B+ pna) "

M 4n? 1—a)?
B - 2(M—i)
LT e () ¢

n Z Anp ( NA (1-a)B >2 (aM—z' —(1-B8+8n )M—i)Q
. o 2GR \T= o= (1= 5+ ) ’
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noo 2
_ @ Z i 1—a 1 — q2(M+1)
K2 52 1—1na 1_ a2

s, t=1 st

@’ R ma (1-a)8 )
" K2 Sgl 5?%] (1—77A0l—(1—ﬂ+5n,4)

y (a2_a (M+1) (1 — B+ Bna)? — (1 — B+ Bya)2M+D) _2a(1_5+517A)_aM+1(1_ﬂ+BnA)M+1>

1—a 1— (1= B+ pna)? 1—a(l—B+pBna)

77,29 1—a \21— a2+
+§ Lt=1 |<t(21)| <1_77A> 1—-a?
+@ (1-a)B )2

K2 |<t(21+1)| 1— Aa—(1_5+577A)

)

x (0‘ — @2 (1= Bt Bna)’ — (L= B+ fna)® MY _2a<15+ﬂm)on“(lmﬂnA)M“)
L—a? L= (1= B+ Bna)? L—a(l— B+ Bna)
—|—exp(—O(M))

pts +Z <1a>2 1
s,i=1 034 t=1 \C(Qz)\ l—na) 1-a?

n n

??s + 4 ( A (1 - CY)B )2
S0 S \I—naa— (1= B+ Bna)

(o L, el )

1—a?> 1—-(1-=B84p8na)? "1—a(l—pB+pbna)

1—-a\? 1
1—-na) 1—a2

2 n.o 2 n
_ nB pts 4
T oR2? [ 52 +Z (24)

2
=1 s>t =1 ‘Ct ’ ‘

AR _ﬁ?s+z”: 4 < N (1—a)8 )2
K? s,t:lég"t t=1 |Ct(22+1)‘ L—naa—(1-pB+pna)

(14 a(l =B+ pBna))(a— (1 -5+ pna))?
(1=a?)(1—(1=8+pBna)?)(l —a(l -3+ Bna))
+eXP(*O(M))

n 2
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C.4 BOUNDFORa=1AND S =0

Setting & = 1 and 3 = 0 recovers naive HGP. Here, we derive the error bound for naive HGP.

Lemma 9. Under Assumption[9] when o = 1 and 8 = 0 so that1 — 8 + Sna = 1, we have
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Theorem 10. Suppose Assumptionshold true, and |¢{*”] = [¢#*Y)| = b for any ¢ and i. When
a = 1, 8 = 0, with probability at least 1 — ¢, we have
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C.5 COMPARISON OF i3 AND [ig 1

The estimation errors of VR-HGP and naive HGP are dominated by their scaling factors.

| 1-a 1+ a(l— B+ Bna) B2n% )
“avﬁ\/81+a <1+1—a(1—5+677A)1_(1_5+677A)2 ,

n5 + (1 —ny)?
,UI,OZ\/8 ]A ( ]A) ]

1—n%

Figure shows that p, 5 is a few times smaller than 11 ¢ for any n4 € (0,1) if we choose « close to
one and [ close to zero. This result indicates that the error of VR-HGP can be a few times smaller
than the one of naive HGP for sufficiently large M where the diminishing term exp (—O(M)) is
negligibly small.

9
8
7 --- a=1,8=0
6 @=0.9,8=0.1
5 — @=0.9,8=0.
- a=09,8=0.2
4 — a=08,8=0.1
3 — a=0.8,=02
2
1
0

Na

Figure 1: Comparisons of ji, g and g o forna € (0,1).

C.6 COMPARISON OF o AND f3

We empirically evaluated the advantages of VR-HGP in stochastic communications as well as found
that (o, 8) = (0.9, 0.1) performed well in practice.

We compared the £ norm between of the hyper-gradient estimation v(™) at the m-th round of HGP
and the true hyper-gradient dy F' (*, A) which computed using the explicit (I — A)~!. We made a
synthetic one-dimensional dataset with two classes by randomly selecting two digits from MNIST
and averaging the inputs of each sample. We let n = 3 clients performed 500 iterations of Eq.
ensuring the convergence of SGP. For all ¢ € [n], we used the binary cross-entropy loss for f; and
F; computed on local training and validation datasets with 100 samples, respectively. We adopted
StoU communication network presented in Section[6] In order to purely evaluate the effect of edge
stochasticity s\ /5;.:, which we pointed the source of the high variance in Section we excluded

the randomness of minibatches ¢ by adopting \Ci(t)| = 100 for all time steps in SGP and HGP and by
using the true p;; and ¢;,; for all 4, j € [n]. We computed dx F' (x*, X) from the explicit computation
of B (I — A)™' ¢¥ + > using expected values of p;; and §;.; for all 4, j € [n]. The HGP was
conducted to obtain (™) after the iterations of SGP using M = 500 and the alternative samplings,
ie., ACmTD and BC™) form =0,..., M — 1.

Fig.[2|shows VR-HGP with («, 8) = (0.9, 0.1) provided the smallest estimation error and the larger
number of estimation rounds tends to have smaller error. However HGP, which is a special case
of VR-HGP with parameters («, 3) = (1.0,0.0), failed to attain smaller error than the well-tuned
VR-HGP with (o, 8) = (0.9,0.1). This larger estimation error was also observed in experiments
with different random seeds. We also observed that HGP could not reduce the estimation error after
around m = 5 indicating the larger number of rounds does not always help the better estimation in
HGP on stochastic communication networks.
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Figure 2: /5 norm between the estimation of VR-HGP v(™) and the true hyper-gradient dy F' (z*, A)
at the m-th estimation round with different combinations of « and f3.

C.7 RELAXATION OF CONVERGENCE TO THE STATIONARY POINT

While VR-HGP relies on the assumption that the unique stationary point y* is available, a client

may only have ygT) = y* in a practical case where the inner-problem is solved by a finite 7" of SGP
iterations. We show that this assumption can be relaxed by adopting an extra smoothness assumption
below.

Assumption 10. There exist finite positive constants L,, Ly such that for any ¢ € [n] and for any
/
Yi Yi»
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Theorem 11. Let 3(M+1) be the estimate of v(M+1) obtained by VR-HGP using y(7) instead of

y*. Suppose Assumptions hold true, |Ct(2i)| = |Ct(2i+1)| = b for any ¢ and ¢, and o, 8 € (0, 1).
Then, with probability at least 1 — ¢, we have

Below, we show that the error between vy, ’ and y* induces a bias to Theorem
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Proof. To compute &M +1) using VR-HGP, A and B are estimated by
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We can decompose the difference A — A and B — B as
A-A-(A-A)+(A-A), B-B-(B-B)+(B-B).

Here, by Assumption [I0} we have
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By using these expressions, we can derive the expression similar to Lemma[5as
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Then, we can bound the bias as
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D DETAILED EXPERIMENTAL SETTINGS

The experiments in Section [6]followed the settings of EMNIST (Cohen et al.,[2017) classification in
Marfoq et al.| (2021), unless otherwise mentioned.

Communication networks We simulated four communication networks on which the clients per-
form the distributed learning: fully-connected (F'C), static undirected (F i xU), stochastic undirected
(StoU), and stochastic directed (St oD).

FC allows clients to communicate with all the other clients in all the time steps, i.e. 519 5 = 1for
all 4, j € [n] and ¢ € N. FixU uses time-invariant and sparse undirected communication network
simulated by a binomial Erd6s-Rényi graph (Erdds & Rényil, [1959) with parameter p = 0.4 adding
the self-loop edges. Following the setting in Marfoq et al.|(2021)), we generated a doubly stochastic
mixing matrix using the Fast Mixing Markov Chain (Boyd et al., 2003) rule. St oU uses stochastic

and undirected network in which any undirected edge (5](; = 51(9 ; independently realizes at each

step with the probability 6]” € [0,1]. In StoD each direction of edges (5( ; are independently

sampled at probability d; j+i» forming stochastic and directed network. St oD forms the asymmetric
expected mixing matrix given by the St oD network is asymmetric representing the communication
bias between the clients; some clients may communicate more infrequently than others due to
bottlenecks in physical network environments or long computation times of local updates due to poor
computational resources. We sampled d;,; from the uniform distribution with [0.4, 0.8] both in StoU
and StoD

Proposed approaches We solved personalization of classification models using three different
formulation: PDBO-MTL, PDBO-DA, and PDBO-MTL&DA.

For PDBO-DA, we optimize the pseudo sampling rate to recover data augmentation-based personal-
ization (Duan et al.,|2019; Zhao et al.;|2018)). PDBO-DA optimize )\ic € R to learn the label-wise
weight vector CSoftmax (A;) € [0,C]%. In the inner-problem, the losses of instances labeled as
¢ € [C] are multiplied by the c-th element of the weight vector.

PDBO-MTL is obtained by applying PDBO to FedEM Marfoq et al.|(2021). PDBO-MTL lets each
client train an ensemble classifier that outputs weighted average predictions across K = 3 of CNNs.
We trained CNN parameters as the inner-problem and optimized the hyperparameters AX € R¥ to

obtain ensemble weight vector Softmax (A;) € [0, 1]"

PDBO-MTL&DA combines PDBO-DA and PDBO-MTL optimizing [AXT AST]T € REHE (o
obtain both the label-weight and model-weight.

For all ¢ € [n] in the outer-problem, we ran 20 outer-steps of Adam (Kingma & Bal 2015) iterations
with (51, 82) = (0.9,0.999) from the initial hyperparameters O¢, O, and O i for PDBO-DA,
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Table 2: Parameters for the outer-problems in Section@

Network Method L2 reg. rate Hyper-learning rate
PDBO-DA 0 0.1
FCand FixU PDBO-MTL 0.01 1.0

0.01 for AK 1.0 for XX
0.0005 for A 0.1 for AY

PDBO-DA 0 0.1
StoUand StoD PDBO-MTL 0.01 0.1

0.01 for AKX 0.1 for AK
0.0005 for XY 0.1 for AY

PDBO-MTL&DA

PDBO-MTL&DA

PDBO-MTL, and PDBO-MTL&DA, respectively. For Adam optimizer, we adopted different learning
rate shown in Table 2| (Hyper-learning rate). We adopt HGP for FC and FixU setting, and VR-HGP
with (o, 8) = (0.9,0.1) for StoU and StoD settings. Both HGP and VR-HGP ran M = 200
estimation steps using iteration Eq. (@) in all the settings. We also made a practical modification
in HGP to sample A(™) and B(™) together at the single mn-th round, which leads the same length
of the Neumann series with the half sampling costs of the original HGP, although they are no more
unbiased. For all the approaches the cases and for all ¢ € [n], we used the average cross-entropy
loss over the local train dataset of the i-th node and L2 regularization loss of \; for F; with the rates
shown in Table 2] (L2 reg. rate). We reported the mean test accuracy of an intermediate step that had
maximum validation accuracy (i.e., early stopping) which was sampled independently from the train
dataset as described in Appendix D]

Baseline approaches We compared our approaches with baselines for each communication setting.

For FC and FixU settings, we compared with several personalization approaches: a personalized
model trained only on the local dataset (Local), FedAvg with local tuning (FedAvg+) (Jiang et al.
2019)), Clustered-FL (Sattler et al., 2020), pFedMe (T Dinh et al., [2020), and centralized and decen-
tralized version of FedEM adopted in Marfoq et al.|(2021). We also trained global models using
SGP (Nedi¢ & Olshevskyl 2016; |Assran et al., 2019) and FedProx (Li et al.,[2020). From the fact
that SGP recovers FedAvg and DSGD on FC and F1ixU, respectively, we treat them as equivalent
approaches. All the approaches on FC and FixU followed the training procedure with epoch-wise
communication in Marfoq et al.| (2021)) while using Eq. b)) for HGP computation. And any method
ran on StoU and StoD adopted the SGP iteration (Eq. @b)) with ' = 600 steps, batch size
|¢i] = 128, L2 regularization with 0.001 decay. For SGP StoU and St oD, we adopted the learning
rate «; = 0.05 for SGP, Local, and PDBO-DA, «; = 0.25 for PDBO-MTL and PDBO-MTL&DA.
Those learning rates were scheduled to be multiplied by 0.1 at ¢ = 500, 550. As we have no baseline
ensemble model approach (i.e. FedEM) to be compared to our PDBO-MTL and PDBO-MTL&DA
in StoU and StoD, we also examined our performance improvement from the initial hyperparame-
ter. We confirmed PDBO-MTL and PDBO-MTL&DA improved their test accuracy from the initial
hyperparameter both in StoU and StoD, confirming the performance gain of PDBO-MTL and
PDBO-MTL&DA from SGP were not solely due to their differences in architectures and learning
rates.

Dataset and model We adopted the procedure of generating a federated version of EMNIST in
Marfoq et al.| (2021} except for train and validation split. In our experiments, we consider 10%of the
EMNIST dataset as in that were partitioned according to Dirichlet allocation of parameter o = 0.4
over n = 100 clients as in Marfoq et al.|(2021)). We randomly selected 20% of the obtained dataset
to make a validation dataset. We use the validation dataset only for the early stopping in outer-
optimization of PDBO-DA, PDBO-MTL, and PDBO-MTL&DA. We trained the same CNN in
Marfoq et al.|(2021) for all the baselines with a single model and PDBO-DA, and for base-predictor
of FedEM, PDBO-MTL, and PDBO-MTL&DA.
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Table 3: Comparison of the gradient-based PDBO, CDBO, and CDBO-Local.

Bilevel Communication . No O (dg x dx) and O (de X do)
Study roblem network Hyper-gradient - - -
P in communication in computation
Ours PDBO Stochastic directed GlobalGrad v v
Chen et al.|(2022) CDBO Static undirected ClientGrad
Gao et al.|(2022) CDBO Static undirected LocalGrad v v
Yang et al.| (2022) CDBO Static undirected GlobalGrad
Tarzanagh et al.[(2022) CDBO Centralized GlobalGrad v v
Li et al.[(2022) CDBO-Local Centralized LocalGrad v v
Liu et al.| (2022) CDBO-Local Static undirected LocalGrad v v
Lu et al.|(2022) CDBO-Local Static undirected LocalGrad v v

E GRADIENT-BASED DISTRIBUTED BILEVEL OPTIMIZATION

We compare concurrent studies of distributed bilevel optimization (Chen et al., 2022} [Tarzanagh et al.|
2022} |Gao et al., 2022} Yang et al., 2022} |Li et al.| |2022; [Liu et al., |2022; [Lu et al.| [2022) in terms of
problem settings, applicability on communication networks, hyper-gradient value to estimate, and
complexity in communication and computation.

Bilevel problem setting We categorize them into two problems (Bilevel problem in Table[3): the
consensus distributed bilevel optimization (CDBO) (Chen et al., 2022} Tarzanagh et al., [2022; (Gao
et al., [2022; | Yang et al., [2022)) and CDBO with the local inner-problem (CDBO-Local) (Li et al.|
2022; |Liu et al., [2022; [Lu et al., 2022)).

CDBO pursue consensus also in outer-problem, which can be obtained by imposing A; = A; for all
i,7 € [n] on PDBO outer-problem (Eq. (5}left)):

1 ) \ S ,

min -~ Z Fi(x; (A1, ,A0), ), stex) = argmin Z Ee, [fi (s, Ai3&)], (39
X=Xy =l w=e; v =

Chen et al.[(2022)); Tarzanagh et al.| (2022);|Gao et al.|(2022);|Yang et al.[(2022)) applied CDBO to

hyperparameter (e.g. L2 regularization coefficient) optimization.

While CDBO-Local also requires consensus in the outer-problem as in CDBO, its inner-problem is a
local optimization problem in which optimal parameters are independent of each other client, unlike
PDBO and CDBO:

1 n
min -~ S Fimp (M), ), st = arg min Ee, [fi (x5, Ais €] (40)
A=Ay, =1 ¢

Lu et al.|(2022) demonstrated the ability of CDBO-Local problem to handle personalization tasks.
However, no client in CDBO-Local can benefit from the others in the inner loop for better general-
ization. We note that in our PDBO, both outer and inner problems are optimized from the global
information; the inner-parameter is trained for consensus among the clients and the outer parameter
is optimized to improve the total performance across all the clients.

Communication networks The communication networks can be categorized into stochastic di-
rected, static undirected, and centralized (Communication network in Table [3).

Studies for CDBO (Chen et al., 2022} |Gao et al., [2022; |Yang et al., 2022)) and CDBO-Local (Liu
et al.}2022; Lu et al.| |2022)) suppose the communication networks are static and undirected. More

specifically, they assume the weighted mixing matrix P*) to be a double-stochastic matrix at all time
steps t € N for the consensus of DSGD in the outer-problem (Liu et al., [2022; |Lu et al.,[2022) (i.e.
x;, =x;,Vi,j € [1]), and both in the outer-problem and inner-problem (Chen et al.,[2022;|Gao et al.,
2022;[Yang et al., 2022) (i.e. ¢; = x;, A\; = A;, Vi, € [n]).

Tarzanagh et al.[(2022)); Liu et al.| (2022) addresses the consensus in the outer-problem by adopting
centralized communication settings so that the single global hyperparameter are shared among the
clients at every step.

Our HGP is the only method that runs even on stochastic and directed communication networks.
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In terms of the consensus, we can relax the assumption of the static undirected communication in
Chen et al.[(2022);|Gao et al.| (2022); |Yang et al.| (2022); |[L1iu et al.| (2022); |[Lu et al.[|(2022) to the
stochastic and directed networks by replacing DSGD with SGP for the inner-loop and outer-loop.
However, in terms of the hyper-gradient estimation, we cannot naively replace the communication
networks setting as discussed in Section 4.2}

Hyper-gradient to estimate Both PDBO and CDBO require hyper-gradient estimation as they
involve the interaction of clients in the inner-problem. However, the estimated hyper-gradient varies
among the studies, so we categorize them into GlobalGrad, ClientGrad, and LocalGrad (Hyper-
gradient in Table . Our HGP and |Yang et al.|(2022); Tarzanagh et al.| (2022) aim at estimating the
gradient of the average outer-objective across the client with respect to the hyperparameter of the
client (GlobalGrad), i.e. d, F (z* (A),A) € R,

Chen et al.| (2022)) estimate slightly different hyper-gradient, that is, the gradient of client outer-
objective with respect to the hyperparameter of the client (ClientGrad), i.e. dx,F; (z} (X), ;).
Unlike GlobalGrad, ClientGrad only lets the client know how the perturbation on the client’s
hyperparameter changes its own outer-objective. Thus the gradient step of the client hyperparameter
using ClientGrad is not supposed to improve the performance of the others, which is not the case
with GlobalGrad.

Gao et al.[(2022)) estimates the LocalGrad which is equivalent to the hyper-gradient estimation of SGD
that estimates dy, F; (z] (A;) , A;). LocalGrad differs from ClientGrad because LocalGrad needs no
communication because the optimal inner-parameter x; is only parameterized by its hyperparameter
A

Complexity in communication and computation For a fair comparison, we compare the com-
plexity of communication and computation between methods that intend to estimate the same
hyper-gradient. Note that we only focus on the requirement of computation or communication for
the full Jacobian matrix as it is dominant in decentralized hyper-gradient estimation (rightmost two
columns of Table 3).

No approach for LocalGrad involves the full Jacobian computation and communication as they can
naively adopt efficient algorithms such as backward mode. For GlobalGrad, the algorithm proposed by
Yang et al.|(2022)) is complex both in computation and communication as they involve computations
and communications of full Jacobian matrix (O (dy X dx)) and Hessian matrix (O (dy X dy)).
Tarzanagh et al.| (2022) and our HGP enjoys reasonable complexity because these methods avoid
computation and communication of full Jacobian by using Jacobian-vector products.

F DETAILED ALGORITHMS

We provide an algorithm Alg. [1)which describes a case of PDBO in which outer-problem is solved
by local SGD. We also describe the complete algorithms of SGP (Alg. [2) formulated by Eq. (2),
HGP (Alg. ) formulated by Eq. (12), VR-HGP (Alg.[3), formulated in Section [4.2] (Variance reduc-
tion), and the exact recurrent backpropagation (Alg. [3) formulated by Eq. (TT). All the algorithms
above are expected to run locally at every i-th client, showing how all clients collaboratively solve
the PDBO (Eq. (7)) without any central orchestration.

For a better understanding, we describe below special notes on several lines in the algorithms that
characterize our approach.

Outer-loop in PDBO Let )\Z(-S) be a hyperparameter of the ¢-th client at the s-th outer-step. PDBO
runs multiple outer-steps for s = 0,...,.5 — 1 from a given initial hyperparameter )‘l(_o). Alg.m
supposes A9 s updated locally by SGD step (Linein Alg. . As the output of HGP can be seen as

i
an unbiased estimate of stochastic gradient, the convergence property of outer steps is simply given
by the common convergence property of SGD whose noise is characterized by Theorem [I] We can
also use other optimizers such as Adam (Kingma & Bal [2015) for outer-steps, as we adopted in our

experiments (Section [6).
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HGP vs. Exact recurrent backpropagation We explain the difference between HGP (Eq. (12))
and exact recurrent backpropagation (Eq. (IT))) in algorithmic perspective.

As mentioned in Section {f.2] decentralization of exact recurrent backpropagation is impossible on
directed communication networks. In exact recurrent backpropagation Line[9]and Line[T7]in Alg. 3]
require a client to receive the intermediate backpropagation vector u§m) from clients such that
5,5:?) = 1, indicating the i-th client needs to receive the message from whom the ¢-th client sent
messages. This is possible only when the communication network is undirected or synchronized.

In our HGP, Line @ and Line(17|in Alg. let the i-th client to receive ugm) from clients such that

§§Z) = 1, thus any client simply receives the information from all the client who is able to send to
1. The estimation bias incurred by this simple modification is corrected according to the expected
sending weight p;; = E;[p;; (6;)] and receiving frequency d;.; = Es[0;.;] estimated through inner
SGP iterations (Line[7]and Line[I2]in Alg. [2).

Note that both HGP and the exact recurrent backpropagation enjoys cheap time complexity since
the computations related to Jacobians, Oy, ; (y:‘ i, (i(%")) u§m> and Oy, ; (y;‘ 1\, QEQT’L)) ugm),
can be locally computed by Jacobian-vector product.

Algorithm 1: PDBO with SGD ran by the ¢-th client
Input: y@7 )\EO), a, B

?

foreachs =0,...,5 —1do

// Solve the inner-problem
T _ < 0 s
y! )7{(pija5j->i)}je[n] — Alg.(yg PN )>

SGP
// Hyper—gradient estimation

if o = 1 then
anF e Mg By A {550} o)

HGP

else
i e Al By A, {(5:31)} ey 00 F)

L VR-HGP
// Run a local SGD outer-step

AP AP — gdy P

return )\ES)
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Algorithm 2: SGP ran by the i-th client

Input: y§0), A
// Initialize empirical estimates
1 ]Eij 0, Vj S [n]
2 (sjﬂ; «— 0, V] € [TL]
3 foreacht =0,...,7 —1do
// Sample a minibatch and communication edges
4 Sample Ci(t) and 51@ = [62(?1 61(21]T
s | foreachj s.t. 52(2 =1do
6 L Send pij(dgt))% (ygt); i Cft)) to the j-th node

Dij += pij(éz(t))

8 yZ(H_l) — Ody

9 foreach j s.t. 6](?1 =1do

10 Receive pji(éﬁt))¢j <y§t); Aj, Cj(-t)> from the j-th node
11 y§t+1) += pji((sg(‘t))‘Pj (yg‘t);)‘jag(‘t))

12 53'»1‘ +=1

|y =g ()

// Normalize empirical estimates
_ 1 — .

4 Dij — TDij> Vj S [TL]
al = )

15 5j->i — TKSj"i’ VJ S [n]

w return g { (51, 074) g
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Algorithm 3: (Maybe impossible) Exact recurrent backpropagation ran by the i-th client

Input: ¥, A

/7

(0)

u;
//

Compute i-th block of OyF (z*,\) denoted by (c¥);
A %81/1Fl (.’1}:, )‘t) B
Compute i-th block of IxF (x*,A) denoted by (c*);

’U,L(O) Loz F (:c A )
3 foreach m =0, . —1do

return v;

// Sample a minibatch and communication edges

C(Qm) 6(277;) [5(2m) 6(2m)]

N

Sample and

foreach j s.t. 653}“ =1do

L Send u(m) to the j-th node

gm+1) + 0g,

foreach j s.t. Off;w =1do

Receive ug ") from the j-th node
vl(m+1) - pytj(df%'))a)\isai (yf;&,@(gm))uém)

vgmﬂ) += O\, i (y;k7 As, C-(Qm)) (m) + U(m)

Sample §(2m+1) and 6(2m+1 [653;n+1) o 51(3::’“)}
foreach j s.t. 57(3;"“ 1do
L Send u(m) to the j-th node
ulm ) 04,
foreach j s.t. bff;"“) 1do
Receive u5 ") from the j-th node

uz(nz+1) =i (dgzmﬂ))ayi(pi (yf; A, C§2m+1))u§m)

ugmﬂ) += 0y, Vi (y;kv i, Q(Qmﬂ))uz(-m)
(m)

Iteration of
(m+1

v; ) in Eq.

Iteration of
™ in Eq.

K2
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Algorithm 4: HGP ran by the i-th client

Input: y7, A;, { (Dij, ;1) }je[n]

// Compute i-th block of 9yF (x*,A) denoted by (c¥);
vl e 19, F (27, )

// Compute i-th block of rF (x*,\) denoted by (c*);

0 *

2 ’Ug ) — %(9)\LFz (:1:1,)\1)
3 foreachm =0,...,M — 1do
// Sample a minibatch and communication edges
+ | Sample ¢*™ and 6™ = [ ... )T

i1 i n
(2m)

5 foreach j s.t. §;7;" = 1do
6 L Send u{™ to the j-th node
U§m+1) — 0d>\

s | foreachj s.t. 5,(%;") =1do

9 Receive u5m§ from the j-th node ( IJE?)ration of

10 L Ungrl) 4= %3&-901‘ (y;k7 i, Q(Qm))u;m) vim in Eq.
| o™ = o (A O Y™ o™

12 | Sample CmeH) and 6§2m+1) = [5§ET+1) e 55321“)}—'—

13 | foreach; s.t. 653;.”“) =1do

14 L Send ugm) to the j-th node

15 ugm+1) < 0g4,

16 | foreachj s.t. 6" =1do

17 Receive ugmg from the j-th node ( Ifl:gation of

” u£m+1) - 577’(% @ (%:*% A, CZ_(2m+1))u§_m) uw,”""" in Eq.

oo wl™ Y = oy (g an (Y )l
(m)

%

0 return v
21

[~
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Algorithm 5: VR-HGP ran by the i-th client

Input: yza)\n{(pwa ]'”)}JG o, 3
// Compute i-th block of 8 y F (z*,A) denoted by (c¥);
wl” « 1o, F (x5, )

(3

// Compute i-th block of rF (x*,\) denoted by (c*);
v Loy Fi (@}, ))
(0)

0

C — 'U( )

foreachm:O,...,M—ldo

// Sample a minibatch and communication edges

C(Qm,) 5(2771,) _ [51(3171) o 5(2m)]

N

c<—u

Sample and
foreach j s.t. 6(2m =1do

L Send uE ™) (7m) to the j-th node

vgmﬂ) < 0g,
foreach j s.t. 6(1 =1do
Receive u( g (m from the j-th node

v t=a (”” Onpi (w73 A ¢ ul™)
+(1—a) (p” O, pi (y X, ¢ ) fm))

v t=a (aAﬂ/% (yi*;AuQ@m )Ug ™ ™ ))

(=) (v (wrixn P )wl™)

(@n+1) g 5@+l _ (st s@minT

i1 i n

Sample ¢;
foreach j s.t. 6> = 1do
L Send ugm), wfm) to the j-th node

UE»m+1) (_ Ody
(m+1) 04,
foreachj s.t. 5(2m+1 =1do
Receive ug g, (» ™) from the j-th node
(m+1)

+: pu ayz‘Pz (y17 17((2m+1) 'U,§ )

74— (B (30 )
u£m+1) 4= ayﬂ,bz (y;(;A“Ci(2m+1))ul(‘m)
w™ = 8 (0 (w12 (7wl et ) + (1= 9) (wl )

return v{") + ¢}
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Table 4: Test accuracy of personalized models on the simulated stochastic directed communication
network (St oD) (average clients / 10% percentile).

Method Dataset
CIFAR10 CIFAR100  Shakespeare EMNIST
Global SGP 75.6/69.7 38.8/31.4 285/26.0 79.7/72.5
SGP-MTL 73.0/64.2  34.4/27.7 27.7/240 80.9/73.2
Local 62.5/41.1  33.1/25.1 25.3/17.5  T73.7/63.8
Local-MTL 64.2/38.3 35.2/28.0 25.5/20.0 67.3/57.5
Personalized PDBO-DA 75.6/70.3 42.1/37.1 38.2/33.7 80.8/72.9
PDBO-MTL 73.6/65.2 41.4/35.1 38.0/34.9 81.6/75.0

PDBO-MTL&DA 77.2/73.0 43.3/36.7 37.7/33.0 82.2/74.5

G ADDITIONAL EXPERIMENTS

We conducted personalization benchmarks on different tasks: image classification (CIFAR10 and
CIFAR100 (Krizhevskyl 2009)), language modeling (Shakespeare (Caldas et al., [2018; McMahan
et al.| 2017)), and handwritten character recognition (EMNIST (Cohen et al.,2017)) on a simulated
stochastic directed communication network.

G.1 SETTINGS

We ran our approaches, PDBO-DA, PDBO-MTL, and PDBO-MTL&DA, and Local and SGP for
baselines which are explained in Section[6] We adopted the stochastic directed network St oD for
a simulated communication network with the same setting as in Section[6} For each approach, we
solve different tasks on corresponding datasets: CIFAR10, CIFAR100, Shakespeare, and EMNIST.

Tasks For image classification on CIFAR10, we distributed samples with the same labels across
clients according to a symmetric Dirichlet distribution with parameter 0.4, as in Marfoq et al.| (2021);
Wang et al.|(2019), to create a federated version. We used 40% of the total data as the train and
validation dataset in a 3:1 ratio and the rest as the test dataset. We also tested image classification
using CIFAR100 exploiting the availability of “coarse” and “fine” labels, using a two-stage Pachinko
allocation method (Li & McCallum),2006) as in|[Reddi et al.| (2020); Marfoq et al.| (2021, to distribute
900, 300, and 1800 sized train, validation, test datasets to each client, respectively. Pachinko allocation
ran with the parameters adopted in Marfoq et al.| (2021). For both CIFAR10 and CIFAR100, we
set n = 20 and trained MobileNet-v2 (Sandler et al.,|2018)), implemented in TorchVision(Marcel &
Rodriguez, 2010), with an additional linear layer.

The Shakespeare dataset was naturally divided by assigning all lines from the same character to the
same client as in Marfoq et al.[(2021); McMahan et al.|(2017). From 728 characters, we randomly
selected n = 20 characters and assigned each of them to a client. We trained two stacked-LSTM
layers with 256 hidden units followed by a densely-connected layer, to predict the next character
from a sequence of 200 English characters as input. The model embeds 80 characters into a learnable
8-dimensional embedding space. For each client, we used 80% of lines as the train and validation
dataset in a 3:1 ratio and the rest as the test dataset. The lines are split from the beginning in the order
train, validation, and test to simulate the practical time dependence between datasets.

The settings of handwritten character recognition on EMNIST (Cohen et al.,|2017) are described in
Section[6]and Appendix

Approaches For PDBO-DA, PDBO-MTL, and PDBO-MTL&DA, we adopted the same strategies
and parameters in Section[6} PDBO-DA optimizes weights vector of loss which elements correspond
to labels (characters) of EMNIST, CIFAR10, and CIFAR100 (Shakespeare). PDBO-MTL optimizes
ensemble weights of predictions of 3 models of each task, and PDBO-MTL&DA simultaneously
optimizes the outer-parameters of PDBO-DA and PDBO-MTL. Except for reducing M to 20 rounds
for efficiency, we adopted the same VR-HGP setting in Section [6]
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For baselines, due to the absence of personalization methods applicable to stochastic directed
communication networks, Local and SGP were adopted. We also trained an ensemble model
with uniform prediction weights for both baselines, Local-MTL and SGP-MTL to fairly compare
the performance difference between the baselines and our approaches. This allows us to exclude
architectural differences from the reasons for performance improvements.

Results and discussions Table ] shows the average test accuracy with weights proportional to local
test dataset sizes. We observed that our approaches PDBO-DA, PDBO-MTL, and PDBO-MTL&DA
improved accuracy from baselines on all tasks with a few exceptions: PDBO-MTL on CIFAR10 and
PDBO-DA on EMNIST. PDBO-MTL&DA out performed on CIFAR10, CIFAR100, and EMNIST
in average accuracy, confirming the simultaneous optimization of different parameters is effective on
complex tasks. Even on the next character prediction task on time series data, all of our approaches
improved the performance from baselines, indicating our gradient-based PDBO is effective in a variety
of tasks. Note that the performance improvements did not come from the architectural differences in
the models (single model or ensemble model) since PDBO-MTL and PDBO-MTL&DA outperformed
SGP-MTL and Local-MTL. Accuracy at the 10% percentile are also improved from the baselines in
all the tasks and our approaches, which validated that clients fairly benefited from our personalization.

H HYPER-GRADIENT ESTIMATION BY ITERATIVE DIFFERENTIATION

Iterative differentiation is categorized into forward (ITD-Forward) and backward (ITD-
Backward) (Franceschi et al. [2017)). ITD-Forward and ITD-Backward are advantageous to AID
as they do not assume convexity on the loss. In this section, we show that ITD-Forward and
ITD-Backward suffer from physical limitations and large complexity in communications.

ITD-Forward and ITD-Backward compute the hyper-gradient by recursively tracing back all inner-
loops, which is performed to obtain the trained parameter, (), without requiring y(*) to be the
stationary point. To apply ITD-Forward and ITD-Backward to our setting, we suppose y(T) is
obtained by T iterations of Eq. (2). Considering iterations for ¢t = 0,...,T — 1, concatenated
hyper-gradient of ITD-Forward and ITD-Backward can be given as

T—1 T—1
dPE@E™ N :=> B [ AW+ 41)
t=0 s=t+1

ITD-Forward and ITD-Backward are differentiated by how they compute Eq. (1).

Forward mode iterative differentiation (ITD-Forward) Let U(") := !~ :10 B®) Hi;i/ 1 A,
To compute Eq. (#1), ITTD-Forward updates the matrix U®) € R™¥*ndy_ After initializing by
U = Ondxxndyy the following iterations fort =0,...,7 — 1,

UGD — ® A®) + B® (42)
provides the hyper-gradient by d\'P F(z(T), \) = U e® 4 .
We then consider a decentralized algorithm ran by the i-th client to obtain the i-th block of con-
catenated hyper-gradient dIATiDF(:c(T), A) i= (TP F (™) X)), € R, By letting the i-th client

update column block matrices U,E? = (U®)y,; for all k € [n], a decentralized algorithm of
ITD-Forward can be written as follows.

Forward mode iterative differentiation (ITD-Forward)
U « Odyxa,, VEk € [n]
U;SH) _ Z 5(_t)_Ul$_) <A(t)>

771

+ 5. <B<t>>ki L VE € [n] (43)

jeln] !

fort =0,1,2,...,7 — 1
dIPF@™ N« S Uer + ) (44)
j€ln]
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The i-th node can compute the first term of the right hand of Eq. (3 because Jacobian-matrix
product U,E? (A(t)> ji 1s always receivable from the j-th client even when edges are directed; when
U,i;) (A(t) )ji 7 Oy xd, the communication edge for receiving exists (6](?1 = 1) and TAJ,E? <A(t) Vi =
Oy, x d,, otherwise. In the same manner, the second term can be computed receiving (B ®) ) ki from the
k-th node. Note that when we choose to let the ¢-th client update row block matrices U, i(,? = ({UD)
(t)
ik

for all k£ € [n] required to update U, are not guaranteed on stochastic communication networks.

The difficulty of the forward mode is its communication cost. To update U,g?

, the any j-th client
needs to send Ug—) (A®) ji € R9*dy o the i-th client. Because both dy and d,, can be large for

practical models such as deep neural networks, communicating O(dx x d,,) parameters is prohibitive
in general.

The other problem is the last step of computing the sum Zj en) Ui(jT)c§c in Eq. 1) This requires
communicating with all the clients. The ¢-th client, therefore, needs to wait for several communication
rounds until it can receive the Jacobian-vector product U, ff) cj € R4 from all j € [n].

Backward mode iterative differentiation (ITD-Backward) ITD-Backward computes Eq. in

the reverse time sequence of ITD-Forward, i.e.,t =T — 1,...,0, resulting in having an iteration
similar to Eq. . Let u®) = HZ:_tl AG)eY and v = Zz:_tl“ B®)u() 4 ¢, By initializing
u") « ¢¥ and v7) « ¢*, and by the following iterations fort =T —1,...,0,

o0 BUHD (1) 4 gy(t+1),
u® A 1),

we obtain the hyper-gradient estimate as a;F — v,

Mathematically, the decentralized algorithm of ITD-Backward for the i-th client can be written as

Backward mode iterative differentiation (ITD-Backward)

O (c¥)s, oD <C)‘>1:

U; i
URRED D e <B<t+1>>ij_ R
ugt) - 2?21 51(?1) <A(t+1)>i]‘ u§t+1)
fort=T-1,T-2,...,0
AP E(™N) vfo).
In centralized bilevel optimization, iterations of ¢ = 17" — 1,...,0 are realized by storing the

intermediate parameters and indices of every minibatch during the training (Franceschi et al., [2017)) to
recover all iterations after 7" inner-gradient descent steps. However, when we use SGP iterations for
inner-steps, the stochastic network does not guarantee to reproduce the communication edges which
clients experienced during the training, making the computation of the decentralized ITD-Backward
infeasible.

Moreover, ITD-Backward also requires undirected edges similar to the exact recurrent backpropaga-
tion as pointed out in Section [4.2] (Exact backpropagation requires undirected edges).

We thus conclude that ITD-Backward requires the communication network to be restricted to static
and undirected in order to function.
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