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Abstract

The advancement of AI systems for mental health support is hindered by lim-
ited access to therapeutic conversation data, particularly for trauma treatment. We
present Thousand Voices of Trauma, a synthetic benchmark dataset of 3,000 therapy
conversations based on Prolonged Exposure therapy protocols for Post-traumatic
Stress Disorder (PTSD). The dataset comprises 500 unique cases, each explored
through six conversational perspectives that mirror the progression of therapy from
initial anxiety to peak distress to emotional processing. We incorporated diverse
demographic profiles (ages 18-80, M=49.3, 49.4% male, 44.4% female, 6.2% non-
binary), 20 trauma types, and 10 trauma-related behaviors using deterministic and
probabilistic generation methods. Analysis reveals realistic distributions of trauma
types (witnessing violence 10.6%, bullying 10.2%) and symptoms (nightmares
23.4%, substance abuse 20.8%). Clinical experts validated the dataset’s therapeutic
fidelity, highlighting its emotional depth while suggesting refinements for greater
authenticity. We also developed an emotional trajectory benchmark with stan-
dardized metrics for evaluating model responses. This privacy-preserving dataset
addresses critical gaps in trauma-focused mental health data, offering a valuable
resource for advancing both patient-facing applications and clinician training tools.

1 Introduction
The intersection of mental health care and artificial intelligence presents unprecedented opportunities
alongside significant challenges. AI system development faces particular obstacles in trauma-focused
therapy due to the sensitive nature of patient experiences and strict privacy regulations, which make
the collection of real-world data extremely challenging [1]. Moreover, existing datasets frequently
lack the diversity and clinical depth needed to train robust AI systems capable of serving diverse
populations effectively [2]. Prolonged Exposure (PE) therapy, an evidence-based treatment for post-
traumatic stress disorder (PTSD) [3], offers a structured therapeutic approach that could especially
benefit from AI support.

However, current mental health conversation datasets are often too small [4], lack demographic
diversity [5], and do not capture the nuanced progression of trauma-focused therapy sessions [1].

We introduce Thousand Voices of Trauma, a synthetic benchmark dataset comprising 500 clinical
sessions, each structured into six core phases of PE therapy. These phases, based on Foa et al. [3],
span the full therapeutic arc: (a) Orientation to Imaginal Exposure, (b) Imaginal Exposure Duration,
(c) Monitoring SUDS Ratings, (d) Reinforcing Comments, (e) Eliciting Thoughts and Feelings, and
(f) Processing the Imaginal. Each phase includes multiple therapist and client exchanges, which
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can be analyzed independently or as a complete session flow, yielding 3,000 structured clinical
conversations. All dialogues were generated using Sonnet 3.5 [6], guided by clinically informed
prompts to ensure alignment with PE structure and therapeutic fidelity.

These phases mirror the typical session progression, from initial anxiety, through peak distress during
imaginal exposure, to the gradual reduction of distress through reinforcement and processing. Its
diversity encompasses a wide range of demographic profiles, trauma types, and associated behaviors,
designed to reflect varied real-world clinical presentations. This structured, diverse dataset offers
scalable opportunities for AI systems to assist mental health professionals in trauma-focused therapy.
By emphasizing diverse populations, Thousand Voices of Trauma represents a meaningful step toward
more effective, personalized, and ethically guided mental health care.

This dataset also addresses real-world limitations often hindering mental health research and safe
AI model development. For example, while privacy concerns usually restrict data access, synthetic
data can circumvent typical ethical and legal barriers. It also overcomes other common issues with
real-world data, such as incompleteness, inconsistency, and small sample sizes, especially among
minority groups. By balancing representation across diverse populations, trauma types, and racial or
ethnic minorities, the dataset helps mitigate inherent biases. For instance, the NIMH reported in 2021
that 14.5 million U.S. adults (5.7%) experienced severe major depressive episodes, with higher rates
among females (10.3%) than males (6.2%) and the highest prevalence among those aged 18 to 25
(18.6%). Synthetic data can compensate for such imbalances, enhancing model training and analysis.

1.1 Key Contributions

1. Scale and Diversity: To our knowledge, this is the first large-scale structured dataset of
therapy conversations grounded in PTSD treatment protocols, covering diverse demographics
across age, gender, ethnicity, and culture. Synthetic generation mitigates privacy concerns
and promotes inclusive, culturally aware AI development.

2. Clinical Depth: Grounded in evidence-based PE therapy, the dataset spans 20 trauma types,
10 trauma-related behaviors, and 5 co-occurring conditions, supporting use in clinician
training and specialized therapeutic applications.

3. Structured Evaluation Framework: Each session includes six conversations, enabling
analysis of interaction trajectories from intake to trauma processing and progress evaluation.

4. Baseline Resource: Provides a standardized reference for training and evaluating AI models
in trauma-focused therapy.

The rest of the paper is organized as follows: Section 2 reviews related work; Section 3 details data
generation; Section 4 presents expert evaluation; Section 5 outlines the benchmark; and Sections 6 to
9 discuss future work, data availability, ethics, and limitations.

2 Related Work
PE therapy, an evidence-based treatment for PTSD, relies on structured exposure to trauma-related
narratives [7]. However, there is a lack of trained professionals who can provide PE therapy [8, 9].
As a result, there is an urgent need for AI applications to support PE therapy delivery and training.
This underscores the need for clinically valid and diverse datasets for AI development and evaluation.
Large-scale language models (LLMs), like the GPT series, have shown potential in generating
synthetic datasets that mimic human-like text, addressing challenges such as data scarcity and
privacy concerns [10–13]. However, for applications like PE therapy, which require alignment
with trauma-focused frameworks, diverse demographic representation, and strict ethical safeguards,
current research still lacks tailored solutions.

Synthetic datasets show promise in mental health applications, with studies exploring LLM-based
data generation to address data scarcity. Wu et al. [14, 15] introduced zero-shot and few-shot learning
frameworks to augment PTSD diagnostic datasets, producing synthetic transcripts that outperform
baselines. The latter work used role-prompting and structured prompts to create realistic synthetic
clinical interviews.

However, these approaches have not been specifically adapted to the structured narratives essential
for PE therapy. Efforts to enhance demographic diversity in synthetic datasets are growing. Mori et al.
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[16] and Lozoya et al. [17] examined how synthetic data reflects demographic variation, highlighting
biases in LLM outputs, especially regarding race and gender, and stressing fairness in mental health
datasets. Techniques like patient vignette simulation [18] and adaptive prompts for non-English
contexts (e.g., SAPE for Spanish [19]) show early progress toward inclusivity. However, trauma-type
diversity and PE-specific scenarios remain unexplored. Additionally, Chen et al. [20] underscored
the need for systematic benchmarking using metrics like F1-score, AUC, and balanced accuracy, but
these tools have not yet been applied to datasets focused on diverse trauma types or PE therapy.

Privacy and ethics are central to synthetic dataset generation, with studies focusing on privacy-
preserving methods. Recent works [21–25] highlight privacy-preserving machine learning, protected
health information (PHI) exclusion, and semantic filtering to maintain privacy compliance while pre-
serving data utility. While these methods offer strong safeguards for general clinical use, ethical risks,
such as generating harmful trauma narratives or victim-blaming, remain underexplored, especially in
sensitive contexts like trauma-focused therapies such as PE. While synthetic dataset generation using
LLMs [14, 15, 26] has advanced in addressing general clinical challenges, gaps in the literature re-
main for PE therapy. These include the lack of trauma-type diversity, limited demographic inclusivity
evaluation, insufficient alignment with frameworks like DSM-5 PTSD criteria, and underdeveloped
ethical safeguards specific to trauma-focused contexts. Synthetic datasets can also help mitigate
representation biases in AI models for mental healthcare delivery. For example, American Psychiatric
Association [27] reported that non-Hispanic White adults (25.0%) were more likely to receive mental
health services than non-Hispanic Black (18.3%), Hispanic (17.3%), and Asian (13.9%) adults.
Including such underrepresented groups in synthetic datasets might partially address the training data
gap. This paper seeks to bridge these gaps by exploring the existing knowledge base and identifying
pathways to tailor synthetic data generation for PE therapy applications.

Figure 1: Demographic distribution of synthetic participants across gender, age, ethnicity, and
relationship status. Most identified as male (247) or female (222), with 31 non-binary participants
[28]. Ages spanned under 10 to over 90, with a majority between 30 to 70. Ethnicities were diverse,
led by Latin American, North American, and South/Southeast Asian groups. Most participants were
married or single.
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Figure 2: Distribution of trauma types and exhibited behaviors in synthetic participants. Nightmares,
substance abuse, and compulsive behaviors were most common. Top trauma types included witnessing
violence, bullying, neglect, and medical trauma. Less frequent but notable were abuse-related and
combat-related experiences.

3 Dataset
3.1 Dataset: Simulated Therapy Session Profiles

To systematically examine trauma narratives and therapeutic dynamics, we constructed a synthetic
dataset comprising 3,000 simulated therapy conversations. These dialogues were generated using
Claude Sonnet 3.5 [6], selected as the foundational model for the Thousand Voices of Trauma dataset
based on its demonstrated ability to produce coherent, contextually grounded, and richly detailed
dialogue during preliminary assessments. The rationale for prioritizing Claude Sonnet 3.5 was
centered on its superior generative capacity, which allowed the efficient production of high-quality
conversations that aligned closely with the principles of PE therapy. This allowed us to focus on
methodological challenges such as scenario construction, prompt design, and fidelity modeling.

Although comparing other large-language models remains a valuable future direction, deploying a
strong initial model was essential for establishing a reliable foundation for trauma-focused research.
This enabled immediate use of the dataset for downstream tasks like modeling therapeutic interactions
and developing evaluation frameworks for clinical AI.

Each simulated profile integrates structured metadata, including client demographics (e.g., age, gender,
living situation), therapist attributes, and session-level variables such as trauma type, therapeutic phase,
and discussion topics. To ensure diversity and ecological validity, both deterministic (rule-based)
and probabilistic (sampling-based) generation methods were used in constructing the scenarios. To
illustrate model-specific stylistic and structural variations, we provide a comparative set of examples
generated by multiple state-of-the-art Frontier Models. Full prompt templates and representative
conversations are included in Appendix A and B.

3.2 Session Design and Composition

Client Profile Generation: Client profiles included age, gender, relationship status, occupation,
living situation, and ethnicity. Ages ranged from 18 to 80, divided into six groups: 18-30, 31-40,
41-50, 51-60, 61-70, 71-80. We assigned gender using weighted probabilities: 50% male, 49% female,
and 1% non-binary U.S. Census Bureau [28]. Relationship status, occupation, and living situation
were age-specific. For example, clients aged 20-30 were more likely to be “Single,” “Student,” and
“With parents,” while those 60-70 were often “Widowed,” “Retired,” and “Alone.” A validation
function ensured logical consistency. We randomly assigned ethnicity from eight global regions:
South Asian, Middle Eastern, African, North American, Oceanian, European, South East Asian,
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and Latin American. We assigned co-occurring conditions with weighted probabilities Bilevicius
et al. [29], Jennifer et al. [30], Hagiwara et al. [31]: None (25%), Anxiety (25%), Depression (30%),
Substance Use Disorder (10%), and Chronic Pain (10%). We also assigned clients 1 to 3 trauma-
related behaviors from ten options, including avoidance, hypervigilance, flashbacks, nightmares,
self-blame, substance abuse, aggression, withdrawal, dissociation, and compulsive behaviors. The
options represent a range of cognitive, emotional, and behavioral responses typically associated with
trauma, which aligns with trauma-informed care principles [32, 33].

Therapist Profile Generation: We generated therapist profiles with ages ranging from 25 to 65,
divided into four age groups: 25-34, 35-44, 45-54, and 55-65. We assigned therapist gender using the
same weighted probabilities as client gender.

Therapy Context Generation: To generate diverse therapeutic scenarios, each session paired a
broad trauma type with a more specific session topic. Trauma types were randomly selected from
twelve categories [32, 33], including physical, emotional, or sexual abuse; neglect; natural disasters;
accidents; combat; bereavement; witnessing violence; bullying; childhood trauma; and medical
trauma. Session topics were independently chosen from twenty possibilities, such as car accidents,
domestic violence, workplace trauma, natural disasters, military combat, loss of a loved one, severe
illness, divorce, racial trauma, and refugee experiences. This independent sampling supports a wide
range of combinations. While some pairings may seem loosely linked (e.g., ‘natural disaster’ type
with ‘workplace trauma’ topic), they reflect real-world therapy dynamics where discussions often
explore co-occurring stressors or secondary experiences shaped by the client’s trauma history.

Session Profile Assembly: Each complete session profile combined a validated client profile, a
therapist profile, and the generated therapy context, including the trauma type and session topic.

Dataset Statistics: The dataset comprises 500 simulated participants (ages 18-80 years, M = 49.3).
The gender distribution includes 247 male (49.4%), 222 female (44.4%), and 31 non-binary (6.2%)
participants. The ethnicity distribution is as follows: Latin American (70, 14.0%), North American
(67, 13.4%), South East Asian (64, 12.8%), South Asian (63, 12.6%), European (63, 12.6%), Oceania
(62, 12.4%), Middle Eastern (59, 11.8%), and African (52, 10.4%). Regarding relationship status,
participants were predominantly married (180, 36.0%) or single (149, 29.8%), with others reporting
being in a relationship (70, 14.0%), divorced (51, 10.2%), or widowed (50, 10.0%). See Figure 1 & 2
for more details. To check for bias, we ran Chi-squared tests on our metadata. The results showed
no significant associations between ethnicity and trauma type (p=0.175), ethnicity and behaviors
(p=0.897), or gender and behaviors (p=0.762). An association was found between gender and trauma
type (p=0.028). The analysis largely supports the dataset’s fairness.

Generated interactions exhibited various trauma-related behaviors (See Figure 2, 3 and 4 respectively),
with nightmares being most prevalent (117, 23.4%), followed by substance abuse (104, 20.8%),
compulsive behaviors (101, 20.2%), and aggression (100, 20.0%). Other common manifestations
included hypervigilance (99, 19.8%), self-blame (97, 19.4%), withdrawal and flashbacks (95 each,
19.0%), avoidance (91, 18.2%), and dissociation (83, 16.6%). The types of trauma are diverse, with
witnessing violence being most common (53, 10.6%), followed by bullying (51, 10.2%), neglect
(45, 9.0%), medical trauma (43, 8.6%), and childhood trauma (42, 8.4%). Other reported traumas
included loss of a loved one, natural disasters, sexual abuse, and physical abuse (39 each, 7.8%),
emotional abuse (38, 7.6%), and combat or war experiences and accidents (36 each, 7.2%).

4 Expert Evaluation of Synthetic PE Therapy Sessions
To ensure clinical relevance of our synthetic dataset, we conducted an evaluation study with seven
therapists having diverse professional backgrounds (clinical practice, research, education) and ex-
tensive experience (6 to 30 years) across various settings (outpatient clinics, hospitals, VA/military,
academia). They evaluated two full synthetic PE therapy transcripts, assessing content depth, per-
ceived value, session appropriateness, and patient engagement (Figure 5). Experts recognized the
dataset’s strengths in capturing detailed patient narratives, with ratings from “Somewhat detailed”
(n=3) to “Very detailed” (n=4). The simulated patient’s engagement was rated positively from
“Moderately” engaged (n=4) to “Extremely” engaged (n=3), indicating the model’s success in gener-
ating realistic, emotionally resonant responses crucial for PE simulations. Strengths included vivid
trauma descriptions, emotional depth, and realistic novice therapist approaches, elements particularly
valuable for training applications. However, ratings for perceived value (from “Not valuable” (n=2)
to “Valuable” (n=1)) and appropriateness (from “Not appropriate” (n=3) to “Somewhat appropriate”
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Figure 3: The figures illustrate structure and language diversity in synthetic therapist-client dialogues.
The Utterance Length Distribution (top) shows clients often speak at length (>50 words), while
therapists’ responses are concise, reflecting the client-centered nature of therapy. The Vocabulary
Diversity (bottom) reveals clients use ~24,000 unique words, far more than therapists (~5,000), likely
due to personal narratives, whereas therapists maintain structured, reflective language.

Figure 4: The figure depicts conversation flow in synthetic dialogues, showing exchange lengths over
time across three phases: Setup, Exposure, and Processing. In Setup, lengths remain stable (~40 to
45 words). Exposure sees a steady increase, peaking at ~60 words, indicating deeper engagement.
Processing shows fluctuations, reflecting varying reflection and emotional processing. The shaded
region represents variability across conversations.

(n=4)) varied, highlighting challenges in synthetically replicating nuanced clinical judgment. It is
important to contextualize these findings, as this evaluation was conducted as a formative step early
in the dataset’s development. Feedback from the experts, including critiques of perceived value, was
instrumental in iteratively refining our generation prompts to enhance conversational realism and
reduce generic therapist responses, leading to the final version of the dataset presented here.

The AI therapist’s skill level (rated between “Novice” (n=2) and “Competent” (n=3)) suggests the
simulation better captures less experienced therapist behavior than expert-level interactions. Key
improvement areas include enhancing conversational flow, reducing repetitive interventions (e.g.,
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Figure 5: Therapist ratings (N=7) across four dimensions of synthetic PE sessions: Content Depth,
Perceived Value, Session Appropriateness, and Patient Engagement.
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Figure 6: Violin plots showing distribution of emotional intensity scores across six therapy stages
as rated by Claude Sonnet 3.5. Intensity starts at moderate levels during orientation, peaks during
exposure and monitoring, and then tapers off through reinforcing, reflection, and processing phases.

“take a deep breath”), developing more adaptive AI responses, and increasing dialogue authenticity.
Despite these limitations, the evaluation confirms the LLM-generated transcripts effectively capture
core elements of PE therapy, particularly detailed patient narratives and recognizable therapeutic
techniques. This expert validation underscores the dataset’s utility as a valuable resource for de-
veloping AI models. To further address the critical question of clinical fidelity, a companion study
directly compares these synthetic conversations with real-world PE transcripts, demonstrating strong
alignment in structural, linguistic, and emotional dynamics [34]. This external validation provides
additional evidence for the dataset’s authenticity and its suitability for research in trauma-focused
therapy. To evaluate whether AI models can meaningfully interpret the emotional progression in
synthetic PE sessions, we design a benchmark focused on emotional trajectory fidelity.

5 Benchmark Setup and Evaluation

This section introduces and validates an emotional trajectory benchmark designed to evaluate AI
models’ capabilities in interpreting simulated PE therapy conversations.

Rationale for a PE Therapy Benchmark: Developing a standardized benchmark is crucial for
the responsible advancement and reliable comparison of AI models in trauma-focused care. PE
therapy relies on carefully tracking and processing patient distress during imaginal exposure. AI
tools intended to support PE delivery or therapist training must demonstrate fidelity to these core
therapeutic dynamics. A consistent benchmark ensures potential AI applications align with clinical
needs and therapeutic principles, facilitates reproducible research, and tracks progress in developing
sophisticated AI for mental health support.
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Benchmark Design: Our benchmark assesses emotional intensity across six conversational segments
derived from each simulated therapy session, corresponding to different stages within PE therapy: (1)
Orientation to Imaginal Exposure, (2) Imaginal Exposure Duration, (3) Monitoring SUDS Ratings, (4)
Reinforcing Comments, (5) Eliciting Thoughts and Feelings (Processing Step 1), and, (6) Processing
the Imaginal (Processing Step 2). The expected emotional trajectory follows a recognizable pattern
[35–37]: initial anxiety during orientation, peaking distress during imaginal exposure, followed by
gradual reduction through reinforcement and processing (see Figure 6). SUDS (Subjective Units of
Distress Scale) are used to measure self-reported distress during exposure. Although “Monitoring
SUDS Ratings” is a distinct segment in our dataset, it occurs concurrently with the “Imaginal
Exposure” phase in the PE protocol. Therefore, their emotional intensity ratings are expected to align
closely, reflecting shared peak distress dynamics.

Evaluation Metrics: We evaluate alignment between a model’s predicted emotional trajectory and
the baseline using three metrics: Sequence Similarity (Pearson Correlation): captures linear
correlation across the six phases, reflecting agreement in both magnitude and distress ranking;
Pattern Accuracy (DTW): applies Dynamic Time Warping to account for temporal flexibility, with
lower values indicating better phase-wise adherence; and Phase Consistency (RMSE): computes the
average per-phase error, where lower values reflect higher accuracy.

Baseline Establishment and Validation: We establish a Baseline Trajectory using zero-shot emo-
tional intensity ratings from Claude Sonnet 3.5, selected for its strong general language understanding
and ability to interpret emotional nuance without task-specific training. The model rates each of six
conversation segments per client profile on a 1 (calm) to 10 (extreme distress) scale. As shown in
Figure 6, the resulting trajectory mirrors expected PE therapy patterns: peak distress during Imaginal
Exposure and Monitoring SUDS Ratings, followed by gradual declines through Reinforcing, Eliciting
Thoughts/Feelings, and Processing. This alignment with human evaluations validates its use as a
reference for future models.

Benchmark Evaluation Methodology: We evaluated AI model performance by comparing their
predicted emotional trajectories against the Claude Baseline Trajectory using the defined metrics
(Pearson, DTW, RMSE), averaged across all 500 conversation profiles. To compare models relative
to the baseline, we compute performance ratios for each metric (M = model, C = Claude baseline):

• Pearson (higher is better): RCorr =
MPearson
CPearson

• DTW (lower is better): RDTW = CDTW
MDTW

• RMSE (lower is better): RRMSE = CRMSE
MRMSE

We selected a range of comparison models representing different sizes, architectures, and training
methodologies (Mistral Large, Amazon Nova Pro, Llama3 70B/8B Instruct, Llama 3.1 70B/8B
Instruct, Mistral 7B Instruct, Mistral Small) to test the benchmark’s ability to differentiate capabilities.
All models were accessed via Bedrock API, and we use Sonnet 3.5 both for dataset generation and
as a zero-shot baseline for evaluation. To ensure a standardized and reproducible comparison, all
models were evaluated using their default API settings. While we experimented with parameters
such as temperature, we found that default settings offered the best balance between generating
coherent emotional ratings and maintaining fidelity to the clinical context, which was prioritized for
this benchmark.

Results and Discussion: The evaluation results, summarized in Table 1, demonstrate the benchmark’s
ability to quantitatively differentiate model performance in assessing emotional trajectories.

To provide a single summary measure, we developed an Absolute Composite Score (Sabs). This
score combines the normalized and direction-aligned values of the average Pearson correlation (↑),
DTW distance (↓), and RMSE (↓) into a single value between 0 and 1 (higher is better). It reflects
overall performance relative to theoretical bounds, addressing the challenge of comparing metrics
with different scales and optimal directions. We describe the calculations in Appendix C.

As shown in Table 1, Mistral Large exhibited the strongest alignment (Sabs = 0.74) with the baseline,
achieving the highest Pearson correlation (0.80) and lowest DTW (2.38) and RMSE (1.07), with the
lowest standard deviations indicating high consistency. Amazon Nova Pro (Sabs = 0.69) and Llama 3
70B Instruct (Sabs = 0.69) performed second best. Interestingly, Mistral Small (Sabs = 0.59) showed
the weakest alignment, performing worse than the smaller Mistral 7B Instruct model (Sabs = 0.63).
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Table 1: Benchmark Comparison Results Against Claude Sonnet 3.5 Baseline

Model N* Pearson ↑ (Avg ± S.D) DTW ↓ (Avg ± S.D) RMSE ↓ (Avg ± S.D) Sabs ↑

Mistral Large 500 0.80 ± 0.14 2.38 ± 0.69 1.07 ± 0.33 0.74
Amazon Nova Pro 500 0.74 ± 0.16 2.63 ± 0.73 1.24 ± 0.35 0.69
Llama 3 70B Instruct 489 0.73 ± 0.16 2.61 ± 0.75 1.28 ± 0.36 0.69
Llama 3.1 70B Instruct 500 0.70 ± 0.17 2.80 ± 0.73 1.29 ± 0.35 0.67
Llama 3 8B Instruct 489 0.64 ± 0.23 3.24 ± 0.84 1.61 ± 0.43 0.61
Llama 3.1 8B Instruct 500 0.63 ± 0.23 2.91 ± 0.70 1.44 ± 0.37 0.63
Mistral 7B Instruct 500 0.62 ± 0.21 2.88 ± 0.75 1.49 ± 0.38 0.63
Mistral Small 500 0.61 ± 0.20 3.30 ± 0.94 1.70 ± 0.42 0.59
*N=489 for original Llama 3 v1 models due to limited 8k context window limit exceeded by some samples.

This finding highlights the importance of instruction-following capabilities for the benchmark. Mistral
7B Instruct is specifically tuned for following commands, crucial for adhering to the benchmark’s
requirements (e.g., correct scoring scale and format). Mistral Small’s observed difficulties generating
correctly formatted responses support the hypothesis that its weaker performance stems from poorer
instruction adherence or task suitability rather than the model size. Overall, these comparisons
validate the benchmark’s effectiveness in quantifying alignment and distinguishing models with
varying capabilities for tracking emotional intensity in simulated PE therapy conversations.

6 Future Directions
Future work should extend this benchmark to include fine-grained emotion detection (e.g., fear
vs. anger) and demographic-aware fairness evaluations. Future dataset iterations could also model
longitudinal therapeutic progression across multiple sessions, addressing a key temporal limitation.
The dataset can augment real-world data, support therapist training via role-playing simulations,
and enable supportive technologies, such as chatbots offering accessible mental health support
to underserved groups. It can also aid in building models for early risk detection and tailored
interventions, improving model robustness without compromising privacy.

7 Data Availability
The dataset and code are available in the supplementary material and at this URL, including conversa-
tions, metadata, Croissant schema, and scores. To promote responsible use, the dataset is distributed
under a restrictive license and is available through gated access on the Hugging Face platform.

8 Ethical Considerations
This large-scale, fully synthetic clinical dataset was generated without involving real individuals.
While grounded in trauma-specific scenarios and behaviors, we prioritized therapeutic fidelity over
gratuitous or sensational detail. Prompts were refined with input from licensed psychotherapists
based on their experience delivering PE therapy, not on real transcripts. Usage guidelines and license
restrictions will accompany release to prevent misuse in non clinical or consumer-facing tools. This
work supports privacy-preserving clinical NLP research and training, not diagnostic use or therapist
replacement. We call for continued dialogue on ethical synthetic data use in sensitive domains.

9 Limitations
Predefined categories and distributions may not capture the full complexity of real-world therapeutic
interactions. Our benchmark baseline is also AI-generated, not human-rated. The probabilistic
nature of generation introduces randomness that can affect reproducibility, and the dataset is limited
to variables and relationships explicitly defined in the script. While it includes diverse ethnicities,
random profile assignment may not reflect how cultural background intersectionally shapes trauma
expression and therapeutic dynamics. Future work could explore more culturally grounded generation
methods to address this gap.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction accurately reflect the paper’s contributions,
including the creation of a diverse synthetic dataset for PE therapy, expert validation, and
benchmark development. See Sections 1 and 1.1.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Section 9 discusses key limitations such as the constraints of predefined cate-
gories, randomness in generation, and limits on reproducibility due to scenario variability.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]

Justification: The dataset paper does not include any theoretical results or formal proofs.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Section 3 and Appendix A provide prompt templates and scenario construction
details. Benchmark methodology and evaluation metrics are detailed in Section 5.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: See Section 7 where we talk about making the data and code publicly available
upon acceptance.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Dataset generation details (e.g., demographics, behaviors, trauma types) are
covered in Sections 3.1 and 3.2; benchmark details including model list and metrics are in
Section 5.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Section 5 provides averages and standard deviations for each model’s perfor-
mance on benchmark metrics, supporting fair model comparisons.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [No]
Justification: Model evaluations were performed via API calls using Amazon Bedrock (e.g.,
Claude Sonnet 3.5, Mistral, Llama 3), so we did not have access to underlying compute
resource details (e.g., GPU type, memory). Since the experiments involved inference
only—not training—resource requirements were minimal. We acknowledge this as a
limitation and will include additional compute-related metadata, where possible, in the
camera-ready version.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Ethical considerations, including the exclusion of real patient data and safe-
guards against misuse, are discussed in Section 8.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
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Justification: Section 8 addresses both positive (e.g., privacy-preserving, training) and
potential negative societal impacts (e.g., misuse in non-clinical tools).
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [Yes]
Justification: Section 8 notes that usage guidelines and license restrictions will be provided
to prevent misuse of the dataset in non-clinical settings.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: The paper uses Claude Sonnet 3.5 and publicly available manuals for PE ther-
apy, and all referenced datasets or sources are cited with proper attribution (e.g., SAMHSA,
U.S. Census).
Guidelines:

• The answer NA means that the paper does not use existing assets.
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• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: The Thousand Voices dataset is a new asset; its structure, content, and docu-
mentation strategy are detailed in Sections 3 and Appendix A.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: No crowdsourcing or direct research involving human subjects was conducted.
All dataset conversations are synthetic. Clinical collaborators provided feedback on prompt
structure and content based on their professional experience—not by referencing real patient
data.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
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Answer: [NA]
Justification: This work did not involve human subjects and did not require IRB approval.
While our clinical collaborators operate under a broader IRB protocol for PE therapy
research, this specific project involved only synthetic data and expert input based on profes-
sional experience—not patient records or interactions. No real transcripts were accessed or
referenced in generating or evaluating the dataset.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [Yes]
Justification: Claude Sonnet 3.5 was used for synthetic data generation, as described in
Section 3.1 and Appendix B.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Prompt Templates

The following prompts were used to generate synthetic therapy transcripts across different stages
of Prolonged Exposure (PE) therapy. Each prompt was designed to elicit realistic, structured, and
therapeutically valid conversations from a Large Language Model.

A.1 Prompt P5: Orientation to Imaginal Exposure

You are an expert in medicine and NLP. Generate a clinical transcript for the
following profiles:↪→

<profiles>
{profile_info}
</profiles>

Based on these expectations:
Generate a detailed creative dialogue where a therapist orients the client to the

imaginal exposure planned for a Prolonged Exposure (PE) therapy session.↪→

Key Features:
- The therapist explains the purpose and rationale behind imaginal exposure in a

clear and empathetic manner.↪→
- The therapist addresses the client's concerns (if any), hesitations (if any), or

questions about the exercise.↪→
- Include the therapist setting expectations for the session, including what the

client might feel and how they will be supported throughout.↪→
- The dialogue should include the client's responses, such as questions, emotional

reactions, or expressions of understanding.↪→
- The therapist reinforces the importance of the exercise in addressing PTSD

symptoms and validates the client's courage in participating.↪→
- Ensure the conversation flows naturally, with pauses, realistic emotional

exchanges, and detailed descriptions of both the therapist's and client's
perspectives.

↪→
↪→
- Avoid repetitive patterns like using the same emotions or phrases across

responses.↪→
- Ensure the therapist's responses are concise, and very short. The Client speaks

elaborately.↪→

Use "Therapist:" for the therapist's lines and "Client:" for the client's responses.

BEGIN TRANSCRIPT: Therapist:

A.2 Prompt P6: Monitoring SUDS Ratings

You are an expert in medicine and NLP. Generate a clinical transcript for the
following profiles:↪→

<profiles>
{profile_info}
</profiles>

Based on these expectations:
Generate a detailed creative dialogue from a Prolonged Exposure (PE) therapy session

focusing on the therapist monitoring Subjective Units of Distress (SUDS) ratings
during an imaginal exposure exercise.

↪→
↪→

Key Features:
- The therapist asks the client to provide SUDS ratings approximately every 5

minutes.↪→
- The therapist responds empathetically to changes in the client's ratings, showing

curiosity and support.↪→
- Include the client describing their emotions, physical sensations, and distress

levels in response to the memory.↪→
- The therapist normalizes the client's experience and encourages them to stay

engaged, even as distress levels fluctuate.↪→
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- Ensure the conversation feels natural, with pauses, filler words, and realistic
emotional exchanges.↪→

- Include vivid descriptions of the client's reactions and the therapist's
responses.↪→

- The session should convey a balance of emotional support and professional
guidance.↪→

- Avoid repetitive patterns like using the same emotions or phrases across
responses.↪→

- Ensure the therapist's responses are concise, and very short. The Client speaks
elaborately.↪→

Don't stop in between to ask if you need to continue. Just keep going. Use
"Therapist:" for the therapist's lines and "Client:" for the client's responses.↪→

BEGIN TRANSCRIPT: Therapist:

A.3 Prompt P7: Reinforcing During Exposure

You are an expert in medicine and NLP. Generate a clinical transcript for the
following profiles:↪→

<profiles>
{profile_info}
</profiles>

Based on these expectations:
Generate a detailed creative dialogue between a therapist and a client during a

Prolonged Exposure (PE) therapy session, focusing on the therapist providing
reinforcing comments during imaginal exposure.

↪→
↪→

Key Features:
- The therapist uses appropriate reinforcing comments, such as "You're doing great,"

"Stay with it," or "It's okay to feel this way - you're safe here."↪→
- Include moments where the client hesitates, experiences emotional reactions, or

struggles, with the therapist providing timely and empathetic reinforcement.↪→
- Reinforce the client's ability to handle difficult emotions and encourage them to

stay present in the memory.↪→
- Ensure that reinforcement is balanced with professional boundaries to make the

client feel supported but not pressured.↪→
- The dialogue should feel realistic and empathetic, with the therapist validating

the client's efforts and guiding them through moments of distress.↪→
- Avoid repetitive patterns like using the same emotions or phrases across

responses.↪→
- Ensure the therapist's responses are concise, and very short. The Client speaks

elaborately.↪→

Don't stop in between to ask if you need to continue. Just keep going. If you need
to end, don't end it abruptly. Don't give any text apart from the therapist or
client.

↪→
↪→

Use "Therapist:" for the therapist's lines and "Client:" for the client's responses.

BEGIN TRANSCRIPT: Therapist:

A.4 Prompt P8: Eliciting Thoughts and Feelings

You are an expert in medicine and NLP. Generate a clinical transcript for the
following profiles:↪→

<profiles>
{profile_info}
</profiles>

Based on these expectations:
Generate a detailed creative dialogue from a Prolonged Exposure (PE) therapy session

where the therapist elicits the client's thoughts and feelings during and after
an imaginal exposure exercise.

↪→
↪→
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Key Features:
- The therapist uses open-ended questions to encourage the client to reflect on

their thoughts and feelings, such as "What's coming up for you now?" or "What
are you feeling in this moment?"

↪→
↪→
- Include the client's detailed reflections on their emotions, physical sensations,

and thoughts in response to the memory.↪→
- The therapist connects the client's thoughts and feelings to their broader trauma

experience and recovery journey.↪→
- The therapist provides empathetic and insightful responses to encourage deeper

exploration.↪→
- Ensure the dialogue feels natural, with pauses and filler words, and conveys the

therapist's empathy and professionalism.↪→
- Include vivid descriptions of the client's emotional and cognitive responses to

the memory.↪→
- Avoid repetitive patterns like using the same emotions or phrases across

responses.↪→
- Ensure the therapist's responses are concise, and very short. The Client speaks

elaborately.↪→

Don't stop in between to ask if you need to continue. Just keep going. If you need
to end, don't end it abruptly. Don't give any text apart from the therapist or
client.

↪→
↪→

Use "Therapist:" for the therapist's lines and "Client:" for the client's responses.

BEGIN TRANSCRIPT: Therapist:

A.5 Prompt P10: Full Imaginal Exposure

You are an expert in medicine and NLP. Generate a clinical transcript for the
following profiles:↪→

<profiles>
{profile_info}
</profiles>

Based on these expectations:
Generate a vivid and detailed imaginal exposure dialogue between a therapist and a

client in a Prolonged Exposure (PE) therapy session.↪→

Key Features:
- The client expresses their emotional state in their own words, which may include

nervousness, excitement, hesitation, or determination. Avoid repetitive patterns
like always starting with "I'm nervous."

↪→
↪→
- The therapist monitors the client's distress and provides supportive interventions

(e.g., grounding techniques, encouraging present-tense narration).↪→
- Include moments where the client struggles emotionally or physically, and the

therapist responds with empathy and encouragement to keep them engaged.↪→
- Highlight the therapist's use of SUDS monitoring and reinforcing comments to guide

the client through the exercise.↪→
- The transcript should include natural pauses, filler words, and a balance between

vivid client narration and therapeutic intervention.↪→
- Focus on maintaining authenticity and depth throughout.
- Ensure the duration of the dialogue realistically represents the imaginal exposure

process and don't stop in between to ask if you need to continue. Just keep
going. (about 30-45 minutes).

↪→
↪→
- Avoid repetitive patterns like using the same emotions or phrases across

responses.↪→
- Ensure the therapist's responses are concise, and very short. The Client speaks

elaborately.↪→

Use "Therapist:" for the therapist's lines and "Client:" for the client's responses.

BEGIN TRANSCRIPT: Therapist:
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A.6 Prompt P11: Processing the Exposure

You are an expert in medicine and NLP. Generate a clinical transcript for the
following profiles:↪→

<profiles>
{profile_info}
</profiles>

Based on these expectations:
Generate a detailed creative dialogue where a therapist processes the imaginal

exposure with the client in a Prolonged Exposure (PE) therapy session.↪→

Key Features:
- The therapist guides the client in reflecting on their emotional and cognitive

responses to the imaginal exposure.↪→
- Include open-ended questions from the therapist, such as, "What stood out to you

about that experience?" or "How did it feel to go through that memory today?"↪→
- The therapist helps the client connect their reactions during the imaginal to

their broader PTSD symptoms and recovery goals.↪→
- Include moments where the client shares their insights, struggles, or progress,

and the therapist validates their effort and progress.↪→
- Highlight any specific strategies or learnings that come out of the discussion,

and ensure the therapist encourages the client's continued engagement in the
therapy process.

↪→
↪→
- Ensure the conversation feels empathetic, insightful, and natural, with pauses,

filler words, and realistic emotional exchanges.↪→
- Avoid repetitive patterns like using the same emotions or phrases across

responses.↪→
- Ensure the therapist's responses are concise, and very short. The Client speaks

elaborately.↪→

Don't stop in between to ask if you need to continue. Just keep going. Use
"Therapist:" for the therapist's lines and "Client:" for the client's responses.↪→

BEGIN TRANSCRIPT: Therapist:
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B Why Claude Sonnet 3.5?

Among the models we evaluated, Claude Sonnet 3.5 demonstrated the most clinically grounded and
structurally faithful generation of PE therapy dialogues. While models like Meta LLaMA 4 (Maverick)
produced emotionally vivid interactions, they often skipped over essential therapeutic scaffolding,
failing to explicitly explain the rationale for imaginal exposure or establish client safety protocols.
Claude, in contrast, maintained a consistent therapeutic arc by clearly orienting the client, setting
expectations, validating concerns, and reinforcing control, thereby mirroring evidence-based PE
protocols. Its therapist utterances were concise and protocol-aligned, while client responses unfolded
naturally with emotional nuance and depth. Other models like GPT-4o and Mistral Large leaned
into expressive narration or poetic introspection but lacked the session structure and psychological
safety cues vital to clinical realism. Claude’s ability to blend therapeutic precision with emotional
resonance made it the most appropriate foundation for generating a synthetic dataset meant to reflect
fidelity to trauma-informed care.Below, we provide examples for Orientation to Imaginal Exposure
for the same client-therapist persona:

{
"client_profile": {

"age": 44,
"gender": "male",
"primary_condition": "PTSD",
"co_occurring_condition": "None",
"exhibited_behaviors": [

"nervousness", "avoidance",
"intrusive thoughts",
"nightmares"

]
},
"therapist_profile": {

"age": 34,
"gender": "Female"

},
"trauma_info": {

"type": "Home Invasion",
"session_topic": "Orientation to Imaginal Exposure"

}
}

B.1 Meta Llama 4: Orientation to Imaginal Exposure

Therapist: Good morning. Before we start today's session, I want to check in with
you about how you're feeling.↪→

Client: Honestly, I'm a bit nervous. I've been thinking about this imaginal exposure
thing a lot, and I'm not sure what to expect. I've had nightmares about the
accident for years, and the thought of reliving it... it's daunting.

↪→
↪→
Therapist: I understand. Can you tell me more about your concerns?
Client: Well, what if I break down completely? What if I'm not strong enough to

handle it? I've always tried to push these memories away because they're too
painful. But at the same time, I feel like I'm stuck in this limbo, and I need
to face them to move forward.

↪→
↪→
↪→
Therapist: Imaginal exposure is about confronting the memories you've been avoiding.

It can help reduce the distress associated with them.↪→
Client: That makes sense, I guess. It's just... it's hard to imagine talking about

it in detail. The pain, the fear... it's all still so real.↪→
Therapist: We'll take it one step at a time. Today, we'll focus on the memory of the

accident. I'll guide you through it.↪→
Client: Okay... I think I can do that. But what if I start feeling overwhelmed?
Therapist: We'll have a plan in place. If you need to stop, just let me know.
Client: Alright...
Therapist: Before we begin, I want to acknowledge your courage in facing this. It's

not easy.↪→
Client: (pauses) Thanks... I guess I just want to feel normal again. Without this

constant anxiety and pain hanging over me.↪→
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Therapist: That's what we're working towards. Let's start with the memory. Close
your eyes and describe the scene in as much detail as possible.↪→

Client: (takes a deep breath) Okay... I see the road, the other car coming towards
me... (pauses, visibly shaken) Oh God, this is hard...↪→

Therapist: You're doing great. Just stay with the memory. What's happening next?
Client: (hesitates, then continues) The impact... the sound of crunching metal... I

feel like I'm trapped... (starts to show signs of distress)↪→
Therapist: You're safe now. Stay with me. Breathe.
Client: (nods, takes a few deep breaths and continues, his voice shaking)
Therapist: Good. Let's process this for a moment. What are you feeling right now?
Client: It's like... a mix of everything. Sadness, fear... but also a sense of

relief, maybe? Like, I'm finally facing it.↪→
Therapist: That's a big step. We'll build on this.
Client: (opens his eyes, looks relieved but exhausted) I feel like I've been running

from this for so long...↪→
Therapist: You've been carrying a heavy burden. We're here to help you work through

it.↪→
Client: (nods) Thanks for guiding me through this. It was harder than I thought,

but... I don't know, maybe it's a start.↪→
Therapist: It is a start. And you're not alone in this.
Client: (smiles slightly) Yeah... that means a lot.
Therapist: We'll continue this process, and I'll be here to support you every step

of the way.↪→
Client: (nods, looking determined) Okay. Let's do this.

B.2 Claude Sonnet 3.5: Orientation to Imaginal Exposure

Therapist: Good morning, John. How are you feeling today?
Client: Morning, Dr. Evans. I'm... okay, I guess. A bit nervous about what we're

going to do today.↪→
Therapist: I understand, John. It's natural to feel nervous. Today, we're going to

start our imaginal exposure exercise, which is an important part of your
treatment for PTSD. Before we begin, I'd like to explain what this involves and
why we're doing it. Is that alright with you?

↪→
↪→
↪→
Client: Yes, please. I'd like to know more about what to expect.
Therapist: Excellent. Imaginal exposure is a technique where we'll ask you to

revisit the traumatic memory of the home invasion in a safe, controlled
environment. The goal is to help you process the memory and reduce its power
over you. By facing the memory repeatedly, your brain can learn that it's a past
event and not a current threat.

↪→
↪→
↪→
↪→
Client: That sounds... intense. I'm not sure I'm ready to relive that.
Therapist: Your concern is completely valid, John. It can be scary to face these

memories. But remember, you're not alone in this. I'll be here to guide and
support you throughout the entire process. We'll go at a pace that feels
manageable for you.

↪→
↪→
↪→
Client: Okay... I trust you. What exactly will I need to do?
Therapist: You'll be asked to close your eyes and describe the traumatic event in

detail, as if it's happening now. I'll guide you with questions to help you
focus on specific aspects of the memory. It's important to include sensory
details and your thoughts and feelings during the event.

↪→
↪→
↪→
Client: I'm worried about getting overwhelmed. What if it becomes too much?
Therapist: That's a common concern, John. It's okay if you feel overwhelmed --

that's part of the process. If it becomes too intense, we can pause, and I'll
help you use grounding techniques we've practiced. Remember, you're safe here,
and you have control. We can stop anytime you need to.

↪→
↪→
↪→
Client: That's reassuring. How long will this take?
Therapist: We'll aim for about 30-45 minutes of imaginal exposure. Afterwards, we'll

spend time processing what you experienced. The entire session will last about
90 minutes. It's important to give yourself time to recover afterwards.

↪→
↪→
Client: I see. And you really think this will help with my PTSD symptoms?
Therapist: Yes, John. Research has shown that imaginal exposure is very effective in

reducing PTSD symptoms. It can help decrease intrusive thoughts, nightmares, and
the intense emotional reactions you've been experiencing. It's not an easy
process, but it's a powerful tool for healing.

↪→
↪→
↪→
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Client: I understand. I'm still nervous, but I want to get better. I'm willing to
try.↪→

Therapist: I'm really proud of you for being willing to take this step, John. It
takes a lot of courage to face these memories. Remember, you've already survived
the worst part -- you're here, you're safe, and you're working towards healing.
We'll get through this together.

↪→
↪→
↪→
Client: Thank you, Dr. Evans. That means a lot. What should I do to prepare?
Therapist: Just try to be present and honest. Don't hold back your emotions or

thoughts during the exercise. If you need a break, just let me know. Also, it's
normal to feel tired or emotional after the session, so try to clear your
schedule for the rest of the day if possible.

↪→
↪→
↪→
Client: Okay, I can do that. Is there anything else I should know?
Therapist: Yes, one more thing. After the exposure, you might experience some

temporary increase in symptoms. This is normal and usually subsides within a few
days. If you're struggling, please don't hesitate to reach out to me. Do you
have any other questions before we begin?

↪→
↪→
↪→
Client: No, I think I'm as ready as I'll ever be. Let's do this.
Therapist: Alright, John. I appreciate your bravery. Remember, you're in control,

and I'm here to support you every step of the way. Let's start by taking a few
deep breaths together...

↪→
↪→

B.3 GPT-4o: Orientation to Imaginal Exposure

Therapist: Hi. I know we've been building up to this for a few sessions now. Today,
I'd like us to begin imaginal exposure.↪→

Client: (sighs) Right. I figured this was coming. I've been... dreading it,
honestly. The idea of going back there---of talking through the whole thing---it
just feels like I'm inviting the pain back in.

↪→
↪→
Therapist: That's completely valid.
Client: I've done everything in my power to *not* think about it for years. And I

mean years. I've buried myself in work, isolated myself... I still get these
nightmares, though. Same flash. Same smell. Sometimes I wake up, and it's like I
never left that place.

↪→
↪→
↪→
Therapist: That's exactly why we do this.
Client: I get the theory---you face the fear, take away its power. But this isn't a

fear of public speaking or heights. This is... something else.↪→
Therapist: It is. It's deeper. And that's why we do it carefully, together.
Client: Can I ask... what if I break down in the middle of it? Like, what if I can't

do it?↪→
Therapist: Then we pause. You won't be alone in it.
Client: (long pause) I think what scares me most is... I've spent so long pretending

it didn't happen, and now I'm supposed to walk back into it like I'm recounting
some movie. But it's not a movie. It's *my* life. And I'm still carrying it.
Every damn day. The way I flinch at loud noises, the way I check the locks three
times. I don't even let people get close because what if they see how broken I
am?

↪→
↪→
↪→
↪→
↪→
Therapist: You're not broken. You're surviving.
Client: Maybe. But I'm exhausted. I want out of this loop. If this exercise helps me

sleep one night without waking in sweat, I'll try. I just don't know how to
*start.*

↪→
↪→
Therapist: We'll begin with the memory you've been avoiding most. You'll describe it

aloud---everything you saw, heard, felt. I'll guide you through it.↪→
Client: You want the worst one? Right from the start?
Therapist: Yes. It's where the fear lives. That's where we begin.
Client: (nods slowly) Okay. I remember the smell before anything else. Burning

rubber. Then the screaming. Not mine. Someone else's.↪→
Therapist: Good. Stay with that moment. Just describe it. Not analyze. Just *be

there,* safely, here in this room.↪→
Client: (voice trembling) I was wearing a gray shirt. I remember because it was new.

I bought it that morning, thinking the day would be normal. Funny how stupid
that sounds now.

↪→
↪→
Therapist: You're doing really well.
Client: My chest feels tight. Like I can't breathe properly.
Therapist: That's okay. You're safe. Just notice it---don't fight it.
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Client: There was this sound---like metal folding in on itself. And the pressure...
I thought I was going to die. I genuinely did.↪→

Therapist: You're here. You survived.
Client: (quietly) But sometimes it feels like I didn't. Like I left a version of me

there, and the rest of me has just been dragging this hollow shell around.↪→
Therapist: That's the part we're working to heal.
Client: And what if it doesn't work?
Therapist: Then we adjust. But you're already doing the hardest part---showing up.
Client: (deep breath) Alright. I'm ready to keep going. Let's do this.
Therapist: I'm right here with you.

B.4 Llama 3.1 70B Instruct: Orientation to Imaginal Exposure

Therapist: Good morning, thank you for coming in today. I want to start by
acknowledging how courageous it is for you to be here, working on your PTSD
symptoms. I can only imagine how challenging this must be for you.

↪→
↪→
Client: (nervously chuckling) Yeah, it's been a tough road. I'm just trying to get

my life back on track.↪→
Therapist: I completely understand. Today, we're going to do something called

imaginal exposure, which is a key part of Prolonged Exposure therapy. Can you
tell me a little bit about what you're hoping to get out of this exercise?

↪→
↪→
Client: Honestly, I'm not entirely sure what to expect. I've heard it's going to be

tough, but I'm willing to try anything to get rid of these nightmares and
flashbacks.

↪→
↪→
Therapist: That's completely understandable. Imaginal exposure is a technique where

we'll work together to recreate the traumatic event in your imagination, in a
controlled and safe environment. The goal is to help your brain process the
trauma and reduce the distress associated with it.

↪→
↪→
↪→
Client: (pausing, looking concerned) Wait, you mean I'll have to relive the whole

thing?↪→
Therapist: Yes, but please know that you're in control the entire time. We'll work

together to create a safe space, and you can stop the exercise at any time if
you feel overwhelmed. It's not about reliving the trauma, but about learning to
manage the emotions and physical sensations associated with it.

↪→
↪→
↪→
Client: (sighs) Okay, I think I understand. But what if I start to feel like I'm

back there, you know, in the midst of it all?↪→
Therapist: That's a great question. If that happens, we'll work together to ground

you in the present moment. We'll use techniques like deep breathing, progressive
muscle relaxation, or visualization to help you feel more centered and in
control.

↪→
↪→
↪→
Client: (nods) Alright, I think I'm ready to try. But what if I start to feel like

I'm going crazy or something?↪→
Therapist: (empathetically) You're not going crazy, and you're not alone. I'm here

to support you every step of the way. We'll work together to ensure that you
feel safe and supported throughout the exercise.

↪→
↪→
Client: (takes a deep breath) Okay, let's do this.
Therapist: Before we begin, I want to set some expectations. This exercise may be

challenging, and you may experience some intense emotions or physical
sensations. But please know that this is a normal part of the process, and it's
a sign that we're making progress.

↪→
↪→
↪→
Client: (nods, looking determined) I'm ready.
Therapist: Great. Let's take a few deep breaths together, and then we'll start the

exercise. Remember, you're in control, and we'll work together to get through
this.

↪→
↪→
Client: (closes his eyes, takes a deep breath) Okay.
Therapist: ( gentle, calm tone) Imagine yourself in a safe place, somewhere you feel

completely relaxed and at ease. Notice the sights, sounds, and sensations in
this place...

↪→
↪→
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B.5 Mistral Large 24.02: Orientation to Imaginal Exposure

Therapist: Good afternoon, I'm glad to see you today. I'd like to talk about a part
of our Prolonged Exposure (PE) therapy session called imaginal exposure. Have
you heard about it before?

↪→
↪→
Client: No, I haven't. Could you please explain what it is?
Therapist: Of course. Imaginal exposure is a technique where we'll work together to

help you confront and process difficult memories. It's a way to reduce the
distress these memories cause you.

↪→
↪→
Client: That sounds a bit intimidating. I'm not sure if I'm ready to face those

memories.↪→
Therapist: It's completely normal to feel hesitant. It's a big step, and it's okay

to feel anxious about it. But remember, we're doing this to help manage your
PTSD symptoms, including the nightmares and hypervigilance you've mentioned.

↪→
↪→
Client: I see. But what if I get too upset?
Therapist: That's a valid concern. It's important to remember that you're in a safe

space here. We'll go at your pace, and I'll be here to support you throughout
the session. If at any point you feel it's too much, we can take a break or
stop.

↪→
↪→
↪→
Client: Alright, I understand. But how will this help with my chronic pain?
Therapist: While imaginal exposure primarily targets PTSD symptoms, reducing your

overall stress and anxiety can indirectly help manage your chronic pain.
Emotional distress can often exacerbate physical pain, so addressing your PTSD
symptoms might provide some relief.

↪→
↪→
↪→
Client: That makes sense. I'm willing to give it a try.
Therapist: I appreciate your courage. Remember, this is a process, and it's okay to

experience a range of emotions. You're taking an important step towards healing.
Let's take a moment to prepare, and then we'll start when you're ready.

↪→
↪→
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C Calculating Absolute Composite Score (Sabs)

The calculation involved three steps:

1. Normalization to Fixed Bounds (0–1 Scale): Each metric’s average value (P , D, R) was normalized
to a scale from 0 (worst bound) to 1 (best bound) using fixed theoretical bounds based on the metric’s
properties, resulting in Pnorm, Dnorm, and Rnorm. Values were clipped to [0, 1].

• Pearson Correlation (Pnorm): Normalized using bounds [0, 1], as meaningful correlations range
from 0 (no correlation) to 1 (perfect correlation).

Pnorm =
P − 0

1− 0

• RMSE (Rnorm): Normalized using bounds [0, 9.0], where 0 represents perfect agreement with
the baseline, and 9.0 is the maximum possible RMSE given the 1–10 emotional score range (i.e.,
|1− 10| = 9).

Rnorm =
R− 0

9.0

• DTW (Dnorm): Normalized using bounds [0, 5.0], where 0 represents identical sequences. The
upper bound of 5.0 was selected pragmatically to moderately exceed the maximum observed
average D ≈ 3.3, providing sensitivity while ensuring stability against potential outliers.

Dnorm =
D − 0

5.0

2. Direction Alignment (Higher = Better): Lower-is-better metrics (RMSE, DTW) were inverted
(Xaligned = 1−Xnorm) so that higher values always indicate better performance. Pearson already aligned
(Paligned = Pnorm). The equations are: Raligned = 1−Rnorm; Daligned = 1−Dnorm; Paligned = Pnorm

3. Combination (Simple Average): The final score Sabs is the simple average of the aligned, normalized
scores, providing a balanced overall measure.

Sabs =
Paligned +Raligned +Daligned

3

The resulting Sabs ranges from 0 to 1, indicating a model’s overall alignment (1.0 = ideal) with the baseline
trajectory across the three metrics. Although Sabs provides a summary metric for comparing models, we
encourage detailed inspection of Pearson, DTW, and RMSE individually to interpret the behavior of the model.
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