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Abstract. Novel view synthesis via Neural Radiance Fields (NeRFs)
or 3D Gaussian Splatting (3DGS) typically necessitates dense obser-
vations with hundreds of input images to circumvent artifacts. We in-
troduce Deceptive-NeRF/3DGS1 to enhance sparse-view reconstruc-
tion with only a limited set of input images, by leveraging a diffusion
model pre-trained from multiview datasets. Different from using diffu-
sion priors to regularize representation optimization, our method directly
uses diffusion-generated images to train NeRF/3DGS as if they were
real input views. Specifically, we propose a deceptive diffusion model
turning noisy images rendered from few-view reconstructions into high-
quality photorealistic pseudo-observations. To resolve consistency among
pseudo-observations and real input views, we develop an uncertainty
measure to guide the diffusion model’s generation. Our system pro-
gressively incorporates diffusion-generated pseudo-observations into the
training image sets, ultimately densifying the sparse input observations
by 5 to 10 times. Extensive experiments across diverse and challenging
datasets validate that our approach outperforms existing state-of-the-art
methods and is capable of synthesizing novel views with super-resolution
in the few-view setting. Project page: https://xinhangliu.com/deceptive-
nerf-3dgs.
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1 In harmonic progression, a Deceptive Cadence may disrupt expectations of chord
progression but enriches the emotional expression of the music. Our Deceptive-
X, where “X” can be NeRF, 3DGS, or a pertinent 3D reconstruction frame-
work—counters overfitting to sparse input views by densely synthesizing consistent
pseudo-observations, enriching the original sparse inputs by fivefold to tenfold.
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Fig. 1: Different approaches to applying 2D diffusion priors in few-view
3D reconstruction. (a) With only a few input images , an intuition is to uti-
lize the 2D diffusion model as a “scorer” for synthesized novel views , regularizing
NeRF/3DGS training. (b) Instead, our approach densifies input views by generating
dense pseudo-observations that are consistent with the given inputs to progressively
enhance reconstruction as shown. This approach avoids the need to infer the diffusion
model at every training step, thereby offering the advantage of nearly tenfold faster
training speed.

1 Introduction

Recent novel view synthesis approaches like Neural Radiance Fields (NeRFs) [40]
and 3D Gaussian Splatting [29] have achieved unprecedented results. However,
without exception, all these pipelines [5,8,41] require a large number of training
views to produce visually pleasing results and are prone to generating severe
artifacts when dealing with sparse observations. This issue can hamper their
further consumer-level usage, where casual data collection by lay users is often
made up of only sparse image capture using mobile devices.

To adapt NeRF to the few-view setting, some methods leverage large-scale
datasets comprising various scenes to pre-train their models and inject prior
knowledge [9,12,26,27,73]. A larger portion of methods [51,52] employs a range
of regularizations derived from depth supervision [15,23,48], appearance [42,69],
semantic consistency [25], visibility [32,56], or frequency patterns [71]. Although
these techniques have improved the reconstruction quality, undesirable artifacts
remain in the synthesized novel views. While 3DGS [29] has improved rendering
quality and efficiency using differentiable splatting, it still struggles with the
few-view setting, a direction that has not been sufficiently explored.

Diffusion models [24,50,54,57,76] have illuminated potential pathways for ad-
dressing the few-view NeRF/3DGS reconstruction challenge. By lifting the com-
prehensive visual priors learned from vast 2D datasets into 3D, there have been
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Fig. 2: Overview of Deceptive-NeRF/3DGS. 1) Given a sparse set of input
images with camera poses, we train NeRF/3DGS to render coarse novel view im-
ages and depth maps. 2) Our deceptive diffusion model enhances RGB-D images from
coarse reconstruction, along with a novel uncertainty measure, to generate pseudo-
observations from corresponding viewpoints. 3) We continue training NeRF/3DGS us-
ing both input images (real) and pseudo-observations (fake) and repeat the aforemen-
tioned process to get our final reconstruction.

significant advancements in 3D content generation2 [7, 14, 22, 34, 38, 65, 70, 78].
Given this backdrop, an intuitive and investigated approach to utilizing 2D dif-
fusion models for sparse view reconstruction is to employ them as a “scorer”
evaluating the quality of rendered images and thus a regularizer for NeRF train-
ing similar to score distillation sampling (SDS) [44]. This approach [68,69] how-
ever necessitates a large diffusion model be inferred at each training step of the
radiance field, a computationally intensive process.

In this paper, we propose Deceptive-NeRF/3DGS to efficiently leverage
large diffusion models for sparse view reconstruction. Instead of using diffusion
models only as a means to regularize the NeRF/3DGS training process, we pro-
duce pseudo-observations by a diffusion model, directly applying them to the
training pipeline as if they were real input views, as shown in Figure 1. Specifi-
cally, we propose a deceptive diffusion model that turns coarsely rendered noisy
images from few-view reconstructions into high-quality photorealistic pseudo-
observations. To achieve seamless integration of real input views and synthetic

2 Note that 3D content generation from images differs fundamentally from few-view
reconstruction, due to the need to satisfy the multi-view geometry constraint. This
work tackles the latter, where the goal is “reconstruction” rather than “generation”.
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pseudo-observations in the training process, we develop a reconstruction uncer-
tainty measure to guide the diffusion model’s generation.

With a trained deceptive diffusion model, our method alternates between the
two steps (Figure 2): 1) feeding rendered images into a diffusion model for gen-
erating pseudo-observations and 2) optimizing the representation using both the
real input images and the newly generated pseudo-observations. Consequently,
this novel approach tackles the issue of sparsity by “densifying” observations by
5 to 10 times, while not demanding excessive time or computation, thanks to
the one-time usage of diffusion models. As a by-product of such densification
of input observations, our method acquires an additional feature at no extra
cost—rendering novel views with super-resolution. This enables our approach to
perform high-quality novel view synthesis even under the stringent conditions of
few-view, low-resolution settings.

In summary, our contributions include the following:

– We propose a novel approach for few-view reconstruction, agnostic to the
underlying scene representation.

– Our approach leverages large diffusion models to generate pseudo-observations
and densify input observations fivefold to tenfold. Compared to using dif-
fusion models as a “scorer” to regularize the training process, this manner
largely reduces the computational cost, with nearly ten times the training
speed.

– We propose a deceptive diffusion model to generate high-quality photoreal-
istic pseudo-observations preserving scene semantics and view consistency.

– Our method can render novel views with super-resolution, surpassing the
limitations posed by low-quality inputs.

2 Related Work

Neural 3D Representations. Using continuous 3D fields modeled by MLPs
and volumetric rendering, Neural Radiance Fields (NeRFs) [40] have enabled a
new and effective approach for novel view synthesis and reconstruction. Follow-
up works have since emerged to enhance NeRFs and expand their applica-
tions [60], such as improving rendering quality [2,3,5], modeling dynamic scenes [1,
6,17,37,43,45,61,66,75], acceleration [18,72], and 3D scene editing [26,31,35,36,
63,75]. Recent work has shown that replacing the deep MLPs with a feature voxel
grid network can significantly improve training and inference speed [8,19,41,58].
More recently, 3D Gaussian Splatting [29] further improves visual quality, ren-
dering time, and performance. Despite significant progress, NeRF, 3DGS, and
their variants still struggle to reconstruct high-quality 3D models when there are
only a limited number of input views.
Few-view Reconstruction. Several studies have been conducted to enhance
NeRF when provided with only sparse observations. Some approaches pre-train
their models utilizing prior knowledge from extensive datasets of 3D scenes to
generate novel views from the given sparse observations [9,12,26,27,73]. On the
other hand, more attempts [23,49,51,55,56,69] employ a range of regularizations
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to the NeRF training pipeline. Among them, [15, 48] use the estimated depth
information from Structure-from-Motion (SfM) or depth estimation networks
as supplementary supervision. FreeNeRF [71] regularizes the visible frequency
range of NeRF’s inputs to avoid overfitting. [25,42,69] impose regularization on
rendered patches from semantic consistency, geometry, and appearance. Other
attempts include the use of cross-view pixel matching [62], cross-view feature
matching [11, 16], ray-entropy regularization [30], and visibility priors [32, 56].
Yet, existing approaches still fall short of the requirement of consumer-level us-
age and necessitate scene-specific heuristic adjustments. Our approach achieves
improvements over the previously mentioned few-view NeRF techniques and, for
the first time, enhances 3DGS performance in the few-view setting.
Diffusion models for 3D. By capitalizing on powerful 2D diffusion models,
many works have advanced the frontier of 3D computer vision tasks, such as
3D content generation [10, 14, 22, 28, 33, 38, 44, 78, 78]. To achieve this, [34] uses
a diffusion model trained on synthetic data as geometric priors to synthesize
novel views given one single image. Closer to our work, DiffusioNeRF [69] and
ReconFusion [68] regularize few-view NeRFs with priors from diffusion models.
Unlike these methods that utilize diffusion models in a 3D setting, our approach
does not employ them as a “scorer” for regularization. Instead, we use the images
generated by the diffusion model as auxiliary pseudo-observations directly for
NeRF training, treating them as if they were real input views. As a result, our
method avoids inferring the diffusion model at every training step, reducing
computational costs and achieving nearly ten times the training speed.

3 Preliminaries

Neural Radiance Fields. A radiance field is a continuous function f mapping
a 3D coordinate x ∈ R3 and a viewing directional unit vector d ∈ S2 to a
volume density σ ∈ [0,∞) and RGB values c ∈ [0, 1]3. A neural radiance field
(NeRF) [40] uses a multi-layer perceptron (MLP) to parameterize this function:

fθ : (x,d) 7→ (σ, c) (1)

where θ denotes MLP parameters. While existing NeRF variants employ explicit
voxel grids [8,18,72] instead of MLPs to parameterize this mapping for improved
efficiency, our proposed approach is compatible with both MLP-based NeRFs and
voxel grid-based variants. Rendering each image pixel given a neural radiance
field fθ involves casting a ray r(t) = o + td from the camera center o through
the pixel along direction d. The predicted color for the corresponding pixel is
computed as:

Ĉ =

K∑
k=1

T̂ (tk)α(σ(tk)δk)c(tk), (2)

where T̂ (tk) = exp
(
−
∑k−1

k′=1
σ(tk)δ(tk)

)
, α (x) = 1− exp(−x), and δp = tk+1 −

tk. A vanilla NeRF is optimized over a set of input images and their camera
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poses by minimizing the mean squared error (photometric loss):

Lpho =
∑
r∈R

∥Ĉ(r)−C(r)∥22, (3)

3D Gaussian Splatting. 3DGS [29] represents a 3D scene explicitly through
a collection of 3D Gaussians. Each of the Gaussians is parameterized with a
position vector µ ∈ R3 and a covariance matrix Σ ∈ R3×3. Each Gaussian
influences a point x in 3D space following:

G(x) =
1

(2π)
3/2 |Σ|1/2

e−
1
2 (x−µ)TΣ−1(x−µ). (4)

Each Gaussian stores an opacity logit o ∈ R and the appearance feature is
represented by spherical harmonic (SH) coefficients. To render the RGB color of
a pixel, one orders all the Gaussians that contribute to it and blends the ordered
Gaussians using:

Ĉ =

n∑
i=1

ciαi

i−1∏
j=1

(1− αj), (5)

where ci is the color computed from the SH coefficients. αi is given by evaluating
a 2D Gaussian multiplied by the opacity logit o.

4 Method

Given only W observations of a scene, i.e., input images I = {I1, I2, . . . , IW }
with their calibrated camera poses, our approach enhances the NeRF reconstruc-
tion through employing diffusion models to “densify” the inputs, as illustrated in
Figure 2. In Section 4.1, we describe our pipeline, which continuously densifies
the input observations through synthetic pseudo-observations generated by dif-
fusion models during the NeRF training process. In Section 4.2, we propose an
uncertainty measure that accompanies rendered RGB images to enforce 3D con-
sistency on the generated pseudo-observations. In Section 4.3, we introduce our
proposed deceptive diffusion model, that can generate high-quality photorealis-
tic pseudo-observations conditioned on coarse-rendered images and uncertainty
maps.

4.1 Pipeline Overview

We start by training the NeRF/3DGS representation using the few-view input
images. After a set number of epochs, we obtain a coarse reconstruction, from
which we can generate RGB images, depth predictions, as well as uncertainty
maps at novel views.

To synthesize pseudo-observation, we randomly sample novel views within
a bounding box defined by the outermost input views. At novel viewpoint A,
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we render RGB image ÎA and depth map DA and further compute an uncer-
tainty map UA. We defer describing the process of obtaining DA and UA un-
til Section 4.2. We generate a pseudo-observation at viewpoint A, denoted as
PA, using our proposed deceptive diffusion model. Thanks to the natural image
prior from the latent diffusion model and multi-view uncertainty measures, the
pseudo-observations could eliminate the artifacts in ÎA. After accumulating a
sufficient number of pseudo-observations, we continue training the NeRF rep-
resentation, using the combination of both the original input images (real) and
pseudo-observations (synthesized). We discard 20% of the pseudo-observations
with the lowest perceptual similarity to input images, quantified through the
LPIPS metric. This helps avoid generating content that is far from the original
inputs.

We iterate the above processes, each time sampling new viewpoints to render
images and generating corresponding pseudo-observations, enhancing the train-
ing image set until we accumulate more than a sufficient number of observations.
In other words, we alternate between the two steps to get a final reconstruction:
1) feeding NeRF-rendered images into a diffusion model for generating pseudo-
observations and 2) optimizing the NeRF representation using both the real
input images and the newly generated pseudo-observations.

4.2 Uncertainty Measure for View-Consistency

To ensure consistency between the synthesized pseudo-observations and real in-
put views, we further guide the diffusion model with an uncertainty measure.
While there are approaches to quantify the uncertainty from feature space per-
spectives through ensemble learning [59], variational inference [53] or spatial
perturbations [21], we instead acquire uncertainty maps through correspondence
matching for rendered RGB images to explicitly enforce view consistency. Com-
pared to [21,53,59], our proposed measure of uncertainty does not involve mod-
ifying the underlying representation and only requires reprojecting real input
observations to novel views, thus minimizing additional computation while en-
forcing epipolar constraints. Given a rendered RGB image at a novel view, we
leverage its associated rendered depth map to warp the image at its nearest in-
put view to the unobserved viewpoint. Similar to Equation (2), we compute the
depth value for each ray as a weighted composition of distances traveled from
the origin as:

D̂ =

K∑
k=1

T̂ (tk)α(σ(tk)δk). (6)

At an arbitrary novel view A, after getting the rendered image ÎA, we use its
associated rendered depth map DA to warp the ground truth image IB towards
A, where B is its nearest input viewpoint. This results in a warped image

IB→A = ψ(IB;DA, RB→A), (7)
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where RB→A is the viewpoint difference between A and B. More specifically,
each pixel location p in ÎA is transformed to q in IB as:

q = KRB→ADA(p)K
−1p, (8)

where K is the camera parameter matrix. We define the uncertainty map for the
viewpoint A as the squares of the distance between IB→A and ÎA:

UA = (IB→A − ÎA)
2. (9)

Our proposed deceptive diffusion model will condition on UA to generate pseudo-
observations with view-consistency guidance.

4.3 Deceptive Diffusion Model

We propose a 2D diffusion model G that conditions on a NeRF-rendered RGB
image ÎA along with its corresponding depth prediction DA and uncertainty map
UA to generate a refined natural image as the pseudo-observation PA:

PA = G(ÎA, DA, UA), (10)

where G in essential rectifies renderings from NeRF/3DGS and is thus termed
the deceptive diffusion model.

Our approach capitalizes on latent diffusion models [50], which leverages
natural image priors derived from internet-scale data to help ameliorate unnatu-
ralness caused by sparse input observations. Artifacts generated by NeRFs often
float in empty space and are therefore highly conspicuous in depth prediction.
Conditioning the diffusion model also on the depth prediction takes advantage of
this. On the other hand, the uncertainty map introduced in Section 4.2 provides
cross-view constraints for the generation of pseudo-observations.

To this end, given a dataset of quartets {(Ifine, Icoarse, D, U)}, we fine-tune
a pre-trained diffusion model, consisting of a latent diffusion architecture with
an encoder E , a denoiser U-Net ϵθ, and a decoder D. We solve for the following
objective to fine-tune the model:

min
θ

Ez∼E,t,ϵ∼N (0,1)∥ϵ− ϵθ(zt, t, c(Icoarse, D, U, s))∥22, (11)

where the diffusion time step t ∼ [1, 1000] and c(Icoarse, D, U, s) is the embedding
of the coarse RGB image, depth estimation, uncertainty map, and a text embed-
ding s of the coarse image. To enable diffusion models to learn such specific input
conditions without disrupting their prior for natural images, we leverage Con-
trolNet [76] to efficiently implement the training paradigm discussed below while
preserving the production-ready weights of pre-trained 2D diffusion models.
Text embedding. To derive text embedding s from the coarse rendered im-
age, we first generate a text prompt s0 using a pre-trained image captioning
network. While image captioning reliably provides descriptive textual represen-
tations for most coarse images, its efficacy can diminish for images of lower
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quality or those with pronounced artifacts. To counteract this, we adopt the
textual inversion [20]. We optimize a shared latent text embedding s∗ shared by
all the input observations and coarse images. By concatenating the embeddings
we formulate a composite feature s = [s0, s∗] that encapsulates both the seman-
tic and visual attributes of the input image. This combined strategy not only
ameliorates the shortcomings of image captioning but also ensures the stylistic
congruence of the generated pseudo-observations with the input images.
Data augmentation. To train the deceptive diffusion model to generate pseudo-
observations from the same viewpoint’s rendered RGB image, depth map, and
uncertainty map, we need to construct a dataset of quartets (Ifine, Icoarse, D, U).
Ifine is a fine image with minimal artifacts, closely resembling a real image or a
perfectly rendered NeRF image. Icoarse is a coarse image from the same view-
point, likely presenting obvious artifacts, while D and U represent the associated
depth map and uncertainty map, respectively. We can construct such a dataset
by training two versions of NeRF for the same scene: a fine version of NeRF
trained on all images and a coarse version of NeRF trained on a small subset of
input images. By rendering from the same viewpoint, such a coarse-fine NeRF
duo can render paired training data samples, as well as depth and uncertainty
maps. However, due to limited computational resources, we cannot afford to con-
duct NeRF duos training across a plethora of scenarios. Therefore, we introduce
a data augmentation paradigm to mitigate the computational cost associated
with preparing training data. Rather than exclusively relying on image pairs de-
rived from NeRF duos, we exploit a more straightforward data source during the
initial phase of training. We add random Gaussian noise to RGB images, utiliz-
ing these noisy images and accompanying depth maps as training inputs, while
retaining the original RGB images as the training objectives. In this manner, we
can readily obtain training samples by simply pairing RGB-depth data. Despite
the gap between the data obtained in this manner and the data previously dis-
cussed from NeRF duos, we find that they effectively enable diffusion models to
better utilize depth maps to understand imperfect RGB images. (When training
with such additional data, we do not feed uncertainty maps into the diffusion
model.)

5 Experimental Results

In this section, we assess the performance of our proposed Deceptive-NeRF for
the task of few-shot novel view synthesis across a range of challenging datasets,
comparing it with state-of-the-art methods. We introduce the setup of our ex-
periments in Section 5.1. To demonstrate our method’s capability for super-
resolution on novel views, we showcase experimental results under the challeng-
ing setting of few views and low resolution in Section 5.3. To elucidate the effec-
tiveness of our design, we conduct a series of evaluations of our approach, includ-
ing analyses of the input densification scale and generated pseudo-observations,
as well as an ablation study of other designs and components in Section 5.4.
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Fig. 3: Qualitative comparisons of few view reconstruction. Scenes are from
the Hypersim [47], Scannet [13] and mip-NeRF 360 [4] datasets, with 10 input views.

Table 1: Quantitative comparison on Hypersim. best second-best third-best

PSNR(↑) SSIM(↑) LPIPS(↓)
Method 5-view 10-view 20-view 5-view 10-view 20-view 5-view 10-view 20-view

PixelNeRF 7.76 8.31 10.90 0.221 0.380 0.374 0.542 0.571 0.503
MVSNeRF 11.58 12.00 14.42 0.271 0.274 0.315 0.563 0.512 0.457
DS-NeRF 13.79 13.66 18.80 0.388 0.431 0.488 0.515 0.511 0.481
DietNeRF 13.01 13.51 18.62 0.417 0.479 0.481 0.541 0.527 0.472
RegNeRF 15.65 18.59 19.26 0.491 0.501 0.519 0.516 0.451 0.362
DiffusioNeRF 16.40 17.22 19.88 0.451 0.470 0.656 0.432 0.404 0.416
FlipNeRF 15.43 17.47 19.36 0.456 0.569 0.585 0.350 0.415 0.312
FreeNeRF 17.20 18.06 20.20 0.599 0.671 0.706 0.431 0.286 0.237
Deceptive-NeRF (Ours) 18.91 19.88 21.23 0.652 0.726 0.761 0.322 0.270 0.222
Deceptive-3DGS (Ours) 19.31 21.45 21.61 0.728 0.774 0.788 0.265 0.241 0.228

5.1 Experimental Setup.

Implementation Details. We train our deceptive diffusion model on a mixture
of Hypersim [47] and CO3D [46]. For training data augmentation, we corrupt
60,000 images from Hypersim [47] by adding additive Gaussian noise with a
standard deviation of 0.3. We use these noisy images and their depth maps as
training input and the original images as training targets, without running NeRF
reconstruction. For the major section of the training dataset for our deceptive
diffusion model, we train coarse and fine NeRF duos for the same scenes, where
coarse NeRFs are trained only with one-fifth of input images. Coarse NeRFs
render RGB images and depth maps as training inputs while fine NeRFs render
fine RGB images from the same viewpoints as training targets. We use a total
of 200 scenes and approximately 20,000 images for the data generation of this
stage, with Hypersim [47] and CO3D [46] each contributing half of them. We
fine-tune a pre-trained Stable Diffusion model with ControlNet [76] into our
deceptive diffusion model. We set five (3 for coarse RGB, 1 for depth, and 1
for uncertainty) control map channels to match the inputs and use all default
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Table 2: Quantitative comparison on LLFF. best second-best third-best

PSNR(↑) SSIM(↑) LPIPS(↓)
Method 3-view 6-view 9-view 3-view 6-view 9-view 3-view 6-view 9-view

SRF 17.07 16.75 17.39 0.436 0.438 0.465 0.529 0.521 0.503
PixelNeRF 16.17 17.03 18.92 0.438 0.473 0.535 0.512 0.477 0.430
MVSNeRF 17.88 19.99 20.47 0.584 0.660 0.695 0.327 0.264 0.244
DietNeRF 14.94 21.75 24.28 0.370 0.717 0.801 0.496 0.248 0.183
RegNeRF 18.84 23.22 24.88 0.573 0.770 0.826 0.345 0.203 0.159
FreeNeRF 19.63 23.73 25.13 0.612 0.779 0.827 0.308 0.195 0.160
Deceptive-NeRF (Ours) 19.87 23.92 25.34 0.688 0.810 0.834 0.304 0.190 0.155
Deceptive-3DGS (Ours) 19.95 24.15 25.30 0.665 0.795 0.838 0.295 0.177 0.150

parameters for the fine-tuning task. We randomly crop all images to a resolution
of 512 × 512.
Datasets. To validate the performance and generalizability of our method for
sparse view reconstruction, we employed a series of datasets with distinct char-
acteristics, including Hypersim [47], a synthetic indoor dataset (from which we
avoided scenes already used in training the deceptive diffusion model), Scan-
Net [13], a real-world indoor dataset, LLFF [39], a real-world facing-forward
dataset, and Mip-NeRF 360 [4], a real-world 360-degree outdoor dataset.
Evaluation Metrics. We evaluate using the following standard metrics: (i)
Peak Signal-to-Noise Ratio (PSNR), (ii) Structural Similarity Index Measure
(SSIM) [67] and (iii) Learned Perceptual Image Patch Similarity (LPIPS) [77], by
comparing the reconstructed frames against ground truth images. These metrics
are computed on the held-out view and averaged across all frames.
Baselines. We compare our method with several methods within a similar
scope. PixelNeRF [73], MVSNeRF [9], and SRF [12] are representative pre-
trained methods, exploiting the DTU and LLFF datasets for pre-training. We
also compare our approach against diverse regularization approaches, including
DS-NeRF [15], DietNeRF [25], RegNeRF [42], DiffusioNeRF [69], FlipNeRF [51],
and FreeNeRF [71].

5.2 Comparisons of Few View Reconstruction

We show the qualitative results in Figure 3 and report the quantitative com-
parisons in Table 1 and Table 2, with more results showcased in the supple-
mentary material. On challenging datasets such as those featuring indoor scenes
facing outwards or 360-degree outdoor scenes, existing state-of-the-art meth-
ods can easily generate discernible artifacts. By utilizing pseudo-observations
to densify inputs, our method avoids such artifacts produced by overfitting.
Both Deceptive-NeRF and Deceptive-3DGS surpass the baseline methods across
all metrics, demonstrating high-quality reconstruction under various challenging
scenes and with different numbers of inputs.
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FreeNeRF NeRF-SR Ours FreeNeRF NeRF-SR Ours

Fig. 4: Super-Resolution Capabilities. Our Deceptive-NeRF, when applied to the
Hypersim and LLFF datasets with input images downsampled by a factor of 4, demon-
strates exceptional super-resolution performance, capable of recovering intricate details.

Ground TruthDeceptive-NeRF
(10x densifying)NeRF Deceptive-NeRF

(5x densifying)

Ground TruthDeceptive-3DGS
(10x densifying)3DGS Deceptive-3DGS

(5x densifying)

Fig. 5: Evaluation of Densification scales. We run our method with observations
densified by varying scales on Hypersim [47] with 10 input views. Vanilla NeRF or
3DGS results in severe artifacts; fivefold densification reduces them but lacks detail
restoration, whereas tenfold densification achieves high-quality reconstructions.

5.3 Comparisons of Novel View Super-Resolution

Due to the generation of high-quality pseudo-observations, our method is capa-
ble of super-resolving synthesized novel views under low-resolution and sparse-
view conditions. We train Deceptive-NeRF on the Hypersim dataset [47] with
10 input views and the LLFF dataset [39] with 6 input views. All input im-
ages were downsampled by a factor of 4 and rendered in multiple views at the
original resolution. As shown in Figure 4, our results can achieve high-quality
super-resolution in novel views and recover fine details such as the glossiness
of plant leaves and the texture of dinosaur skeletons. We compared Deceptive-
NeRF with the few-view reconstruction approach FreeNeRF [71] and the NeRF
super-resolution method NeRF-SR [64]. FreeNeRF, due to not incorporating 2D
diffusion priors, fails to restore complex object details, while NeRF-SR suffers
from performance degradation due to sparse observations and creates artifacts.
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Ground Truth Few-View NeRF
Renedered Images Motion Deblurring Denoising Pseudo-Observations

(Ours)

Fig. 6: Visualization of pseudo-observations. Pseudo-observations synthesized by
our deceptive diffusion model remove floating artifacts and blurriness caused by sparse
observation in coarse NeRFs, which cannot be achieved by image restoration models.

5.4 Evaluations

Densification scales. To study the impact of the densification scale on the
results, we conducted experiments with observations densified by varying scales.
We carry out these experiments using the Hypersim dataset [47] with 10 input
views. As illustrated in Figure 5, not performing densification (vanilla NeRF
or 3DGS) leads to severe artifacts while densifying fivefold significantly reduces
artifacts but still falls short of high-quality detail restoration. Densifying tenfold,
however, results in high-quality reconstructions. Please refer to the appendix for
related quantitative results.
Pseudo-observations. To better understand our generated pseudo-observations
and validate the effectiveness of our deceptive diffusion model, we compare them
with images processed using an image restoration model [74]. Figure 6 shows
pseudo-observations synthesized by our deceptive diffusion model effectively re-
move floating artifacts caused by sparse observation in coarse NeRFs and also
mitigate blurriness as well. In contrast, image restoration models (motion deblur-
ring and denoising) fail to convert coarse NeRF images into reasonable pseudo-
observations. This is primarily because they are designed and trained for specific
image restoration tasks, not for generating pseudo-observations.
Ablation studies. We conduct ablation studies on the following design choices
using the Hypersim dataset [47] under the 20-view setting:

1. Depth Conditioning. Our deceptive diffusion model generates pseudo-
observations conditioned on rendered depth maps. To gauge the significance
of this choice, we train a variant that solely conditions on raw RGB images
for generating pseudo-observations.

2. Data Augmentation. We evaluate the impact of our data augmentation
procedure when training our deceptive diffusion model. Specifically, we train
the model without the initial stage and rely solely on coarse-fine NeRF pairs
to generate training samples.
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Ground Truth w/o progressive w/o depth w/o textual inversionw/o two-stage Ours

Fig. 7: Qualitative ablation studies. Our full model synthesizes novel views with
the highest quality, while variants tend to produce floating artifacts and blurry details.

Table 3: Quantitative ablation studies. We ablate our design choices on the Hy-
persim dataset [47] with 20 input views. best second-best third-best

Progressive Depth Two-stage Captioning Inversion PSNR (↑) SSIM (↑) LPIPS (↓)
✓ ✓ ✓ ✓ 19.90 0.555 0.358

✓ ✓ ✓ ✓ 18.79 0.489 0.352
✓ ✓ ✓ ✓ 20.49 0.619 0.290
✓ ✓ ✓ ✓ 21.59 0.758 0.236
✓ ✓ ✓ ✓ 20.58 0.744 0.239
✓ ✓ ✓ ✓ ✓ 22.41 0.812 0.202

3. Text Embedding. Our approach integrates both image captioning and
textual inversion to address severely artifacted images while ensuring stylistic
consistency. We test two variants of our model, one without image captioning
and the other without textual inversion.

As illustrated in Figure 7 and Table 3, our complete model synthesizes the most
photorealistic novel views and outperforms other methods in all quantitative
metrics.

6 Conclusion

We introduce Deceptive-NeRF and Deceptive-3DGS, which utilize 2D diffusion
models to generate plausible and consistent pseudo-observations, thereby en-
hancing sparse view reconstruction by densifying input observations. This fun-
damentally differs from recent methods that employ 2D diffusion priors to in-
troduce regularization to NeRF training for sparse inputs, by significantly re-
ducing computational costs. Our proposed deceptive diffusion model, guided
by an uncertainty measure, can generate high-quality, photorealistic pseudo-
observations. Experimental evidence demonstrates that our method can generate
pseudo-observations of high quality for synthesizing novel views, surpassing cur-
rent state-of-the-art approaches. Moreover, our method is capable of rendering
novel views with super-resolution, effectively overcoming the challenges posed
by low-quality inputs.
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