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ABSTRACT

Training of modern large neural networks (NNs) is often done in parallel across
multiple GPUs. While there are existing parallel training frameworks which easily
allow NN training using multi-dimensional parallelism, the challenge remains in
optimizing the balance between size of the parallelism dimensions, and in tuning
the hyperparameters within each parallelism dimension. Due to a large number of
possible parallelism configurations (PCs) for a given training process, it is infeasible
to perform exhaustive search over all candidates. Even though there exists PC
optimization methods, they either rely on an approximate cost model which may
be inaccurate and hardware-specific, or on a large number of NN training trials on
different PCs each which are expensive to evaluate. To overcome these issues, we
present OPPA, which combines Bayesian optimization with prior knowledge in the
form of a parallelism-informed prior belief, to obtain an optimal PC using minimal
number of NN training trials. We demonstrate that OPPA is able to more efficiently
find an optimal PC for training transformers when compared to methods used in
existing parallel training frameworks.

1 INTRODUCTION

Modern advances in deep learning have arisen from the ability to scale neural networks (NNs) to
larger sizes. In natural language processing, for example, transformer-based models (Vaswani et al.,
2017} Devlin et al.| [2019), large language models (LLMs) (Touvron et al.,2023; OpenAl et al.| [2024)
and multimodal models (Radford et al., 2021} |Liu et al., 2023)), composed of millions or even billions
of parameters, have shown tremendous success in tasks such as text classification, text generation,
and language understanding. Due to their sizes, these large NNs cannot be trained on a single GPU.
To scale up the training process, it is necessary to distribute the NN training workload across many
machines and parallelize the training process. Different parallelism dimensions for NN training have
been proposed, including data parallelism (Rajbhandari et al.| [2020} [Zhao et al., [2023)), pipeline
parallelism (Huang et al.,|2019; Narayanan et al., 2019), and tensor parallelism (Shoeybi et al., [2020).
Frameworks for multi-dimensional parallelism have also been proposed (Shoeybi et al., [2020; |Rasley
et al.| 20205 Li et al., 2023)), to combine different dimensions of parallelism together.

In NN training, to fully utilize the given hardware and reduce the computation time, we typically
would like to maximize the throughput of training, or the number of training steps processed in a
given time. The throughput will depend on the selected parallelism configurations (PCs), which in
large-scale parallel training frameworks (Kuchaiev et al.,[2019; Rasley et al.| 2020; Shoeybi et al.,
2020; L1 et al., [2023), typically consist of discrete or continuous parameters which control the size
of each parallelism dimension, and specifics on how each parallelism dimension is executed. In
practice, it is difficult to exactly quantify how the choice of PC affects the training throughput, as
it would depend on the model architecture, the training data, the compute hardware, or the exact
implementations of the parallel training framework. In this sense, the throughput could be treated as
a black-box function whose exact form cannot be recovered.

In an ideal scenario, to consider all possible training factors, the best PC would be chosen by conduct
training trials using real hardware on all possible PCs. Unfortunately, due to the large number of
possible PCs, performing an exhaustive search would be extremely inefficient. To circumvent this,



Published as a workshop paper at SCOPE - ICLR 2025

Methods thatrelyon [ OT W) :
training throughput ML P | ; P

approximations COStj ‘I’f parallel i Methods that choose : :
{ PP model training i aconfiguration 1
R I —  ——— | based on real trials : |

Trialing a throughput

Select a

parallelization Surrogate @ paralellization
configuration ® for expected A ) configuration to trial
to get training training ;

throughput throughput

throughput para
- . config.

I

A= H
il max CEI(H);
H

A=

para.
config.

H

Figure 1: Main idea of OPPA algorithm. OPPA combines adaptive selection techniques with domain
knowledge on parallel model training in order to find the parallelism configuration which achieves
the highest training throughput.

existing parallel training frameworks such as DEEPSPEEDF_-] (Rasley et al.,|2020) and NEM(ﬂ use
methods to select a subset of candidate PCs to trial. However, this is still inefficient due to simplistic
optimization algorithms which are unable to adapt to known training throughputs, therefore still
need many trials to find a good candidate. While it may be possible approximate for the training
throughput via an analytical expression (Zheng et al., [2022; |Li et al.,2022; Zhang et al., [2024), these
approximations require strong assumptions on the compute hardware and the specific parallelized NN
training implementation, and as a result may not capture all nuances of a parallel training instance.
Despite this, they may still provide useful information, even if not fully accurate, which may allow us
to filter out some suboptimal PCs which should not be trialed. In order to efficiently select the PC that
achieves the best throughput, we therefore need the ability to adaptively select potentially good PCs
to trial, while also filtering out poor candidates based on the trialed PCs and on any existing domain
knowledge. Due to the black-box nature of the throughput, it may be possible to use black-box
optimization methods such as Bayesian optimization (Gelbart et al., 2014} [Frazier, [2018)), which
would allow incorporation of information from training trials ran with existing domain knowledge,
into performing adaptive search of good PCs.

In this paper, we introduce OPTIMIZER FOR PARALLELISM CONFIGURATIONS, abbreviated as
OPPA, which optimizes the PC for training a NN through trials selected via Bayesian optimization
and informed by prior knowledge on parallelized NN training. The main idea of OPPA is presented
in Figure [T] In Section 2} we first formulate the problem of finding the optimal PC as a black-
box function optimization with black-box constraints. In Section [3] we introduce a framework
based on constrained Bayesian optimization, which performs minimal NN training trials in order
to determine the most efficient PC for distributed NN training, and briefly discuss how we encode
domain knowledge into OPPA via a parallelism-informed prior belief, to better model the effects of
the PCs on the training speed and memory usage. We finally empirically demonstrate the effectiveness
of OPPA in Section[d} showing that OPPA with a parallelism-informed prior belief can more quickly
find a good PC for training transformers compared to existing methods, and compared to when no
prior belief is used. Related works can be found in Appendix [A]

2 PROBLEM SETUP

In this section, we describe the problem setup we wish to consider. For our problem setting, we
consider a parallelism configuration (PC), visualized in Figure[2] which contains a list of tunable
hyperparameters found in typical parallel training frameworks, and controls various aspects of
parallelized NN training. A subset of hyperparameters in a PC determine the size of each parallelism
dimension. In our paper, we consider 3D parallelism where we use dp, tp, and pp, to indicate

"https://www.deepspeed.ai/tutorials/autotuning/
*https://docs.nvidia.com/nemo-framework/user-guide/latest/usingautoconfigurator.html
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Figure 2: Left: Visualization of the parallelization configuration, including the parallelism dimensions
and the hyperparameters affecting their specific implementations. Right: Visualization of GPU
allocation for 3D parallelism according to the dimension sizes.

the size of the data, tensor, and pipeline parallelism dimensions respectively. We assume that their
product dp - tp - pp is equal to the number of GPUs. The remaining hyperparameters determine the
specific implementations of each parallelism dimensions. These may include hyperparameters of the
ZERO optimizer which controls the DP execution, or the number of microbatches and model chunks
which control the PP execution. These may also extend to other hyperparameters which are specific
to different parallel training frameworks. We discuss these hyperparameters further in Appendix [C]

We consider a space of feasible PCs denoted by H, and would like to find the optimal PC H € ‘H
which results in the highest training throughput (i.e., most training steps per time), while still not
exceeding the available GPU memory M. Mathematically, we aim to solve the optimization problem

o <
maélergllzeR(H) st. M(H) < My (1

where R(H ) is the training throughput when using PC H and M (H) is the maximum memory usage
on a GPU. In optimizing the PC, we also consider several design factors.

Since R and M are dependent on many factors which may be difficult to model or even
known exactly, they are assumed to be black-box functions. Despite this, the values R(H)
and M(H) for a PC H can be queried by trialing the PC on real training hardware. This
motivates us to use a surrogate that is flexible enough to model black-box functions given
the trials, and able to quantify the uncertainty in its prediction.

Even though a PC can be trialed on real hardware, running a single trial incurs a high cost.
This is especially true with suboptimal PCs since the same number of training steps on a
suboptimal PC would require more time to executeﬂ We therefore should ensure that the
trials ran are carefully selected in order to avoid trialing suboptimal PCs.

Despite the black-box nature of R and M, we assume that they can be approximated based
on some domain knowledge which should not be treated as accurate and blindly trusted.
This motivates us to construct a surrogate which incorporates some prior knowledge that
can guide the optimization process and reduce the number of training trials required.

3 METHOD

In this section, we describe how we can apply BO to the optimization problem as described in the
previous section. As shown in Figure [I] in the optimization process, we alternate between three
steps; @ performing real NN training trials to obtain the training throughput and maximum memory
usage for a selected PC, (2) modeling the training throughput and maximum memory usage using the
observed data via a GP, and (3) finding the best PC to query in the proceeding round using BO.

Step (D: Trialing a PC. We first perform actual model training on a PC for m training steps,
and collect the time required to perform a training step given by tg 1,...,¢tH m. The measured
throughput is given by ry = > " (tg;)~*. To measure the maximum allocated GPU memory

3 An exception to this observation is when a PC results in an out-of-memory error where the time to obtain
this result is short since no training needs to (or even can) be ran.
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throughout the training steps, using CUDA-based PYTORCH, this can be easily done using the
torch.cuda.max_memory_allocated () function, which records the maximum allocated
GPU memory achieved my at any point during training.

Step (2): Construct a GP surrogate based on observed data. Next, we use a GP to model the
training throughput data Yz = {ry}mex and maximum memory Yaq = {mpy}mer collected
in (). Since GPs require weaker assumptions of the true function, and can capture uncertainty
of its predictions, they are a good choice as a surrogate for black-box functions such as R and
M as required in . We consider a GP family with a constant mean prior, i.e., fiprior(H; ¢) = c.
For the kernel function, we first embed the PC H via an embedding e : ‘H — RP which first
applies the logarithm operation only on continuous hyperparameters, then concatenates the values
in H into a p-dimensional vector. For our GP, we use the Matern kernel with v = 5/2. Given
the observed throughput (X, Yz ) and maximum memory (X, Y () values, we can separately find
the corresponding optimal prior mean constants and lengthscales by maximizing the marginal log-
likelihood of the observation as usually done in GP modeling (Rasmussen & Williams,, |2006). The
predicted throughput 7z and maximum memory 7 g is then obtained by performing GP regression.

Step (3): Selecting the next PC to run. Finally, the next PC to trial is chosen based on the
GPs modeled in @ using BO. The next PC Hyey € H \ X to trial is chosen to be the PC which
maximizes the constrained expected improvement (cEI) (Gelbart et al.| 2014)), which we describe in
Appendix [D.2] The cEI considers a balance between exploration of PCs which have not been trialed,
and exploitation of PCs which are similar to those with already high throughputs. With this balance,
the BO iteration is able to try enough PCs to construct a reasonable surrogate for the functions, while
utilizing the remaining computational resources to trial good PC candidates for to achieve optimal
training throughput. This allows the optimization to be more guided and more efficient, satisfying [B].

Parallelism-Informed Prior Belief. While we can use a normal GP to directly model the throughput
and maximum GPU memory in (2), it is inefficient since the surrogate has to be constructed solely
using the observed data, meaning more trials are needed to be ran for a good surrogate. Meanwhile, if
domain knowledge can be added into the modeling, it could allow for additional inductive bias which
would filter out suboptimal PCs more easily, reducing the number of trials that would be needed.
Instead of using a simple GP prior proposed in @, we introduce a parallelism-informed prior belief,
consisting of a new prior mean and kernel, which embeds domain knowledge on the approximate
throughput and maximum memory usage, which we discuss in detail in Appendix We only
require the prior mean to be reasonable estimates of the throughput and maximum memory, such that
their values can eventually be more easily modeled by the GP. This design choice is in accordance
with |C | where the incorporated domain knowledge is only used as an inductive bias for the surrogate
model, and is still accurate enough for @ We present the pseudocode for OPPA in Appendix [D.6

4 EXPERIMENTS

In this section, we present the results for OPPA when used to find the optimal PC for training
transformer models on multi-GPU systems. The full experimental setup is detailed in Appendix |E{ In
our results, we present the best obtained throughput (in training steps per second) that is obtained
versus the time the optimization has been ran for, rather than versus the number of PC that has been
trialed, to also account for time required to conduct the training trials.

Ablation on smaller models. We first consider training smaller transformer models on a single
machine with 8 GPUs. We consider the BERT model (Devlin et al.,2019) for a classification task.
In Figure [3a we present the results for the ran methods. We see that the methods which use BO
outperforms both non-adaptive random sampling, and also adaptive method which uses XGB0OOST
as its surrogate. Furthermore, OPPA, which uses both BO with a parallelism-informed prior, is able
to achieve better performances than using standard BO, suggesting that the incorporation of domain
knowledge can aid in finding the optimal PC. We also consider the scenario of training a GPT-2
model (Radford et al.,|2019) on the same hardware configuration. In this scenario, we use a larger
training batch size, which will result in out-of-memory errors in many poorly-selected PCs. Despite
this, we again see that OPPA is able to outperform all other benchmarks, and is able to more quickly
arrive at an optimal PC compared to using standard BO.
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Figure 3: Results of the best obtained throughput (higher is better) plotted against the amount of time
each algorithm has been run for. The lines represent the median value of the best obtained throughput
across five trials, while the error bar represent the quantile values.

Accuracy of surrogate model. In Figure ] we compare
the throughput predicted by the GP with the actual values.
We see that even after a few trials, the predictions made
by our GP already correlate well with the actual values.
As we progress, the prediction also becomes more accu-
rate, especially among PCs with high throughput. This is
because the BO process would prioritize selecting those ;
PCs with higher throughput anyway. We demonstrate ) P 7]
this further in Appendix [F.2] showing that incorporating e e
a parallelism-informed prior belief allows better modeling (b) Surrogate Model Only

of the throughput compared to a standard prior.
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We note that the accuracy of the surrogate is not the only
reason OPPA performs well. In Figure fbl we plot the
results obtained when BO is not used, but rather only the
surrogate function fitted on trials from randomly selected
PCs. We see that even though the general throughput
values are better modeled, the optimal PC is not reflected
by the prediction, which would have led in selecting a  Figure 4: Predicted throughputs versus
suboptimal PC. This is likely because the surrogate focuses the measured throughputs for the BERT
on a good general model rather than one which predicts the example. In Figure @ the red points are
optimum well. This shows a necessity of BO in focusing the trialed PCs.
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LLaMa model on larger hardware. We also optimized the PC for training LLaMa-7b model
(Touvron et al.,[2023)) on 16 GPUs distributed across 4 machines. Note that in the prior belief, we do
not explicitly assume that the GPUs are on multiple hosts, therefore not accounting for communication
speeds across hosts. From the results in Figure [3c| we see that OPPA still consistently outperform
other benchmarks. This demonstrates that despite using an imperfect model to approximate the
training throughput, it is still sufficient information that can be corrected for by the uncertainty as
captured by the GP and result in a model good enough to learn an optimal PC. This also demonstrates
that especially in the larger search space with more possible parallelism dimension size combinations,
OPPA still shows impressive scalability not present in the other algorithms.

5 CONCLUSION

We have presented OPPA, which uses constrained Bayesian optimization techniques with a parallelism-
informed prior distribution to efficiently optimize the parallelization strategy which can achieve
the best training throughput. While OPPA is currently implemented specifically for one parallel
training framework, OPPA can easily be adapted to other frameworks as well due to the minimal
assumptions on the implementations of the training parallelism and the simplicity to extend to other
hyperparameters. We also believe that the parallelism-informed prior belief could be embedded with
more prior knowledge on specific implementation or training of specific NN architectures, which
should boost OPPA even further.
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A BACKGROUND AND RELATED WORKS

In this section, we provide an overview of current techniques of parallelized model training on
multiple GPUs, and how optimal parallelism configurations are currently found. We also provide a
brief overview of Bayesian optimization, which is a technique we will use in our proposed method.

A.1 DISTRIBUTED DEEP LEARNING

In order to effectively train large neural networks (NNs), practitioners resort to different techniques to
parallelize the training workload across multiple GPUs. Different parallelism dimensions divide the
computation workload in different ways, which affect the amount of computation per GPU, amount
of communication between each GPU, and the amount of memory required in each GPU. Here, we
discuss the existing parallelism dimensions, the hyperparameters involved, and how they differ from
each other.

Data parallelism. The most basic type of training parallelism is data parallelism (DP) (Li et al., 2020)
where a batch of training data is split into shards and distributed among each devices. These shards
are then fed into the local replicas of the models, before the parameter updates from each devices are
synchronized. While simple and often the fastest, the naive DP approach requires replication of the
model on each devices, which takes up additional storage on each machines. Several methods have
since been proposed to perform DP with sharded models, including the Zero Redundancy Optimizer
(ZERO) introduced by |[Rajbhandari et al.[(2020) in the DEEPSPEED package, and Fully-Sharded Data
Parallel (FSDP) introduced by |Zhao et al.|(2023)). While these frameworks allow for efficient DP
implementations, their effectiveness can still heavily depend on the choice of hyperparameters. For
example, ZERO involves three different stages of optimization which chooses whether the optimizer
states, the model gradients or the model parameters are sharded between each GPUs. The choice of
sharded items affect the amount of data that has to be stored in each GPUs and communicated across
GPUs, which in turn affects the throughput of the training and the memory usage in each GPUs.

Tensor parallelism. Another method for scaling operation is tensor parallelism (TP) where individual
tensors are sharded across multiple devices, so that the matrix multiplication operations are instead
done in a distributed manner, allowing these operations to scale to larger sizes than otherwise that
would fit on a single GPU. TP initially involved splitting a tensor along a single dimension (Shoeybi
et al., [2020), however has since also incorporated sharding tensors across multiple dimensions as
well (Bian et al., 2021]).

Pipeline parallelism. In pipeline parallelism (PP) (Huang et al., 2019; Narayanan et al., 2019)
we instead partition the model along its execution pipeline, with each model partitions running
synchronously with microbatches of data. The gradients are accumulated for each microbatches and
updated at the end of each training step. By sharding the model and training data into smaller chunks,
the GPU memory required at any one time becomes lower, allowing for the training of larger models
at the cost of more sequential operation rounds and higher cost of communication between each
GPUs. The tradeoff between training speed and maximum memory usage can be further controlled
based on the size of microbatches and the number of model chunks.

Multi-dimensional parallelism. Many frameworks (Shoeybi et al., |2020; |Rasley et al., 2020; L1
et al.} 2023) have also since been developed to allow DP, TP, and PP to be used togethter in the same
training process. These frameworks provide simple interfaces for the users to specify the desired
parallelism configuration (PC), which include the size of each parallelism dimension along with other
hyperparameters specific to each parallelism dimension. These frameworks would then automatically
handle model and data sharding and execute the parallelized training pipeline as per the specifications.
These frameworks may also manage training on multi-node setting, heterogeneous setting, and even
varying resources during runtime.

While these frameworks allow practitioners to easily specify a PC for training, selecting the best
PC to achieve the most efficient training is often difficult, since the optimal PC will often depend on
factors such as the GPU specifications, communication bandwidth of the GPU devices, the specific
architecture of the NN or the training data (Li et al., |2023; Wagenlander et al., 2024; |Lin et al.,
2024b). For example DP alone is ineffective for large models or when using large batch sizes, since
the replicated model parameters may likely cause an out-of-memory error on the GPUs. Meanwhile,
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PP is less effective on smaller models, as communication costs between each pipeline stages may
dominate the actual computation of the fragmented pipeline.

A.2 PARALLELISM CONFIGURATION OPTIMIZATION

To find the optimal PC which achieves the highest efficiency, we can attempt to trial all possible
PCs on the actual training hardware in order to determine which one results in the highest training
throughput. However, this is prohibitively expensive since there can be a large number of possible
PCs, and each trial would itself require computational resource and time which may be limited on
real clusters.

To circumvent this, frameworks such as DEEPS PEE (Rasley et al., |2020) and NEM(ﬂ (Kuchaiev
et al.,[2019) have implemented methods for automatic PC tuning based on running NN training trials
for a few training steps on a number of PCs. The PCs trialed are often either selected non-adaptively
(e.g., based on random selection), or adaptively based on a simple surrogate function. However,
these methods are unable to efficiently use the measured throughput of trialed PCs to model the true
throughput scores and perform informed optimization, meaning they still require a large number of
training trials to obtain a good PC.

Since running training trials may be expensive, we may consider constructing a surrogate model to
approximate the computation and communication costs for different parallelism strategies (Zheng
et al., 2022; |Li et al., 2022; Zhang et al.| [2024), which would allow us to use domain knowledge
to filter out suboptimal PCs while performing fewer trials, or even by not trialing any PCs at all.
This methods, however, would require an implicit assumption that the surrogate of the true training
throughput is correct, which may not always be possible because surrogates may be unable to fully
capture the nuances of practical parallel training implementations. Furthermore, a fixed surrogate
model would not be easily extendable to new hyperparameters or parallelism nuances which may
arise in a PC, which is important especially with the ever-growing parallelism training literature.

A.3 BAYESIAN OPTIMIZATION

In order to more efficiently select a PC to trial and to optimize for, we will utilize Bayesian optimiza-
tion (BO) (Frazier} 2018). BO aims to maximize some black-box function f : X — R which is often
expensive to query and whose derivative is unknown. The black-box function is modeled a Gaussian
process (GP) (Rasmussen & Williams, 2006), which is characterized by a prior mean fiprior(-) and
a kernel function k(-, -). Given a set of observations, we can perform Bayesian inference in order
to obtain a posterior GP, which is made up of a posterior mean and posterior covariance, encoding
the expected value and the uncertainty of the function respectively. With the posterior GP, the BO
procedure selects an input that maximizes some acquisition function, such as the expected improve-
ment (Jones et al.,|1998) and the upper confidence bound (Srinivas et al., [ 2012)). These acquisition
functions balance between exploring unique inputs that have not been queried, and exploiting inputs
likely to have high function values. We provide a more technical overview of GP modeling and BO

in Appendix

BO is a widely used to optimize black-box functions which have no closed form and are expensive
to evaluate. This include a wide range of problems in, e.g., experimental design (Lei et al., 2021}
Rainforth et al.} 2023)), material design (Zhang et al.,[2020), and prompt optimization (Chen et al.,
2023;|Lin et al.,[2024a). More relevant to our work, BO is also commonly used for NN hyperparameter
optimization to select the NN architecture that performs best in a given task (Snoek et al., [2012)).
Unlike in traditional NN hyperparameter optimization, however, the effects of the hyperparameters
in a PC on the training throughput have better-defined mechanics (even if not completely known),
which can at least be partially described based on domain knowledge. Modeling via a GP allows
incorporation of such knowledge through a good choice of prior belief, which can reduce the number
of trials required.

*https://www.deepspeed.ai/tutorials/autotuning/
>https://docs.nvidia.com/nemo-framework/user-guide/latest/usingautoconfigurator.html
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B TECHNICAL PRIMER ON GAUSSIAN PROCESSES AND BAYESIAN
OPTIMIZATION

In this section, we provide a technical overview of Gaussian process (GP) regression and on Bayesian
optimization (BO). The contents are adapted from |[Rasmussen & Williams|(2006)); Frazier| (2018]).

A Gaussian process (GP) QP(uprior, k) with prior mean fipio and kernel k is a random process
where for any subset of input X, its corresponding output is given by a normal distribution f(X) ~
N (,upri(,r(X), k(X X)) The prior mean fiyrior () describes the expected value of the random function
f(z) at a certain input, while the kernel function k(x, 2’) roughly captures the covariance between

f(x) and f(z").

Assume we have an unknown function f drawn from the GP. Given a set of observations D =
X,y) = {(z1,91), .-, (Tn,yn)} Where y; = f(x;) + €; are noisy observations of the true function
with Gaussian noise ¢; ~ N(0, s?). Then, when performing Bayesian inference, we can express the
posterior mean and covariance of the GP as

) = (2, X) (B(X) + 521) (v = tprior(®)) @
o2 (x) = k(z, 2) — k(z,X) (k(X) + s21) " k(X, z) . 3)

In practice, the prior mean and kernel may have hyperparameters # which specify what functions
it is able to model. For example, many kernel functions include lengthscale values which govern
how correlated the function output is when a certain input dimension changes. One method to find
the optimal hyperparameters for the kernel is by finding the hyperparameter which maximizes the
marginal log-likelihood, i.e.,

f* = arg max 10gp(y|0 (X, X;0) + sQI) . )
0

In Bayesian optimization (BO), the goal is to find the maxima of the unknown function f. This
function is black-box, and assumed to have no analytical form. To do so, we can learn more about
f by querying it at different inputs, and perform Bayesian inference to update our belief on the
unknown function.

Given the current observations D; = (X¢,y,) = {(z1,¥1); - - -, (T+, y+)} in round ¢ of data selection,
GP regression can be performed to obtain a posterior mean z; and posterior variance 2. The next
input to query x4 can be chosen as the input which maximizes some acquisition function. Examples
of such acquisition function include the expected improvement

El(z; Dy) = Ey o (e (2),02 (2)) [max((), y — ryné;x y)] (5)

or the upper confidence bound
where ; > 0 is a constant that may vary with ¢. In all of these acquisition functions, a tradeoff is
performed between selecting inputs that the GP is uncertain about (i.e., with high o2 (x)) to learn

more about those unknown region, and selecting inputs in regions where the function value is known
to be higher (i.e., with high p;(x)).

C HYPERPARAMETERS CONSIDERED

Below, we list several hyperparameters which we include in our parallelism configuration.

 Parallelism dimension sizes. These include the degrees of DP, TP and PP, which are
denoted as dp, tp, pp respectively.

* Hyperparameters for DP. These are hyperparameters which control the ZeRO optimizer
and the bucket sizes for the amount of parameters to be synchronized in one round. The
specific hyperparameters considered are ZeRO optimizer stage, the bucket size of the ZeRO
optimizer and the bucket size for the DP process, which are denoted by zs, zb, and dpb
respectively. Note that out of all the variables listed, z s is the only one which is a categorical
variable.
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e Sharding degrees for PP. These include the number of model chunks and the number
of data microbatches, which are denoted by mc and mb respectively, and they control the
amount of pipeline bubble which occurs, at the cost of more communication and sequential
computation rounds.

D DETAILED DISCUSSION OF OPPA

D.1 TRAINING TIME RESULTS COLLECTION

In practice, since we collect multiple time measurements for each step, we can also provide the
variance of the throughput as well. Since we are mostly concerned with the mean throughput over all
training steps, we therefore would be interested in the mean throughput fraom each training step, and
the variance of the mean throughput. These two quantities are given by

m

n 2
1 1 s 1 1
rH=— JTH=HZ< —rH>. ©)

)
o s o1 \Ps.i

D.2 CRITERION FOR BAYESIAN OPTIMIZATION

In our work, we choose the next PC to query according to the constrained expected improvement
(cEI) criterion (Gelbart et al., 2014), which extends the expected improvement (EI) criterion to the
constrained setting and is given by

CBI(H; X) = Esyy iy | max(fg —r%,0) Ly < Mo | 8)

where distributions for 7z and mpy are from the GPs in @, and 7}, = maxpgex Ty is the best
throughput observed so far. Intuitively, cEI(H) is higher if H is likely to be feasible and its
throughput likely to improve upon r*.

D.3 PARALLELISM-INFORMED PRIOR BELIEF

As suggested in , instead of using a simple GP prior proposed in (2), we introduce a parallelism-
informed prior belief, which embeds domain knowledge on the approximate throughput and maximum
memory usage. To do so, we assume the true throughput R and maximum memory usage M to be
decomposed to a known part that can be modeled, and an unknown part which cannot be modeled,
ie.,

R(H) = R(H;r) + fr(H), ©)
M(H) = M(H;m) + fa(H) (10)

where R and M are based on (potentially imperfect) domain knowledge and (potentially unknown)
hyperparameters r and m, while fz (H) and faq(H) incorporate factors not captured by our surrogate.

With this, we can model R and M with GPs whose prior means are R and M respectively, and some
choice of kernel function which can model fr (H) and fa(H).

To justify this, consider Equation @) We assume 7%(H ;1) is deterministic and can be constructed by
our prior knowledge. Since fr (H) is unknown, we can assume a prior belief on it given by the GP
GP(0, k) with zero mean and some kernel function. This means that for any H, we are assuming
fr(H) ~N(0,k(H, H)). Based on the properties of Gaussian random variables, this also means
R(H) ~ N(R(H), k(H, H)). The argument can be extended to the multivariate setting (to consider
the multivariate normal distribution) to show that assuming fr ~ GP(0, k) implies we are assuming
R(H) ~ GP(R, k). This justifies the use of a GP to model the throughput, and why the domain
knowledge should be incorporated into the prior mean function. The same argument can be used to
justify the choice to model M as well.

As we introduce the prior mean functions used, we will see that we do not require R and M to be
completely accurate. Instead, we only require them to be reasonable estimates, such that the unknown
parts fr(H) and fu(H) can be more easily modeled by the GP covariance. This design choice is

in accordance with |C| where the incorporated domain knowledge is only used as an inductive bias
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Figure 5: Estimate for computation time for PP where ¢ ¢ and ¢;, are the time required for the forward
and backward stages respectively, for when pp = n_gpus = 4, mb = 4, and mc = 2

for the surrogate model whose uncertainty can be quantified, and is still accurate enough to be used
in (3). Furthermore, since OPPA only requires the prior mean to perform forward evaluations, it
can be replaced by a better surrogate function to fit under the same optimization framework, which
could enhance the performance of OPPA. They can be made as complex as wanted, without needing
additional intermediate functions beyond performing forward evaluations.

New prior mean for training throughput. We first introduce construct a prior mean which roughly
captures the training throughput for a given PC. To do so, we provide an approximation for the
time per training step, and find its reciprocal to get the throughput. For a training step, we can
separately consider the time from some computation and time from communication across GPUs. To
estimate the computation time, we assume an idealized machine that allows infinite parallelization,
such that DP and TP are perfectly parallelized. Meanwhile, PP using an interleaved schedule incurs
additional computation time from the microbatches being ran sequentially, and from pipeline bubble
when the first microbatch is being fed through the pipeline (Narayanan et al.| 2019). This additional
computation time from PP, visualized in Figure[3] is roughly equal to

~ t -1
Te(Hite) = —— (mb+pp ) (11)
n_gpus mc

where mb is the number of microbatches used in PP (set to 1 when PP is not used), mc is the number
of model chunks for PP (also set to 1 when PP is not used), and ¢, = t; + t; is the total time to
perform the forward and backward passes.

To estimate the communication costs, we consider the cost model from [Thakur et al.| (2005), which
approximates the cost to perform a Point-to-point (P2P) communication for message of size n
between two processes to be

Tpr(n;avﬁ) =a+fn, (12)

and an All-Reduce operation on a message of size n along p parallel processes to be
-1
Lo, i ) = alogp+ == - i (3)

where « is the communication initialization costs, and [ captures costs that scale with message size
such as the transmission and local reduction costs. As visualized in Figure[2] we assume that DP and
TP involve All-Reduce communications, and PP P2P communications.

For DP, the only communication involved will be to synchronize the parameter updates after a training
step pass. This cost can be written as

%omm,dp (H; a, bdpa Cdp) = Ta-r(cdpa dp;a, bdp) (14)
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where a, gy and cgp, are unknown variables. For TP, we assume that in a single pass of the NN there
are D¢, rounds of synchronization which would need to occur. When the training batch is divided
into mb microbatches, there would be mb times more rounds of communication on message which
are approximately mb times smaller. In total, this would contribute to a total communication cost of

A C
%omm,tp(H§ a, btp7 Ctp, Dtp) = Dtp -mb - Ty (mif’ tp;a, btp> (15)

where we treat a, b.g, ctp and Dy as unknown parameters. Finally, for PP, there would be mc - mb
rounds of point-to-point communications each whose size would be inversely proportional to the
number of microbatches, resulting in the overall PP communication cost of

mb

where a, by, and ¢, are unknown. When combining the communication costs for all three types of
parallelism, we obtain an overall cost of

Itomm(H§ C) = ﬁomm,dp(}h a, bdp; Cdp) + ﬁomm,tp (H§ a, btp7 Ctp, Dtp) + Itomlmpp(H; a, bpp7 Cpp)
(17)

. c
Teomm,pp (H; @, bpp, Cop) = me - mb - Ty <pp; a, bpp> (16)

where C = {a, by, bep, bop, Cap, Crp, Cop, Dep | are constants which are to be inferred.

The estimate of the overall throughput is then written as
R(H;¥) = [Teomp(H; te) + Teomm(H; ©)] (18)
where r = {tcomp, C} are learned hyperparameters.

New prior mean for maximum memory usage. In addition to modeling the throughput of training,
we also require a prior mean for the maximum memory usage when each PCs are used. In the
simplest model, we only consider the memory required to store the NN parameters and those for
backpropagation computation.

For NN parameters, its sharding can be done on the pipeline or on the layers, allowing us to
approximate the GPU memory required for storing the NN parameters to be inversely proportional to
pp - tp. Note that assuming the simplest DP implementation, the NN parameters are duplicated and
stored on each DP dimensions, and so the maximum memory usage is not affected by the DP.

Meanwhile, in the case of backpropagation computation, the maximum memory used will roughly be
proportional to how many model parameters a certain GPU has to perform the forward and backward
passes for, times how many training samples the GPU has to process at any one time. We expect this
quantity to be inversely proportional to the number of total GPUs times the latter to depend on the
number of microbatches used. We can therefore assume a prior mean for the maximum GPU memory
usage to be in the form of

M(H;mi,me,m3) = AL T +mg (19)

pp-tp n_gpus-mb

where m; captures the memory used for storing model parameters, and mo captures the memory
used during backpropagation computations, and mg are any other additional memory overheads
unaccounted for by our simple model.

In practice, we are unable to obtain an accurate measurement for the maximum memory usage when
the actual allocated memory is above the threshold M. Therefore, we clip the prior mean such that
they are bounded by the maximum memory possible, i.e., set the prior to be

M(H;m) = min { M(H;m1,ma, m3), Mo} (20)

where m = {mj,ms, m3} are learned hyperparameters.

D.4 KERNEL

For our GP, we use the Matern kernel, which is given by (Rasmussen & Williams|, [2006)
k(Hv H/7 Uk) A) = kMatern,V (B(H), C(H/), Uk) A)

21—1/

I'(v)

(V2v dy(H,H")" K, (V2v d\(H, H')) 2

= Uﬁ
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where I is the Gamma function, K, is the modified Bessel function, oy, is the kernel scaling constant,
d\(H,H') = (e(H) — e(H")) A2 (e(H) — e(H")) (22)

is the distance between two PCs embeddings, and A = diag(\) = diag([ A1 - - - A, ]) is a diagonal
matrix of the lengthscales. In our method, we choose v = 5/2.

For OPPA specifically, to better capture the effect of the hyperparameters within a PC, we use an
additive kernel (Duvenaud et al.l|2011)). Our motivation for this is the fact that different hyperparame-
ters affect the training throughput both in different scales, and the choice of hyperparameter value
correlates to the performance in different ways. In our case, for simplicity, we only consider the first
order interactions, which are given by

Faadivve (7, 2') = > _ oike(wi, 245 A;) (23)
i=1

where o; and \; are the scaling factor and lengthscale for dimension 7 of the input respectively, allow-
ing the scaling and correlation effects from each hyperparameters to be learned more independently.
In practice, we find that the performances are no worse compared to using a standard kernel, however
results in interestingly interpretable results.

D.5 RANDOM SAMPLING FOR ADDITIONAL EXPLORATION

In OPPA, we sometimes select PCs at random for additional exploration. There are two scenarios
which triggers a random selection of PC in OPPA.

1. In the first few chosen PCs. This is because in the beginning there are no PCs which can be
used to infer the hyperparameters for the prior distribution of the GP, therefore a few PCs
are chosen at random to kick-off the modeling process and provide a reasonably diverse set
of samples to infer the hyperparameters well.

2. When too many out-of-memory errors have been encountered in a row. This is because any
out-of-memory trials will not result in a usable training data for the throughput modeling
and possibly minimal data for the maximum memory GP, which does not aid the GP model.
When too many such cases are encountered, we attempt to do random exploration so that
the model can receive some information that can be used to model better with and find new
feasible PCs.

For the random selection process, we select a PC using a weighted random strategy, such that the
probability of obtaining a PC with a certain parallelism dimension size configurations are equal.

D.6 PSEUDOCODE

We present the pseudocode for OPPA in Algorithm [I]

E DETAILED EXPERIMENTAL SETUP

E.1 BRIEF OVERVIEW OF EXPERIMENTAL SETUP

Our model training is implemented based on the COLOSSAL-AI framework (L1 et al., 2023), which
allows execution of NN training with 3D parallelism. We note, however, that OPPA is also general
enough to be applied to any other training framework as well, whose implementation we leave to
future works. We consider optimizing PC on different transformer-based language model training
scenarios, and on different hardware configurations with varying number of GPUs — both details are
as listed in Tables[I]and 2] respectively in Appendix [E]

We perform PC optimization using standard BO which uses a constant prior mean and standard
Matern-5/2 kernel, and using OPPA which uses parallelism-informed prior belief. We compare our
proposed methods with RANDOM selection and XGBO0OOST (Chen & Guestrin, 2016), which are two
methods that are used to optimize PCs in existing frameworks (Kuchaiev et al.,[2019; Rasley et al.|
2020). Note that in our experiments, the size of the search space || is in the order of 10%, which
renders exhaustive search infeasible.
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Algorithm 1 OPTIMIZER FOR PARALLELISM CONFIGURATIONS (OPPA)

X0, V0, Va0

2: Generate all valid PCs H

3: Select an initial PC H; at random

4: fori =1,2,...do

5. /] Step @ — Querying some PC

6:  Run training with PC H; to obtain time per step ¢y, 1, . . ., t i, » and maximum memory usage

mHi

7:  Obtain g, and 07, ~based on Equation (7)

80 X+ XU{H;}

9 JIVr %yRU{(TH,”U?Hi)}
10 Yy < IYmU{mpy,}

11:  // Step (2) — Modeling throughput and memory usage
12:  Model GP with data (X, Yz ), with prior mean from Equation and covariance from

Equation (2]
13:  Model GP with data (X', Ya¢), with prior mean from Equation (20) and covariance from
Equation (21)

14:  // Step (3) — Selecting the next PC to query
15:  if ¢ < Nindom then

16: Select H; 1 randomly

17:  else

18: H;;q < argmax cEI(H; X)
HeH\X

19:  endif

20:  if time exceeded then

21: terminate

22:  end if

23: end for

24: return argmax Tg
HeX : my<Mo

E.2 ALGORITHMS RAN
We list the algorithms we have ran along with their implementation details here.

* RANDOM. We perform random selection where the probability of selecting any valid PC
H € H is equally likely.

* XGB0OOST. We use a gradient-boosted tree (Chen & Guestrin, [2016) to construct a
surrogate with the observed throughput values, and then find the next PC to try based
on the maximum value predicted by the surrogate. Note that this is implemented
as done in NEMoO framework (Kuchaiev et al., 2019), as discussed in the AutoCon-
figurator from https://docs.nvidia.com/nemo-framework/user—-guide/
latest/usingautoconfigurator.html.

* STANDARD-BO. We perform BO with a GP with constant mean and Matern-5/2 kernel, as
described in Section[3]

* OPPA. We perform BO with a GP with parallelism-informed prior belief which is described
in Appendix [D.3]

E.3 MODELS TRAINED

We list the models used in our experiments in Table[I] All models used are based on the transformer
architecture, and were retrieved from Huggingface.
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Table 1: Details of models used in our experiments

Setup name Model Param. count Batch size Max. seq. length | PC Search Time (mins)
BERT BERT Base, Uncased 110M 256 256 30
GPT-2 GPT-2 124M 4096 1024 45
LLaMa-7b LLaMa 2 7B 256 1024 60

Table 2: Configurations of tested hardwares.

Config. Name GPU Model (Memory) GPUs per host  # Host
8 GPUs NVIDIA RTX A5000 (24GB) 8 1
16 GPUs NVIDIA A100 (40GB) 4 4

E.4 ADDITIONAL DETAILS ON HARDWARE CONFIGURATIONS

In Table[2] we list out the hardware configuration used in our experiments. For the configurations with
16 and 32 GPUs, the training process involves multiple host machines, and therefore an assumption
that all communication occurs at the same speed is no longer true. We demonstrate that OPPA does
not require this to be modeled explicitly, however can still be efficiently learned by the surrogate
model.

F ADDITIONAL RESULTS

F.1 PLOTS OF TRIALS RAN VERSUS BEST THROUGHPUT

In Figure[6] we plot the best achieved throughput versus the number of training trials that have been
ran. We see that in this view, OPPA still outperforms other benchmarks, however at a seemingly
smaller margin than when plotted in Figure 3| This is due to the fact that when plotted against the
number of trials, bad PCs are not penalized as heavily as in practice where the trials actually take a
longer time to be ran. Despite this, we see that OPPA is both more time efficient and query efficient,
which can be useful when the overhead to perform one trial may become higher, for example when
the framework is adapted to run on a cluster with a job scheduler.

F.2 PREDICTED THROUGHPUT AND MEMORY USE BY PARALLELISM-INFORMED PRIOR
BELIEF

In Figure [/} we compare the modeled throughput with the true throughput value, for when a
parallelism-informed prior belief is used and when it is not used. We see that in both cases, the
predicted throughput correlates well with the true throughput, even when the prior belief is not used.
This suggests that GPs themselves are already good surrogate models to model the throughput.

In Figures (8| to we compare the modeled throughput and memory usage with the true values,
however for a training scenario where there are more possible PCs. We see that in this case, using the
prior belief allows for the values to be modeled adequately well, but more importantly, allow for the
PC which achieves the best throughput to also have the highest values, and therefore be identified
correctly. We find that for the BO process, a surrogate only needs to model the good PCs well in
order to select a good PC in the end. Meanwhile, the GP without prior belief learns the patterns much
less efficiently or do not learn them at all. This correlates well with the results in Figures[3bJand [3¢|
where standard BO selects a worse PC compared to OPPA which uses a better prior belief.

F.3 KERNEL INTERPRETABILITY

In this section, we attempt to interpret some hyperparameters that result from our surrogate modeled
in OPPA. In Table 3| we show the additive kernel hyperparameters. We notice that out of all of the
parameters, t pand ZERO stage hyperparameters seem to have the shortest lengthscale and largest
output scales. This may mean these hyperparameters are influential in determining whether the PC is
optimal or not, but may not be properly captured by the prior belief.
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Figure 6: Results of the best obtained throughput (higher is better) plotted against the amount of
training trials ran. The lines represent the median value of the best obtained throughput across five
trials, while the error bar represent the quantile values.
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(a) Parallelism-Informed Prior Belief
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Figure 8: Comparison of modeled throughput values versus the true throughput for training of GPT-2

model.
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Figure 9: Comparison of modeled throughput values versus the true throughput for training of

LLaMa-7b model.
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Figure 10: Comparison of modeled maximum memory use versus the true memory use for training

of LLaMa-7b model.

Table 3: Kernel hyperparameters from GP fitted in OPPA on BERT training

Quantity logo; log\;

dp -90.815 5490

tp -1.334  -1.047

PP -9.764 5731

DP bucket size -90.896 5.543
ZERO stage -3.231  -1.021
ZERO bucket size -8.892  5.142

Number of microbatches
Number of model chunks

-8.569
-7.668

6.272
5.233
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