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Abstract

The impressive generation capabilities of large001
language models (LLMs) have made it even002
harder to detect the subtle hallucinations they003
make in abstractive summarization, where gen-004
erated summaries consist of a blend of correct005
and incorrect information w.r.t. a given doc-006
ument. Recently-proposed LLM-based evalu-007
ation metrics attempt to capture this, but still008
face challenges: (1) they are biased towards009
summaries generated from the same underly-010
ing LLM, and (2) they lack interpretability, of-011
fering only a single score. In this work, we012
present ACUEVAL, a metric that leverages the013
power of LLMs to perform two sub-tasks: de-014
composing summaries into atomic content units015
(ACUs), and validating them against the source016
document. Compared to current strong LLM-017
based metrics, our two-step evaluation strategy018
improves correlation with human judgments019
of faithfulness on three summarization eval-020
uation benchmarks by 3% in balanced accu-021
racy compared to the next-best metric, and also022
shows reduced preference bias towards LLM-023
generated summary (by operating with fine-024
grained units). Further, we show that errors025
detected by ACUEVAL can be used to generate026
actionable feedback for refining the summary,027
successfully improving the faithfulness scores028
by more than 10%.1029

1 Introduction030

Hallucination in abstractive summarization, where031

the generation contains information that is incon-032

sistent with the source document, remains a crucial033

problem despite the significant progress of large034

language models (LLM) (Goyal et al., 2022; Zhang035

et al., 2024). The problem has become more subtle,036

as the generations often contain a mixture of correct037

and hallucinated facts (Pagnoni et al., 2021; Min038

et al., 2023), making the detection of such errors039

1Our code will be made publicly available.

harder. Recently-proposed evaluation metrics have 040

achieved high correlations with human preferences 041

with the aid of LLMs (Fu et al., 2023; Liu et al., 042

2023a). Nevertheless, similar to the observation by 043

Tang et al. (2023) and Liu et al. (2023a), we find 044

that such metrics generally have a preference-bias, 045

where the metric favors generations from the same 046

underlying LLM used for scoring. Furthermore, 047

such metrics often output only a single numeric 048

score, making them less interpretable to practition- 049

ers in understanding the precise location of the 050

errors and the justification behind the score. 051

To address these problems, we present a new 052

metric: ACUEVAL, which leverages the strong 053

capability of LLMs to perform two fine-grained and 054

structured sub-tasks instead of asking the model 055

to directly provide a single score. We operate on 056

the level of atomic content units (Liu et al., 2023b, 057

ACUs), facts that can be verified and cannot be 058

broken down further. ACUEVAL first generates 059

these atomic facts from the system summary, and 060

then validates each extracted fact against the source 061

document. In Figure 1, we show that ACUEVAL 062

successfully identifies that the second atomic fact 063

is not consistent with the source document. 064

Operating on such fine-grained units as an inter- 065

mediate representation instead of directly on the 066

system summary reduces the preference bias of 067

the metric in assigning high scores for summaries 068

generated by the same underlying model. ACUE- 069

VAL involves two separate steps, each drawing on 070

different input sources. The first step, ACU gener- 071

ation, relies solely on the system summary, while 072

the second step, ACU verification, evaluates the 073

consistency of the ACU with respect to the original 074

document without the use of the summary. This 075

separation ensures that the model does not implic- 076

itly assign the best score for the outputs gener- 077

ated by the same model. Moreover, the system- 078

atic matching between all extracted facts and the 079

source document narrows down the issue of hallu- 080
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Stage 1: Summary Faithfulness Evaluation

Candidate Summary
Exploratory drilling for oil 
and gas on Anglesey has 
been given the go-ahead by 
Natural Resources Wales.

Atomic Content Units
 Exploratory drilling for oil and 

gas has been approved. 

 The location is on Anglesey.

 The approval was given by 
Natural Resources Wales.

ACUEval
 Exploratory drilling for oil and 

gas has been approved. 

 The location is on Anglesey.

 The approval was given by 
Natural Resources Wales.

Document

Verify Atomic Units 
Using Document

Generate Atomic Units

Extract Wrong Facts From ACU Eval

Stage 2: Summary Refinement with ACUEval Feedback

Wrong Fact(s)
 The location is 

on Anglesey.

Feedback Prompt
The summary is not consistent with the source text. The 
source text does not mention the following facts

 The location is on Anglesey.


The summary should not include information that is not 
present in the article. Please check the document for the 
correct information and make appropriate edits.

Faithful Summary
Exploratory drilling for oil 
and gas at St Nicholas has 
been given the go-ahead by 
Natural Resources Wales.

Refine Summary

Using Feedback

Generate Feedback 

From Incorrect Facts

Summary

Figure 1: Illustration of ACUEVAL and its application in correcting hallucinations. For evaluation, the summary is
broken down into atomic content units (ACUs), which are verified against the source document. For refinement,
hallucinating ACUs are incorporated into the feedback prompt to improve the faithfulness of the summary.

cination precisely to the specific fact, allowing for081

better hallucination detection ability given the sub-082

tle mistakes LLMs make. The strong zero-shot and083

few-shot ability of LLMs also allow us to design a084

robust metric that can detect hallucinations across085

different datasets and system summaries without086

modifying the prompts for each setting.087

First, we demonstrate that ACUEVAL aligns088

closely with human judgments across three sum-089

marization evaluation benchmarks (Fabbri et al.,090

2021; Tang et al., 2023; Zhang et al., 2024) and091

two datasets (Hermann et al., 2015; Narayan et al.,092

2018) which include summaries ranging from tra-093

ditional approaches as well as those by recent pow-094

erful LLMs. ACUEVAL achieves higher correla-095

tions than previous metrics, including the recently096

proposed powerful LLM-based metrics. We show097

especially large improvements in detecting hallu-098

cinations for summaries generated by LLM-based099

models as opposed to summaries generated by tra-100

ditional, fine-tuned models. Our detailed analysis101

in Section 5.2 also reveals that ACUEVAL signifi-102

cantly reduces the preference bias towards the sum-103

maries generated by the underlying LLM, due to104

operating on fine-grained units, unlike metrics that105

directly evaluate on the generated summary.106

A novel downstream application of ACUE-107

VAL’s fine-grained error localization is to create108

detailed, structured feedback to improve faithful-109

ness in the iterative summarization process (Zhang110

et al., 2023), where a refinement model addresses111

the problems listed in the comment to produce an112

enhanced summary. As shown at the bottom of Fig-113

ure 1, all facts judged to be incorrect by ACUEVAL 114

are incorporated into the feedback. By covering 115

the detailed hallucinations detected by ACUEVAL, 116

as demonstrated in Section 5.4, the targeted feed- 117

back informed by ACUEVAL enhances the model’s 118

ability to generate more faithful summaries after re- 119

vision, leading to a 10% and 23% improvement on 120

G-Eval (Liu et al., 2023a) and ACUEVAL scores 121

compared to using GPT-4’s feedback. 122

Finally, we provide an analysis using ACUE- 123

VAL to assess the capacity of various LLM’s to pro- 124

duce faithful summaries. We first confirm ACUE- 125

VAL’s effectiveness in identifying patterns consis- 126

tent with those noted according to human anno- 127

tations, specifically on the news summarization 128

meta-evaluation benchmark (Zhang et al., 2024). 129

Our findings, specifically that instructions-based 130

models perform better and the reference summary 131

achieves low faithfulness scores, align closely with 132

human judgments. Next, we apply ACUEVAL 133

to assess LLMs in the hallucination benchmark,2 134

and find that GPT4 exhibits the least hallucination 135

among the tested models, in line with previous find- 136

ings (Min et al., 2023; Laban et al., 2023). 137

In summary, our contributions are the following: 138

1. We introduce ACUEVAL, an interpretable, 139

LLM-based faithfulness evaluation metric for 140

summarization, with a structured, two-step 141

evaluation strategy that first breaks the output 142

into fine-grained ACUs and then verifies their 143

2https://github.com/vectara/
hallucination-leaderboard
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presence in the source document.144

2. We show that ACUEVAL achieves a higher145

correlation to human judgments than cur-146

rent LLM-based metrics, especially for LLM-147

generated summaries. With ACUEVAL, we148

observe trends such as GPT-4 containing the149

least hallucinations when assessing LLMs’ ca-150

pability to generate faithful summaries.151

3. We show that the hallucinating ACUs detected152

by ACUEVAL can be in turn transformed into153

detailed actionable feedback for refining the154

summary for improved faithfulness.155

2 Related Work156

Faithfulness evaluation for summarization.157

Numerous metrics have been designed to assess158

the faithfulness of abstractive summarization.159

These range from entailment-based metrics160

(Kryscinski et al., 2020; Goyal and Durrett, 2020),161

to question-generation, question-answering metrics162

(Durmus et al., 2020; Scialom et al., 2021; Fabbri163

et al., 2022). More recently, the focus has shifted164

towards LLM-based metrics (Liu et al., 2023a; Fu165

et al., 2023; Gao et al., 2023; Luo et al., 2023)166

that leverage LLMs to assess the faithfulness of a167

summary. Our method uses an open-source LLM168

and splits the evaluation into two distinct sub-tasks,169

enhancing interpretability and mitigating the170

bias inherent to using the same LLM for both171

generation and evaluation.172

173

Fine-grained metrics. The adoption of fine-174

grained units in summarization evaluation has im-175

proved inter-annotator agreement for human eval-176

uation (Liu et al., 2023b; Krishna et al., 2023) as177

well as metric performance for automatic evalua-178

tion. For instance, DAE (Goyal and Durrett, 2020)179

outperforms traditional entailment-based metrics180

by focusing on the entailments of dependency181

arcs. Similarly, fine-grained units are also effec-182

tive for relevance, dating back to works includ-183

ing Nenkova and Passonneau (2004); Shapira et al.184

(2019) that generate ACUs from the reference sum-185

mary and validates against the system summaries.186

FactScore (Min et al., 2023) also uses a two-step187

approach for evaluating the factuality of people bi-188

ographies. ACUEVAL, while sharing similarities189

with FactScore, leverages a single, open-sourced190

LLM for both generating and evaluating atomic191

facts, allowing for cost-effective and easily repli-192

cable future developments. For abstractive sum-193

marization, we do not need a separate retriever 194

to source relevant passages, given that the source 195

document is already provided. We also demon- 196

strate that the fine-grained metrics can be useful 197

beyond evaluation, improving the downstream sum- 198

marization performance when used as feedback for 199

refining the summary. 200

3 ACUEVAL 201

Figure 1 illustrates our metric ACUEVAL. Here, 202

we assume that we have a source document X and 203

a generated summary ŷ. ACUEVAL consists of 204

two structured steps: (1) deconstructing the sum- 205

mary into fine-grained ACUs, and (2) predicting 206

the presence of each ACU against the information 207

presented in the source document. The result of 208

these steps is a faithfulness score. 209

ACU generation. We first generate atomic con- 210

tent units (ACUs), or atomic facts, from the sum- 211

mary. We follow the definition of ACUs by Liu 212

et al. (2023b): Elementary information units, which 213

no longer need to be further split for the purpose 214

of reducing ambiguity in human evaluation. We 215

note that, unlike previous approaches where atomic 216

facts were generated from reference summary y, 217

we apply this method to the generated summary 218

ŷ. This approach yields more fine-grained infor- 219

mation of the summary, which has been shown to 220

improve faithfulness evaluation (Goyal and Durrett, 221

2020; Durmus et al., 2020). Additionally, we opt 222

for a textual representation over complex represen- 223

tations like dependency parses (Goyal and Durrett, 224

2020) or AMR graphs (Ribeiro et al., 2022), which 225

simplifies the integration of error localization in 226

LLMs. Formally, we break down a summary ŷ into 227

a list of atomic facts Aŷ = {a1, a2, ..., aN}. We 228

generate these facts by asking an LLM to break an 229

utterance up using the prompt shown in Figure 3. 230

ACU verification. After generating the ACUs,
we then verify whether they are consistent with the
source document X . This is done by prompting an
LLM to predict whether each fact is consistent with
the information in the source document with either
"Yes" or "No" as the answer (See Figure 4). To
refine our accuracy, we normalize the probability
of the two labels and take the probability for "Yes"
as the final score of the ACU. We use same LLM
for both ACU generation and ACU verification.
Formally, the score for each ACU is defined as:

si = p(LLM(X, ai, pt) = Yes)

3



where LLM(X, a, pt) is LLM’s prediction given231

the document X , the ACU a, and the prompt pt.232

Final Score. The final score is the average across
all ACU presence predictions:

ACUEVAL =
1

|A|

|A|∑
i=1

si

Fine-grained Feedback from ACUEVAL. Next,233

we also demonstrate a novel application of fine-234

grained error localization with ACUEVAL: Gen-235

erating detailed feedback based on the hallucina-236

tions identified by ACUEVAL for improving the237

summary. Inspired by Saunders et al. (2022), who238

demonstrated that model-generated critiques can239

guide humans to detect overlooked flaws, our ap-240

proach similarly uses detailed critiques to assist241

the refinement model in identifying and correct-242

ing hallucination. The refinement process with243

ACUEVAL can be seen in the lower section of244

Figure 1. Unlike the original method where the245

critique model generates free-form feedback, our246

strategy involves listing all ACUs deemed inconsis-247

tent with the document as inconsistent facts that the248

refinement model needs to address (see Figure 6249

for the prompt template). Since the original cri-250

tique model itself is quite similar to the LLM-based251

metrics proposed in prior works,3 it might over-252

look certain hallucinations because of the model’s253

coarse-grained scope and inherent preference bi-254

ases. In contrast, the advantage that ACUEVAL255

has over critique models when used for feedback256

mirrors its benefits for evaluation purposes, where257

ACUEVAL offers a more exhaustive detection of258

hallucinations with little preference bias.259

4 Experiments260

4.1 Implementation Details261

We use StableBeluga 2 (Mahan et al., 2023) for262

both ACU generation and ACU verification, as263

we find that this model follows the instruction re-264

liably.4 The model uses Llama2 70B (Touvron265

et al., 2023) as the backbone, and fine-tuned on the266

ORCA (Mukherjee et al., 2023) dataset. We use267

3Both the critique model and LLM-based metrics, such
as G-Eval, take the document and summary as input and out-
put a text. However, while LLM-based metrics generate a
score reflecting the quality of the summary, the critique model
produces a textual commentary of the summary’s content.

4We have also tried Llama2-chat, Zhepyr, and Vicuna 33B,
but we find that they do not follow the prompt consistently (i.e.
only predicting numerical scores or only answering true/false).

greedy decoding to ensure determinism and set the 268

maximum generation length to 256 for ACU gener- 269

ation and 5 for ACU verification. More details can 270

be found in Appendix B. 271

4.2 Benchmarks 272

We focus on abstractive summarization bench- 273

marks that measure summary faithfulness by col- 274

lecting human judgments. All of the benchmarks 275

consist of examples from two news summariza- 276

tion datasets CNN/DM (Hermann et al., 2015) and 277

XSum (Narayan et al., 2018), containing news arti- 278

cles from CNN/Dailymail and BBC, respectively. 279

We include benchmarks consisting of annotations 280

on summaries generated by previous state-of-the- 281

art models, as well as those by recent LLM models. 282

SUMMEVAL (Fabbri et al., 2021) consists of an- 283

notations from extractive and abstractive systems. 284

AGGREFACT (Tang et al., 2023) consists of 9 faith- 285

fulness benchmark datasets. We use the FTSOTA 286

split consisting of state-of-the-art fine-tuned sum- 287

marization models, as the authors find that previous 288

metrics, including LLM-based metrics, fall short 289

when evaluating summaries from more recent mod- 290

els. LLMSUMMEVAL (Zhang et al., 2024) is our 291

primary evaluation benchmark, consisting of simi- 292

lar human annotations on summaries generated by 293

LLMs under both zero-shot and few-shot settings. 294

More details can be found in Appendix C. 295

4.3 Evaluation 296

Given the issue of significant class imbalance in 297

the data, computing correlations directly to human 298

labels may not accurately reflect performance. This 299

problem is particularly crucial in contexts like the 300

LLMSUMMEVAL benchmark, where only 20% of 301

annotations are marked as incorrect. To mitigate 302

the impact of this imbalance, we follow Laban et al. 303

(2022); Tang et al. (2023) and focus on comput- 304

ing balanced accuracy. To ensure a fair evaluation 305

across the diverse scales of metric scores, we addi- 306

tionally split the annotations into validation and test 307

sets based on whether their indices are odd or even, 308

following Tang et al. (2023). This allows us to 309

tune for the threshold for the optimal balanced ac- 310

curacy within the validation dataset. Experiments 311

on standard correlations are in Appendix E. 312

4.4 Baseline Metrics 313

We include baseline metrics in the respective bench- 314

marks as well as strong faithfulness metrics de- 315

veloped for summarization evaluation. Our pri- 316
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SUMMEVAL AGGREFACT-FTSOTA LLMSUMMEVAL
CNN/DM XSum CNN/DM XSum

DAE 64.8 ± 2.4 65.4 ± 4.4 70.2 ± 2.3 84.6 ± 1.7 72.9 ± 1.6
QuestEval 73.8 ± 2.6 70.2 ± 3.2 59.5 ± 2.7 86.5 ± 1.9 75.1 ± 1.5
QAFactEval 83.0 ± 1.7 67.8 ± 4.1 63.9 ± 2.4 68.3 ± 3.4 62.3 ± 2.0

ChatGPT-ZS - 56.3 ± 2.9 62.7 ± 1.7 - -
G-Eval 81.9 ± 1.5 - - - -
BelugaEval 81.1 ± 1.6 56.1 ± 2.8 66.1 ± 1.7 77.0 ± 2.0 62.8 ± 1.7
ACUEVAL 86.2 ± 2.1 70.4 ± 3.3 74.5 ± 1.7 89.5 ± 1.6 78.4 ± 1.5

Table 1: Balanced accuracy on summarization benchmarks with 95% confidence intervals.

Human
Summary

GPT-3.5
Summary

Human
Summary

GPT-3.5
Summary

Human
Summary

GPT-3.5
Summary

Human Summary is Better Equally Good LLM Summary is Better

0.70

0.75

0.80

0.85

0.90
Average BelugaEval s scores

Human
Summary

GPT-3.5
Summary

Human
Summary

GPT-3.5
Summary

Human
Summary

GPT-3.5
Summary

Human Summary is Better Equally Good LLM Summary is Better

0.80

0.85

0.90

0.95

1.00
Average ACUEval's scores

Figure 2: Average metric scores for human written sum-
maries and GPT-3.5 summaries. We convert BelugaE-
val’s score to the same scale as ACUEVAL. ACUEVAL
(bottom) closely aligns its scoring with human judg-
ments, awarding higher scores to human summaries
deemed superior by annotators, and lower scores when
the opposite is true. In contrast, BelugaEval (top) re-
veals a preference bias towards GPT-3.5 summaries by
assigning them higher scores across all settings.

mary focus is a comparison with LLM-based met-317

rics, which have been shown to be better at de-318

tecting hallucination than traditional metrics. We319

include strong GPT-based metrics, including G-320

Eval (Liu et al., 2023a), ChatGPT-ZS (Luo et al.,321

2023). However, due to the high cost of running the322

metric across all benchmarks, we also explore an323

alternative, BelugaEval, our variant of G-Eval and324

ChatGPT-ZS based on StableBeluga 2. This open-325

source model offers a similar approach and perfor-326

mance to G-Eval. Finally, we also include standard327

faithfulness metrics, including DAE (Goyal and328

Durrett, 2020), QuestEval (Scialom et al., 2021),329

and QAFactEval (Fabbri et al., 2022). For more330

information, we refer the readers to Appendix A.331

5 Results 332

5.1 Meta-Evaluation 333

We present the balanced accuracy results on the 334

three benchmarks in Table 1. We first note that 335

BelugaEval is a reliable alternative to G-Eval and 336

ChatGPT-ZS, as it achieves similar balanced accu- 337

racy that differs at most by 1 point. For XSum split 338

of AGGREFACT-FTSOTA, BelugaEval improves 339

3.4 points over ChatGPT-ZS. ACUEVAL consis- 340

tently achieves the highest balanced accuracy on 341

all three evaluation benchmarks. Notably, in LLM- 342

SUMMEVAL, our main benchmark, ACUEVAL sur- 343

passes the next-best metric by 3 points in both 344

CNN/DM and XSum datasets, highlighting the 345

high accuracy and robustness of ACUEVAL. 346

Interestingly, despite showing high correlations 347

with human judgments, the LLM-based evaluation 348

metrics, including G-Eval, ChatGPT-ZS, and Bel- 349

ugaEval, do not outperform some of the more es- 350

tablished baseline metrics in terms of balanced ac- 351

curacy. Particularly, the LLM-based metrics’ per- 352

formance was the lowest for the CNN/DM split of 353

AGGREFACT-FTSOTA. This aligns with findings 354

from Tang et al. (2023), which suggest that while 355

these metrics excel in assessing outputs from older 356

systems, they may not be as effective with content 357

generated by more recent models. 358

Furthermore, the results reveal that different met- 359

rics show varied trends when assessing summaries 360

produced by earlier systems compared to those 361

generated by LLMs. For instance, while QuestEval 362

had the lowest balanced accuracy for AGGREFACT- 363

FTSOTA XSum benchmark, it achieved the highest 364

accuracy among traditional metrics in the LLM- 365

SUMMEVAL XSum benchmark. This underscores 366

the importance of re-evaluating various metrics, es- 367

pecially in the context of LLM-generated content, 368

which differs from traditional benchmarks. 369
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CNN/DM XSum Samsum

LLM FactScore 69.33 72.55 76.86
LLM 1-shot 71.90 66.88 75.44
LLM 3-shot 76.48 71.21 81.28
LLM 5-shot 76.59 70.86 81.36

AutoACU2-gen 84.07 82.00 86.96

Table 2: ACU generation results of different prompts on
the ROSE dataset.

5.2 Preference over LLM-based Outputs370

A key concern with metrics based on LLMs is their371

potential bias towards outputs generated by similar372

LLMs. This issue arises because these metrics373

often use the same or a related generation model374

for evaluation, leading to higher scores for outputs375

from similar models (Deutsch et al., 2022).376

Liu et al. (2023a) observed a tendency for G-377

Eval to favor outputs from GPT-3.5 models over378

human-written summaries. To investigate this,379

we conducted similar experiments comparing the380

metric scores for human-written summaries with381

those generated by GPT-3.5. We split the GPT-3.5382

summaries from LLMSUMMEVAL into three cate-383

gories based on how they were rated against human384

summaries: higher, equal, or lower, and compare385

the average metric scores for human summaries386

and the GPT-3.5 summaries under the three cases.387

We perform the analysis using BelugaEval and388

ACUEVAL, both of which use the same underlying389

LLM and present the result in Figure 2. We see390

a clear bias in BelugaEval: It often rates GPT-3.5391

summaries higher than human-written ones, even392

when human annotators preferred the latter. In the393

figure, we see that the average BelugaEval scores394

of GPT-3.5 summary are always higher than that395

for the human summaries. However, our metric,396

ACUEVAL, demonstrated more balanced behavior,397

assigning higher scores to superior human sum-398

maries and vice versa. Nevertheless, it still shows399

a slight preference for GPT-3.5 summaries where400

the summaries were deemed equally good.401

5.3 Ablations402

ACU generation performance. We wish to eval-403

uate the effectiveness of the ACU generation capa-404

bility. Since there are no gold ACUs available for405

generated summaries for comparison, we use the406

ROSE dataset (Liu et al., 2023b) which provides407

expert-written ACUs for examples in the CNN/DM,408

CNN/DM XSum Samsum Average

DeBERTa-XLarge 60.21 73.09 62.77 65.36
LLM FactScore 61.71 52.35 63.80 59.29
LLM Zeroshot 78.32 70.93 82.00 77.08
LLM Fewshot 77.69 71.52 81.86 77.02
LLM Fewshot + doc. 40.50 28.85 40.85 36.73

AutoACU2-match 91.58 92.85 90.80 91.75

Table 3: ACU verification results of different prompts
on the ROSE dataset.

XSum, and Samsum dataset (Gliwa et al., 2019). 409

We compare the ACUs generated by ACUEVAL 410

with expert-written ones. Following the authors, 411

we calculate the Rouge1-F1 (Lin, 2004) score for 412

each generated ACU by greedily finding its best 413

match among the reference ACUs and then taking 414

the average across all generated ACUs. 415

We experiment with various prompts, including 416

those from FactScore (Min et al., 2023), and cre- 417

ate few-shot prompts using the gold ACUs from 418

ROSE’s CNN/DM validation set. Details on our 419

prompt design can be found in the Appendix G.1. 420

We include AutoACU2-gen (Liu et al., 2023b), a 421

T0-3B (Sanh et al., 2022) model fine-tuned on all 422

the reference ACUs as a potential upper bound for 423

this task. Table 2 show the impact of different 424

prompt strategies on ACU quality. 425

We observe that providing more context-specific 426

examples (from 3-shot to 5-shot) leads to marginal 427

improvements for the CNN/DM and Samsum 428

datasets. The FactScore prompt, which focuses 429

on sentence-level generation, shows better results 430

for XSum, which contains single-sentence sum- 431

maries. However, since expert-written ACUs are 432

typically based on multi-sentence summaries and 433

include cross-sentence references, the FactScore 434

approach falls short for CNN/DM and Samsum, 435

often resorting to generic subject assignments. 436

In conclusion, though there still exists a large 437

gap between the few-shot approach and the full 438

fine-tuning method, our analysis indicates that the 439

5-shot variant is preferable. It not only achieves 440

the highest Rouge1 score for the CNN/DM dataset 441

among the different prompts but also demonstrates 442

robust performance across different types of sum- 443

maries, including those in the Samsum dataset. 444

ACU verification performance. Next, we eval- 445

uate the ACU verification capability. We again 446

utilize the ROSE dataset containing expert labels 447

for the presence of reference ACUs in candidate 448

summaries and evaluated using the accuracy of as- 449
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CNN/DM XSum All
G-Eval ACUEVAL G-Eval ACUEVAL G-Eval ACUEVAL

Original Summaries 3.11 50.7 2.50 57.9 2.80 54.3
G-Eval Feedback 4.53 75.7 4.34 82.6 4.43 79.1
ACUEVAL Feedback 4.97 97.3 4.79 97.0 4.88 97.1

Table 4: Faithfulness scores on refined summaries with different feedbacks.

signing the correct label. It is important to note450

that this task is slightly different from the stan-451

dard usage of the ACUEVAL: here, we generate452

ACUs from a reference summary (y) and compare453

them to a candidate summary (ŷ). In contrast, for454

evaluating faithfulness, ACUs are derived from the455

candidate summary (ŷ) and then matched against456

the original document (X).457

Similar to the ablations on ACU generation ca-458

pability, we explore different prompts, including459

FactScore-style prompts, as well as zero-shot and460

few-shot approaches. We also investigate the im-461

pact of incorporating the document as additional in-462

put in a few-shot prompt setup. To compare to other463

metrics for this subtask, we include AutoACU2-464

match, a model using DeBERTa-XLarge, trained465

on all the ACU-summary pairs in the ROSE dataset,466

alongside the original pre-trained model.467

We present our results in Table 3. Notably, the468

zero-shot prompt technique emerges as the most469

accurate, surpassing the results of the pre-trained470

DeBERTa-XLarge model by 12 points across the471

three datasets, and is slightly better than the few-472

shot variant. The FactScore prompt here does not473

show adaptability to our model and task, as it does474

not achieve high accuracy. Adding the document475

to the prompt also results in a noticeable decrease476

in performance. This observation is consistent with477

the findings of Liu et al. (2023c), who noted that478

inputs with redundant information could negatively479

impact predictive performance.480

5.4 Improving Generation via Feedback481

In this section, we assess the impact of the feedback482

informed by ACUEVAL on improving summary483

faithfulness in the summary refinement pipeline dis-484

cussed in Section 3. ACUEVAL feedback consists485

of a comprehensive list of the atomic facts that are486

judged as incorrect according to ACUEVAL. We487

compare our feedback generation method against488

the self-critique method, where GPT-4 is tasked to489

provide a critique of the summary directly. This490

is achieved by asking the model to continue pro-491

ducing content after it has assigned the faithfulness492

score with the G-Eval prompt.493

For a fair comparison, we use GPT-4 as the re- 494

finement model with the same refinement prompt 495

but change the feedback depending on the method. 496

Examples of the refinement prompt with ACUE- 497

VAL feedback and G-Eval feedback can be seen 498

in Figure 6 and Figure 7, respectively. The refine- 499

ment model takes as input a prompt consisting of 500

the document, summary, and feedback. Note that 501

the setup is similar to the iterative summarization 502

process (Zhang et al., 2023), but we also include 503

the original document as additional input. This is 504

important for comparing the two methods fairly 505

because ACUEVAL only highlights where the sum- 506

mary deviates from the source document but does 507

not provide the correct content directly. 508

We randomly selected 50 summaries each from 509

CNN/DM and XSum within the LLMSUMMEVAL 510

dataset, all containing errors identified by ACUE- 511

VAL. We measure the faithfulness of the refined 512

summary using ACUEVAL and G-Eval, which al- 513

lows us to verify that the gain does not stem from 514

optimizing on our proposed ACUEVAL. The result 515

in Table 4 shows that both feedback types improve 516

summary faithfulness, but ACUEVAL feedback 517

leads to the most substantial improvement. Sum- 518

maries refined with ACUEVAL feedback nearly 519

reached perfect faithfulness score, achieving 4.88 520

out of 5 for G-Eval and 97.1 for ACUEVAL. This 521

highlights the strength of ACUEVAL at providing 522

nuanced feedback, enabling LLMs to significantly 523

improve on faithfulness. 524

6 Benchmarking LLM for Faithfulness 525

Lastly, ACUEVAL can also serve as a powerful 526

analytical tool for assessing the capacity of current 527

Large Language Models (LLMs) to generate faith- 528

ful summaries. Demonstrating strong correlations 529

with human evaluations, particularly in recent mod- 530

els, ACUEVAL provides a practical and reliable 531

alternative to human assessments of hallucinations. 532

6.1 LLMSUMMEVAL 533

We first examine the ACUEVAL scores of various 534

models using LLMSUMMEVAL in Table 6, which 535
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Model ACUEVAL HEM Summary Length (# words) Answer Rate (%)

GPT-4 0.995 0.970 81.1 100.0
GPT-3.5 0.992 0.965 84.1 99.6
Llama 2 (70B) 0.989 0.949 84.9 99.9
Anthropic Claude 2 0.988 0.915 87.5 99.3
Llama 2 (13B) 0.984 0.941 82.1 99.8
Google Palm (text-bison-001) 0.977 0.879 36.2 92.4
Cohere (52.4B) 0.970 0.915 59.8 99.8
Cohere-Chat (52.4B) 0.967 0.925 74.4 98.0
Llama 2 (7B) 0.966 0.944 119.9 99.6
Mistral (7B) 0.962 0.906 96.1 97.6
Google Palm-Chat (chat-bison-001) 0.755 0.728 221.1 88.8

Table 5: Hallucination Benchmark sorted by ACUEVAL. We include the model size when possible.

allows us to compare against the provided human536

judgments. The high congruence of these scores537

with human ratings indicates our metric’s align-538

ment with human judgment. Our findings echo the539

insights Zhang et al. (2024) in several ways: we540

find that Instruction-tuned models perform better,541

and reference summaries are less faithful. More542

detailed discussions can be found in Section D. In543

summary, ACUEVAL’s scoring closely aligns with544

human judgments, demonstrating its efficacy as545

a benchmarking tool for discovering informative546

trends among the models.547

6.2 Hallucination Benchmark548

To compare the faithfulness power of more recent549

popular LLMs, we also calculate the ACUEVAL550

scores on the hallucination benchmark. It con-551

tains summaries of 831 documents using 11 strong552

LLMs. The result is presented in Table 5. Models553

are ranked based on their performance according554

to ACUEVAL. The benchmark originally uses the555

Hallucination Evaluation Model5 (HEM) as the556

benchmarking metric, which is trained on fact ver-557

ification with DeBERTaV3 (He et al., 2023). Our558

ACUEVAL ranking reveals similar trends as ob-559

served with HEM: Models that maintain an optimal560

answer rate and adhere to average summary lengths561

tend to score higher in faithfulness.562

In line with previous works (Min et al., 2023;563

Laban et al., 2023), GPT-4 and GPT-3.5 achieve564

the highest faithfulness scores among the mod-565

els. Apart from these two models, there is no566

single model family that consistently shows im-567

provement with scaling model size on HEM-based568

ranking. Nevertheless, our ACUEVAL-based rank-569

ing reveals a notable phenomenon - faithfulness570

scales with model size within the same model fam-571

5https://huggingface.co/vectara/hallucination_
evaluation_model

ily. Our ranking underscores a clear correlation 572

between model size and faithfulness in producing 573

summaries of comparable lengths. For instance, 574

the Llama 2 series shows a definitive hierarchy in 575

faithfulness: 70B outperforms 13B, which in turn 576

surpasses 7B. Similarly, Mistal 7B aligns closely 577

with Llama 2 7B in terms of ranking. This contrasts 578

with the HEM ranking, where a distinct hierarchy 579

is evident (GPT > Llama 2 > Cohere > Claude 2 > 580

Mistral > Google Palm). 581

7 Conclusion 582

In this paper, we introduce ACUEVAL an inter- 583

pretable, fine-grained metric for evaluating faithful- 584

ness for abstractive summarization. Our findings 585

demonstrate that ACUEVAL achieves the highest 586

balanced accuracies across diverse benchmarks and 587

datasets, outperforming other recent, strong LLM- 588

based metrics. Notably, ACUEVAL shows very 589

low bias towards LLM-generated outputs, making 590

it a fair tool for evaluation of summaries in the era 591

of LLMs. Next, we also explore how ACUs that are 592

considered not faithful to the input document can 593

be incorporated as detailed feedback, which in turn 594

enhances the correction model at refining the sum- 595

mary with little hallucination. Finally, we compare 596

the average ACUEVAL scores of various LLMs, 597

assessing their faithfulness in abstractive summa- 598

rization. These comparisons align closely with hu- 599

man judgments and reveal that larger models tend 600

to be more faithful. We hope that ACUEVAL can 601

serve as a foundational guide for evaluating gen- 602

erated summaries. Looking forward, we propose 603

expanding this framework to encompass additional 604

facets of summarization evaluation and adapting it 605

for more complex tasks like multi-document and 606

long-form summarization. 607
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Limitations608

One key challenge of our current approach is the609

slow computation stemming from the need to break610

down the evaluation into two sub-tasks. This is-611

sue becomes particularly evident as the length of612

the summary grows, resulting in an increased num-613

ber of small elements that must be individually614

checked. A potential solution is to have the model615

verify a variable number of ACUs in a single step,616

rather than one at a time. Another possibility is617

to merge two separate steps: having the model618

both create and then verify these elements in one619

go. However, this may be not reliable, as current620

LLMs cannot accurately follow multiple steps at621

once. Another limitation is the need for a model622

that can accurately follow instructions. We tested623

various LLMs, but many struggled with either gen-624

erating or verifying the ACUs accurately. Mistakes625

in the generation phase can lead to further errors626

down the line, magnifying the problem, which is627

true for all model-based evaluation methods.628
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A Details on Baseline Metrics 905

G-Eval (Liu et al., 2023a) is a GPT4-based metric, 906

which significantly outperforms traditional metrics. 907

However, due to the high cost of running the 908

metric across all benchmarks, we also explore an 909

alternative, BelugaEval. This open-source model 910

offers a similar approach and performance. See 911

Appendix F for more details on the comparison 912

between the two metrics. 913

914

ChatGPT-ZS (Luo et al., 2023) is another 915

LLM-based metric that uses ChatGPT to evaluate 916

summaries. We include the results included by 917

AGGREFACT. Similarly, BelugaEval can be seen 918

as an alternative metric. 919

920

BelugaEval is our variant of G-Eval and 921

ChatGPT-ZS based on StableBeluga 2. We use 922

a similar prompt as G-Eval, which can be found 923

in Figure 5. Following Liu et al. (2023a), we 924

integrate a chain-of-thought prompt and utilize 925

the score normalization technique, where the final 926

score is calculated as the weighted summation 927

of the 1-5 scale, each weighted by its respective 928

normalized probability. We refer the readers to the 929

original paper for more details. 930

931

DAE (Goyal and Durrett, 2020) is a fine- 932

grained entailment metric that evaluates the 933

faithfulness between the summary’s dependency 934

arcs and the document. 935

936

QuestEval (Scialom et al., 2021) is a question- 937

generation question-answering (QGQA) metric. 938

It computes answer overlap scores by generating 939

questions from a source document and then 940

assessing how well these questions are answered 941
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by the summary, and vice-versa.942

943

QAFactEval (Fabbri et al., 2022) is a highly944

optimized QGQA-based metric after extensive945

analysis of the individual components.946

B Implementation Details947

We use 8 A100s GPUs to run all experiments. Run-948

ning the ACU generation for each benchmark takes949

around 8 hours and running the ACU verification950

takes around 10 hours. Running GPT-4 (gpt-4-951

0613) for refinement takes around 10 minutes for952

the 50 examples. For all of our experiments, we953

use the transformers package (Wolf et al., 2020).954

All baseline metrics are used with the correspond-955

ing official implementations. For calculating bal-956

anced accuracy and correlations, we use the of-957

ficial scripts from AggreFact (Tang et al., 2023)958

and ROSE dataset (Liu et al., 2023b), respectively.959

Since we use greedy decoding for all experiments960

for deterministic behavior, we only perform single961

runs for all experiments.962

C Benchmark Details963

SUMMEVAL (Fabbri et al., 2021) consists964

of expert annotations of 100 samples from 17965

different extractive and abstractive systems, all966

using the CNN/DM dataset (Hermann et al., 2015).967

To have a fair comparison to previous metrics,968

we use the first 16 systems that were part of the969

initial release. We use the consistency labels970

for assessing faithfulness. The labels are on a971

1-5 Likert scale, and we convert the scores into972

binary labels following Laban et al. (2022): If the973

majority of the expert annotators award a summary974

a score of 5, the summary is categorized with 1.975

976

AGGREFACT (Tang et al., 2023) consists977

of 9 faithfulness benchmark datasets on both978

CNN/DM and XSum (Narayan et al., 2018). This979

benchmark splits the summaries systems into three980

categories: FTSOTA, EXF, and OLD, representing981

state-of-the-art fine-tuned summarization models,982

early transformer models, and older models,983

respectively. All annotations are transformed to a984

binary label. We refer the readers to the original985

paper for more details. The authors find that986

previous metrics, including LLM-based metrics,987

tend to show high accuracy with older summaries988

but fall short when evaluating summaries from989

more recent models. We thus focus on the FTSOTA990

split, containing outputs generated by BART 991

(Lewis et al., 2020), T5 (Raffel et al., 2020), and 992

PEGASUS (Zhang et al., 2020). The annotations 993

are split according to the two datasets. 994

995

LLMSUMMEVAL (Zhang et al., 2024) is 996

our primary evaluation benchmark. It collects simi- 997

lar human annotations on summaries generated by 998

LLMs under both zero-shot and few-shot settings. 999

It includes 100 examples of 19 settings for both 1000

CNN/DM and XSum.6 Similar to AGGREFACT, 1001

we split the benchmark based on the two datasets. 1002

1003

All benchmarks use CNN/DM and XSum, 1004

which are under the MIT license. For the bench- 1005

marks, SummEval is under the MIT. We follow the 1006

authors’ instructions for download and usage. 1007

D Benchmarking on LLMSUMMEVAL 1008

We first examine the ACUEVAL scores of various 1009

models using LLMSUMMEVAL in Table 6, which 1010

allows us to compare against the provided human 1011

judgments. The high congruence of these scores 1012

with human ratings indicates our metric’s align- 1013

ment with human judgment. Our findings echo the 1014

insights Zhang et al. (2024) in several ways: 1015

Instruction-tuned models perform better. 1016

Instruction-tuned GPT-3 models, especially in 1017

zero-shot scenarios, surpass their non-instruction- 1018

tuned counterparts and generally achieve the 1019

highest faithfulness scores across datasets. Similar 1020

observations can be made under the few-shot 1021

setting for XSum. This trend also manifests under 1022

ACUEVAL scores, which show higher scores for 1023

instruction-tuned models. The only exception is 1024

the few-shot 350M model on CNN/DM, where hu- 1025

man scores also consider the non-instruction-tuned 1026

models to be better. 1027

Reference summaries are less faithful. Zhang 1028

et al. (2024) note that the reference summaries are 1029

poor for the two datasets. This can be directly veri- 1030

fied, as the human scores for the reference summary 1031

are generally among the lowest ones, especially for 1032

XSum. ACUEVAL scores mirror this trend, placing 1033

reference summaries among the lowest. 1034

In summary, ACUEVAL’s scoring closely aligns 1035

with human judgments, demonstrating its efficacy 1036

as a benchmarking tool for discovering informative 1037

trends among the models. 1038

6For XSum, the authors note that the 350M GPT3 model
provides only empty outputs, and thus the XSum annotations
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CNN/DM XSum
Setting Models ACUEVAL Human ACUEVAL Human

Zero-shot

GPT-3 (350M) 0.287 0.29 0.277 0.26
GPT-3 (6.7B) 0.267 0.29 0.688 0.77
GPT-3 (175B) 0.511 0.76 0.416 0.80
Ada Instruct v1 (350M) 0.817 0.88 0.878 0.81
Curie Instruct v1 (6.7B) 0.986 0.97 0.966 0.96
Davinci Instruct v2 (175B) 0.992 0.99 0.944 0.97

Few-shot

Anthropic-LM (52B) 0.995 0.94 0.926 0.70
Cohere XL (52.4B) 0.962 0.99 0.883 0.63
GLM (130B) 0.974 0.94 0.896 0.74
OPT (175B) 0.989 0.96 0.891 0.67
GPT-3 (350M) 0.891 0.86 - -
GPT-3 (6.7B) 0.960 0.97 0.864 0.75
GPT-3 (175B) 0.991 0.99 0.858 0.69
Ada Instruct v1 (350M) 0.817 0.84 0.736 0.63
Curie Instruct v1 (6.7B) 0.988 0.96 0.928 0.85
Davinci Instruct v2 (175B) 0.994 0.98 0.940 0.77

Fine-tuned BRIO 0.983 0.94 0.845 0.58
PEGASUS 0.990 0.97 0.842 0.57

References 0.968 0.84 0.785 0.37

Table 6: ACUEVAL scores on LLMSUMMEVAL benchmark.

SUMMEVAL LLMSUMMEVAL- LLMSUMMEVAL-
CNN XSUM

Sys. Sum. Sys. Sum. Sys. Sum.

QuestEval 0.700 0.271 0.578 0.406 0.556 0.423
UniEval 0.750 0.356 0.637 0.353 0.346 0.348

G-Eval 0.600 0.463 - - - -
BelugaEval 0.700 0.403 0.472 0.364 0.425 0.270
ACUEVAL 0.683 0.369 0.637 0.409 0.556 0.439

Table 7: Kendall Correlation on SUMMEVAL and LLM-
SUMMEVAL for Consistency.

E Results on Meta-Evaluation1039

Table 7 shows results with traditional meta-1040

evaluation metrics, i.e. Kendall correlations on1041

SUMMEVAL and LLMSUMMEVAL. The correla-1042

tion results mirror the results we previously ob-1043

served in balanced accuracy shown in Table 1.1044

Notably, BelugaEval, representing LLM-based1045

approaches that generate direct scores, shows a1046

weaker correlation for more recent outputs from1047

LLMSUMMEVAL. These correlations generally1048

fall below those of baseline metrics. However,1049

ACUEVAL achieves the highest system-level and1050

summary-level correlations on both LLMSUM-1051

MEVAL benchmarks, especially on the XSum1052

dataset, corresponding to the larger presence of1053

hallucinations in the XSum dataset. Interestingly,1054

ACUEVAL does not show any improvement over1055

BelugaEval on the SUMMEVAL dataset. We em-1056

phasize the importance of referring back to the1057

contain 1800 examples in total.

balanced accuracy results in Section 4.3, especially 1058

considering the substantial class imbalance present 1059

in these datasets. 1060

F Comparison between LLM-based 1061

Evaluation Metrics. 1062

The prompt used for BelugaEval can be found in 1063

Figure 5. This is very similar to the prompt used for 1064

G-Eval except that we change the chain-of-thought 1065

prompt to the instruction Fabbri et al. (2021) uses 1066

for human annotation. We notice that this more 1067

targeted prompt improves the performance. Since 1068

we use StableBeluga 2 as the LLM, we use greedy 1069

decoding for reliable predictions. We also use the 1070

original score normalization technique outlined in 1071

Liu et al. (2023a). 1072

G Prompts 1073

G.1 ACUEVAL Prompts 1074

ACU Generation. We show our 5-shot prompt 1075

for generating the ACUs in Figure 3. Examples 1076

are taken from the ROSE dataset. For 1-shot and 3- 1077

shot, we select the first one and first three examples, 1078

respectively. For FactScore-style prompt, we use 1079

the prompt in Min et al. (2023), which contains 1080

multiple human-written in-context examples. 1081

ACU Verification. The prompt is shown in Fig- 1082

ure 4. For FactScore-style prompt, we use the pro- 1083

vided prompt: "{{ACU}} True or False?" 1084
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G.2 Refinement Prompts1085

For refinement, we use Figure 6 for ACUEVAL-1086

style and Figure 7 for G-Eval-style prompt. We1087

note that the two prompts have the same refinement1088

prompt and differs only in the comment section:1089

ACUEVAL-style comment contains a list of incor-1090

rect atomic facts, while the comment with G-Eval-1091

style is a free-form text generated by the scoring1092

model.1093

H Refinement Examples1094

We show examples of refinement in Figure 8.1095
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Please breakdown the following passage into independent facts: Has Diamond Blackfan Anaemia so her body can’t produce red blood cells . The condition is so rare
it affects only around 125 people in the country . Amie has to go into hospital every four weeks for a blood transfusion . For six days out of the week, Amie is
attached to a tube which removes excess iron from her blood .
- Amie has Diamond Blackfan Anaemia
- Amie’s body can’t produce red blood cells
- The condition is so rare
- The condition affects only around 125 people
- only around 125 people in the country is affected
- Amie has to go into hospital
- Amie has to go into hospital every four weeks
- Amie has to go into hospital for a blood transfusion
- Amie is attached to a tube
- For six days out of the week, Amie is attached to a tube
- the tube removes excess iron
- excess iron is removed from Amie’s blood.

Please breakdown the following passage into independent facts: Paul Goldstein travels the world photographing animals in their habitats . Chooses his favourite
mother-child shots for Mother’s Day . Highlights include a newborn giraffe walking within 15 minutes of birth .
- Paul Goldstein travels the world.
- Paul Goldstein photographs animals.
- Animals are in their habitats.
- Paul Goldstein chooses his favourite mother-child shots for Mother’s Day.
- Highlights include a giraffe.
- The giraffe is a newborn.
- The giraffe is walking within 15 minutes of birth.

Please breakdown the following passage into independent facts: Paula Deen Cuts The Fat will feature 200 light recipes and low-fat updates to 50 of the chef’s ’classic’
dishes, she said . Deen also has a new distribution deal with Hachette Book Group . The publisher will release multiple new cookbooks from Deen, and will reissue
her previous books in print and electronic form . Just days ago Deen announced she will launch a daily radio show and weekly podcast in May .
- Paula Deen said Cuts The Fat will feature 200 light recipes
- Paula Deen said Cuts The Fat will feature light recipes
- Paula Deen said Cuts The Fat will feature low-fat updates to the chef’s ’classic’ dishes
- Paula Deen said Cuts The Fat will feature low-fat updates to 50 of the chef’s ’classic’ dishes
- Deen has a new distribution deal
- Deen has a distribution deal with Hachette Book Group
- Hachette Book Group will release multiple new cookbooks
- Hachette Book Group is a publisher
- Hachette Book Group will release new cookbooks from Deen
- Hachette Book Group will reissue Dean’s previous books
- Hachette Book Group will reissue Dean’s previous books in print
- Hachette Book Group will reissue Dean’s previous books in electronic form
- Just days ago Deen made an announcement
- Deen announced she will launch a daily radio show
- Deen announced she will launch a daily radio show in May
- Deen announced she will launch a weekly podcast
- Deen announced she will launch a weekly podcast in May

Please breakdown the following passage into independent facts: Winston Reid looks set to sign a contract extension at West Ham . West Ham chairman David Gold:
’I am hopeful that Winston will sign for us’ Reid is out of contract this summer and had been linked with other clubs . Tottenham Hotspur and Arsenal were among
those interested . The New Zealand defender has been at Upton Park since 2010 .
- Winston Reid looks set to sign a contract extension
- Winston Reid looks set to sign a contract extension at West Ham
- West Ham chairman David Gold: ’I am hopeful that Winston will sign for us’
- David Gold: ’I am hopeful that Winston will sign for us’
- David Gold is the West Ham chairman
- Reid is out of contract
- Reid is out of contract this summer
- Reid had been linked with other clubs
- Tottenham Hotspur was among those interested
- Arsenal was among those interested
- Reid has been at Upton Park
- Reid has been at Upton Park since 2010
- Reid is a defender
- Reid comes from New Zealand

Please breakdown the following passage into independent facts: Boy was admitted to hospital in Italy and suffered four seizures . Was suffering from posterior
reversible encephalopathy syndrome (PRES) Doctors were baffled as scans ruled out all usual major causes of PRES . His teeth were black so they found he had been
eating masses of liquorice . Had consumed double the recommended daily amount of glycyrrhizin . Doctors now calling for safety warning to be printed on sweet
packets .
- Boy was admitted to hospital
- Boy was admitted to hospital in Italy
- Boy suffered seizures
- Boy suffered four seizures
- Boy was suffering from posterior reversible encephalopathy syndrome (PRES)
- Doctors were baffled
- Scans ruled out all usual major causes of PRES
- The boy’s teeth were black
- Doctor found the boy had been eating liquorice
- Doctor found the boy had been eating masses of liquorice
- The boy had consumed double the recommended daily amount of glycyrrhizin
- The boy had consumed glycyrrhizin
- Doctors now calling for safety warning to be printed
- Doctors now calling for safety warning to be printed on sweet packets

Please breakdown the following passage into independent facts: {{Summary}}

Figure 3: 5-shot prompt for ACU generation.
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Read the passage and the statement. Then, answer whether all the information in the statement can be found in the passage.

Passage: {{Document}}

Statement: {{ACU}}

You are ONLY allowed to answer with Yes or No.

Figure 4: Zero-shot prompt for ACU verification.

In this task you will evaluate the quality of summaries written for a news article.

To correctly solve this task, follow these steps:
1. Carefully read the news article, be aware of the information it contains.
2. Read the summary.
3. Rate each summary on a scale from 1 (worst) to 5 (best) by its consistency.

Definition:
The consistency rating measures how well the facts in the summary are consistent with the facts in the original article.
Consider whether the summary does reproduce all facts accurately and does not make up untrue information.

Article:
{{Document}}

Summary:
{{Summary}}

Consistency Score:

Figure 5: Prompt for BelugaEval.

You will be given a document and a summary. You will then be given a comment on the summary.

Your task is to revise the summary given the comment.

Please make sure you address all the suggestions by only making the least amount of changes.

Document:

{{Document}}

Summary:

{{Summary}}

Comment:

The summary is not consistent with the source text. The source text does not mention the following facts:
- {{Incorrect Atomic Fact 1}}
- {{Incorrect Atomic Fact 2}}
...
- {{Incorrect Atomic Fact N}}

The summary should not include information that is not present in the article. Please check the document for the correct information and make appropriate edits.

Revised Summary:

Figure 6: Prompt for correcting faithfulness errors with ACUEVAL-style comment. {{Incorrect Atomic Fact i}} is
replaced with {1...N} incorrect atomic facts that are judged as not consistent with the source.
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You will be given a document and a summary. You will then be given a comment on the summary.

Your task is to revise the summary given the comment.

Please make sure you address all the suggestions by only making the least amount of changes.

Document:

{{Document}}

Summary:

{{Summary}}

Comment:

{{Comment}}
The summary should not include information that is not present in the article. Please check the document for the correct information and make appropriate edits.

Revised Summary:

Figure 7: Prompt for correcting faithfulness errors with G-Eval-style comment. The {{Comment}} is replaced with
the continuation of G-Eval containing an explanation generated by GPT-4.

Document: It had already been announced the 30-year-old would leave the Warriors when his contract expires this summer. The South Africa-born forward becomes
Sale’s first new signing for next season. "Josh is a world class ball-carrying forward," said Sharks director of rugby Steve Diamond. "He has been performing well for
both Glasgow and Scotland over the past five years and will complement the squad in the ball-carrying department." Strauss joined Glasgow from Super Rugby side
Lions in 2012 and, after three years of residency, qualified to play for Scotland in time for the 2015 World Cup. Number eight Strauss has been sidelined by a kidney
injury sustained during the Six Nations defeat by France, ruling him out of the rest of the tournament. "Since coming to the UK I always had it in the back of my
mind that I wanted to play in the Premiership," said Strauss. "I have really enjoyed my time with the Warriors, but I asked my agent to look around for me. He came
back with Sale Sharks who have a good name, a good record in the Premiership and looked an attractive proposition."
Original Summary: Premiership side Sale Sharks will sign Scotland and Glasgow back row forward Josh Strauss on a three-year deal from next season.
Refined Summary w. G-Eval prompt: Premiership side Sale Sharks will sign Scotland and Glasgow back row forward Josh Strauss on a three-year deal from next
season.
Refined Summary w. ACUEVAL: Premiership side Sale Sharks will sign Scotland and Glasgow back row forward Josh Strauss from next season.

Document: Real Madrid’s La Liga and Champions League chances have been dealt a major blow with confirmation that Luka Modric could miss the rest of the
season with a knee injury. The Croatian midfielder pulled up in the second half against Malaga on Saturday and tests on Sunday confirmed a sprained ligament in his
right knee with a recovery time of between five and six weeks. The news comes as the club wait to assess the full extent of Gareth Bale’s calf injury, picked up in the
same game. The connection between the former Tottenham pair is an essential part of Carlo Ancelotti’s side’s chances of picking up silverware this season. Former
Tottenham midfielder Luka Modric is helped off the Bernabeu pitch by medical staff . Cristiano Ronaldo was the first Madrid player to go over to Gareth Bale, who
picked up an injury on Saturday . Luka Modric hobbles off the Bernabeu pitch have sprained a ligament in his right knee on Saturday . Modric could still be back
for the Champions League final but Real Madrid will have to get there without him. On Wednesday when they play the second leg of their quarter-final against
Atletico Madrid, poised at 0-0 after the first 90 minutes, they will almost certainly also be without Bale. It’s one year on from his dramatic winner in the Copa del Rey
final but Bale, who also scored in the Champions League final and the World Club Cup last year, is likely to be in a race to get back before the Champions League
semi-finals on 5-6 May should Real reach them. Gareth Bale went down injured after less than five minutes at the Bernabeu on Saturday evening . Real Madrid will
have Karim Benzema back against Atletico so he will partner Crisitano Ronaldo up front with James Rodriguez, Toni Kroos and Isco plus whoever Ancelotti calls
upon to replace Modric in a midfield four. German international Sami Khedira and former Real Sociedad player Asier Illaramendi are the options. Bale’s absence
will be a massive blow for Ancelotti. He said in midweek: ’Bale was fantastic last season and has been very good this year. He scored goals in the finals last season
and he will be important for us as this season reaches its climax.’ And most Real Madrid supporters see Modric as even more important to the team. The Croatian
injured himself towards the end of last year and when he missed three months of football it coincided with the team’s worst run of form. The Welsh forward was
forced off and faces a race to be fit for Real’s Champions League quarter-final . The Spanish press reacts to Real Madrid’s injury ’crisis’ having beaten Malaga 3-1 on
Saturday . Cristiano Ronaldo celebrates after securing the 3-1 victory late on against Malaga on Saturday .
Original Summary: - Luka Modric, the Croatian midfielder, is likely to miss the rest of the season with a knee injury. - Gareth Bale, who also scored in the
Champions League final and the World Club Cup last year, is likely to be in a race to get back before the Champions League semi-finals on 5-6 May should Real
reach them. - Karim Benzema, the Real Madrid midfielder, is back against Malaga after picking up a injury on Saturday. - James Rodriguez, Toni Kroos and Isco,
plus whoever Ancelotti calls upon to replace Modric in a midfield four
Refined Summary w. G-Eval prompt: - Luka Modric, the Croatian midfielder, could miss the rest of the season with a knee injury, but may still be back for the
Champions League final. - Gareth Bale, who also scored in the Champions League final and the World Club Cup last year, picked up a calf injury and is likely to be
in a race to get back before the Champions League semi-finals on 5-6 May should Real reach them. - Karim Benzema, the Real Madrid midfielder, will be back for
the game against Atletico Madrid. - James Rodriguez, Toni Kroos and Isco, plus whoever Ancelotti calls upon,
Refined Summary w. ACUEVAL: - Luka Modric, the Croatian midfielder, is likely to miss the rest of the season with a knee injury. - Gareth Bale, who also scored
in the Champions League final and the World Club Cup last year, is likely to be in a race to get back before the Champions League semi-finals on 5-6 May should
Real reach them. - Real Madrid will have Karim Benzema back against Atletico, and he will partner with Cristiano Ronaldo up front. - James Rodriguez, Toni Kroos
and Isco, plus whoever Ancelotti calls upon, will replace Modric in a midfield four.

Figure 8: Examples of refined summary given G-Eval-style prompt and prompt using ACUEVAL.
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