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Abstract

Time-sensitive question answering is to answer001
questions with specific timestamps from the002
given long document. Existing works mostly003
focus on only one of the high-quality answers,004
but it is common that multiple answers simul-005
taneously satisfy the constraints of a specific006
timestamp in the time-sensitive question. For007
example, an individual may play two different008
roles during a specific timestamp. In this paper,009
we construct a Multi-answer Time-sensitive010
question answering dataset, MulTiple, consist-011
ing of 17,580 multi-answer instances. Each012
contains a question, a corresponding long doc-013
ument and multiple answers. To ensure that014
the generated questions have multiple answers,015
we propose a global iteration method to ob-016
tain time-evolving events with multiple objects017
for the same subject and relation. Moreover,018
the baseline model IterBird is proposed to pro-019
gressively gain multiple answers by integrat-020
ing an iterative mechanism with the single-021
answer model. We construct extensive experi-022
ments on MulTiple and results show that Iter-023
Bird significantly outperforms other baselines024
with SEM scores of 25.65% and 22.69%. It025
demonstrates that existing models struggle to026
obtain the full answers, even as clue words027
are provided in the time-sensitive questions.028
The dataset and code are released in http:029
//github.com/multipledata/MTQA.030

1 Introduction031

Time is universally acknowledged as a pivotal fac-032

tor affecting people’s work, daily routines, and033

social activities in the real world. According to034

statistics (Chia et al., 2022), time-related qualifiers035

account for 48% in the widely used knowledge036

base WiKidata (Vrandecic and Krötzsch, 2014).037

Recently, several time-sensitive question answer-038

ing datasets and models have been proposed, as039

it has drawn increasing interest over the past few040

years (Jia et al., 2018, 2021; Chen et al., 2021,041

[Question-dependent] 

What were the three positions of Ashley Fox between 2011 and 2012?

Club words: three

[Document-dependent] 

What were the positions of Ashley Fox between 2011 and 2012?

Time-sensitive Questions

[Document]

Ashley Fox (born 15 November 1969) is a British Conservative Party

politician. He was a Member of the European Parliament (MEP) for South

West England and Gibraltar. He was leader of the Conservatives in the

European Parliament from 2014 to 2019. He chairs the Independent…

Fox was first elected to the [member of the European Parliament]ans in

2009 and was re-elected in 2014 before losing his seat in 2019. Fox served

as [Chief Whip of the European Conservative & Reformists Group

(ECR)]ans 2010-2014 . In his first mandate…

In 2011-12, Fox was [rapporteur on Corporate Governance]ans in Financial

Institutions. In 2016, he was the shadow rapporteur for Energy Efficiency

Labeling. In 2018, Fox was the rapporteur on the Crowdfunding Report. His

final report in January 2019 was on the need for a Comprehensive

European Industrial Policy on Artificial Intelligence and Robotics. During his

time in Parliament Fox campaigned on numerous issues…

Multiple Answers

member of the European Parliament

Chief Whip of the European Conservative & Reformists Group (ECR)
rapporteur on Corporate Governance 

Figure 1: An Example of multi-answer time-sensitive
question and answers pair on MulTiple, where question
consists of two categories: question-dependent (includ-
ing club words) and document-dependent.

2022; Tan et al., 2023). They have in common that 042

only a high-quality answer is provided for each 043

time-sensitive question. However, is a single an- 044

swer enough? As shown in Figure 1, it is notably 045

insufficient to answer “member of the European 046

Parliament" or “rapporteur on Corporate Gover- 047

nance" for the time-sensitive question “What was 048

the position of Ashley Fox from 2011 to 2012?". 049

Therefore, it is valuable to encourage models to 050

provide an appropriate number of answers. 051

Indeed, a few datasets contain multi-answer 052

questions, such as TimeQA (Chen et al., 2021) and 053

TempReason (Tan et al., 2023). However, models 054

tend to focus on only one of the answers (Raffel 055

et al., 2020; Izacard and Grave, 2021; Zhu et al., 056

1

http://github.com/multipledata/MTQA
http://github.com/multipledata/MTQA
http://github.com/multipledata/MTQA


2023; Li et al., 2023) and overlook research on057

multi-answer questions. It could be attributed to058

the fact that (1) the number of multi-answer ques-059

tions is not large enough; (2) models on existing060

datasets are still designed for single-answer time-061

sensitive questions with imbalanced proportions.062

For example, the amount (proportion) of multi-063

answer questions are 2667 (7%) and 373 (2.3%)064

in TimeQA (Chen et al., 2021) and TempReason065

(Tan et al., 2023) datasets, respectively. Therefore,066

it is imperative to construct a dataset for studying067

multi-answer time-sensitive questions.068

In this paper, we introduce MulTiple, a multi-069

answer time-sensitive question answering dataset,070

including 17,580 multi-answer instances. And each071

contains a question, a corresponding long docu-072

ment and multiple answers, as shown in Figure 1.073

Specifically, MulTiple is constructed by four steps:074

data mining, data preprocessing, quality control075

and question generation. To ensure that the gener-076

ated questions have multiple answers, we mine and077

reconstruct time-evolving events by considering078

temporal relations between events with the same079

subject and relation. Also, we create two visions of080

questions based on whether the generated question081

contained clue words, prompting the number of082

answers. Document-dependent questions are more083

challenging, as they have an uncertain number of084

answers. To build a more realistic and challenging085

variant of the dataset, we add a comparable number086

of single–answer and unanswerable to the MulTi-087

ple by the same preprocessing. The total size of the088

expanded dataset is 49046 instances, about 2.79089

times the basic version.090

Moreover, we also propose a novel baseline091

method, IterBird, to extract multiple answers itera-092

tively based on the single-answer model BigBird.093

Experimental results demonstrate IterBird achieves094

the best performance in almost all baselines.095

In a nutshell, our contributions are as follows:096

• We construct a multi-answer dataset of time-097

sensitive question answering named MulTi-098

ple, consisting of 17,580 high-quality multi-099

answer instances. In doing so, we design100

a global iteration method to construct time-101

evolving events with multiple objects for the102

same subjects and relations.103

• We propose a novel baseline method, Iter-104

Bird, to obtain multiple answers by integrating105

an iterative mechanism with the basic single-106

answer model.107

• We conduct extensive experiments on Mul- 108

Tiple and results show that existing models, 109

including the large language models, struggle 110

to obtain the all answers, even as clue words 111

are provided in the time-sensitive questions. 112

2 Task Formulation 113

Multi-answer Time-sensitive Question Answering 114

(MTQA) is defined to generate a set of answers 115

A = {A1, A2, . . . , Ak}(k ≥ 0) for the given time- 116

sensitive question Q based on the given long doc- 117

ument D, where k is the number of answers and 118

each answer Ai often originates from the docu- 119

ment D. Time-sensitive questions typically consist 120

of the subject, relation, a certain timestamp and 121

club words (optional), such as, “What were the 122

three [Club word] positions of [Relation] Ashley 123

Fox [subject] from 2011 to 2012 [Timestamp]? ". 124

The long document D describes the corresponding 125

subject, which comprises various related relations 126

and timestamps except for question mentions, as 127

shown in the middle of Figure 1. Note that multiple 128

answers are typically scattered across a long doc- 129

ument and appear in diverse styles. For example, 130

answers “member of the European Parliament", 131

“Chief Whip of the European Conservative & Re- 132

formists Group (ECR)" and “rapporteur on Corpo- 133

rate Governance" are found in different sentences 134

and even paragraphs, as shown in Figure 1. 135

3 Dataset Construction 136

The multi-answer time-sensitive question answer- 137

ing dataset is constructed by four steps: Data Col- 138

lection, Data Preprocessing, Quality Control and 139

Question Generation, as shown in Figure 2. 140

3.1 Data Collection 141

To obtain question-document pairs, we excavate 142

temporal events and their corresponding documents 143

from the widely used knowledge base Wikidata 144

(Vrandecic and Krötzsch, 2014) and Wikipedia. 145

Mining temporal facts from Wikidata. We 146

first utilize existing annotations to identify events 147

over time and mine them by resorting to Wikidata. 148

Followed by (Chen et al., 2021), we first mine time- 149

evolving events with time quantifiers P580 (start 150

time), P582 (end time) and P585 (point in time) 151

and structure them in the form of quadruples {sub- 152

ject, relation, object, timestamp}, where timestamp 153

includes two types of time point and time interval. 154

Then, time-evolving events with the same subject 155
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Subject𝒊

𝑹𝟏

𝑹𝟐

𝑹𝒏

{Subject𝒊, 

(𝑅1, 𝑂1, 𝑡1
𝑠 , 𝑡1

𝑒 )

     (𝑅1, 𝑂2, 𝑡2
𝑠 , 𝑡2

𝑒 )

(𝑅1, 𝑂3,  𝑡3 )

     ……
(𝑅1, 𝑂𝑛, 𝑡𝑛

𝑠 , 𝑡𝑛
𝑒 )

}

Subject𝒊
YYYYY

xx𝑶𝒃𝒋𝒆𝒄𝒕𝟏 xxxx

xxxx.xx𝑶𝒃𝒋𝒆𝒄𝒕𝟑 x

xxxxxxxxxxxx.
YYYYY

xx𝑶𝒃𝒋𝒆𝒄𝒕𝟐 xxxx
xxxxxxxxxxxx.

YYYYY
xxxxxxxxxxx
…… 

WiKiPedia

WiKidata

Step 1: Time-evolving Data Collection

𝑡4
s𝑡1

s 𝑡2
s 𝑡2

e
𝑡1
e 𝑡5

e 𝑡4
e

𝑂bject1 𝑂bject2 𝑂bject4𝑂bject3

𝑡3

𝑂bject5

Time

…

…

𝑡5
s

Step 2: Time-evolving Data Preprocessing

[Fact]:  {Subject𝒊,   (𝑅1, {𝑂1, 𝑂2}, 𝑡2
𝑠 , 𝑡1

𝑒 ) # Time Interval 

                             (𝑅1, {𝑂2, 𝑂3},     𝑡3 ) # Time Point

……             }

Step 3: Document-Event Pairs Quality Control

[Fact]:  

{Subject𝒊,   (𝑅1, {𝑂1, 𝑂2}, 𝑡𝑠
2, 𝑡𝑒

1 )

                  (𝑅1, {𝑂2, 𝑂3},    𝑡
3 )

……           }

[Document]

YYYYY

xx𝑶𝒃𝒋𝒆𝒄𝒕𝟏 xxxxxxxx.xxxxxx

xx𝑶𝒃𝒋𝒆𝒄𝒕𝟑 xxxxxxxxxxxxx.
YYYYY

xx𝑶𝒃𝒋𝒆𝒄𝒕𝟐 xxxxxxxxxxx…….

Human 
Revision

NLI
Model

Document  
Event
Pairs

Yes

No

Step 4: Question Generation

Question-dependent

Doc: Subject𝒊 is ……

Q1: Which $Number $𝑅1 did 

$ Subject𝒊 between 𝑡2
𝑠 and 𝑡1

𝑒?

Doc: Subject𝒊 is ……

Q2: Which $Number $𝑅1 did 

$ Subject𝒊 in 𝑡3?

Document-dependent

Doc: Subject𝒊 is ……

Q1: What were the $𝑅1 of

$ Subject𝒊 from 𝑡2
𝑠 to 𝑡1

𝑒?

Doc: Subject𝒊 is ……

Q2: Which were the $𝑅1 of

$ Subject𝒊 in 𝑡3?

Which two positions did Ashley Fox

hold between 2011 and 2012?

What were positions of Ashley Fox

hold in 2014?

Figure 2: The overall framework for constructing dataset, MulTiple. It consists of four steps: Data Collection, Data
Preprocessing, Quality Control and Question Generation.

and relation are arranged in chronological order156

and merged as temporal facts, formulated as:157

(Sub, {Ri, O1, t1}, {Ri, O2, t2}, . . . , {Ri, On, tn})158

where sub,Ri, Oj and tj denote the subject and its159

i-th relation, object and timestamp.160

We discarded some temporal facts and events161

that exist: 1) events with numeric objects, as162

these numerical events are less likely to appear163

in Wikipedia texts. 2) The timing of time-evolving164

events does not overlap at all, since the multi-165

answer phenomenon is less likely to occur in re-166

lations with non-overlapping times. 3) There is167

only one time-evolving event because a single event168

is unable to generate tuples with multiple objects.169

We have successfully mined roughly 180K time-170

evolving events and 36K temporal facts.171

Mining long documents from Wikipedia. Af-172

ter getting those temporal facts, we require trac-173

ing back to the corresponding Wikipedia pages of174

subjects as their context. However, the directly175

mined documents often contain a lot of noise,176

since the two large knowledge bases are not a177

perfect match. We employ a distance supervision178

(Mintz et al., 2009) approach to determine whether179

the long document D contains relation Ri and180

objects O1, O2, . . . , On within the temporal fact181

(Sub,Ri, {O1, t1}, {O2, t2}, . . . , {On, tn}). We182

discard the instance if the relation Ri is not present183

in the document or there are fewer than two ob-184

jects. Finally, we have successfully mined about185

10K long documents.186

3.2 Data Preprocessing 187

To ensure the generated time-sensitive questions 188

with multiple answers, we construct multi-object 189

time-evolving events based on the above coarse 190

screening temporal facts. During this process, 191

we merge multiple time-evolving events within 192

the same temporal fact for creating multi-object 193

quadruples. Similar to the original ones, they 194

are categorized into two types: time intervals 195

(ts, te) and time points t (i.e., ts = te), where ts 196

and te denote the start and end time, respectively. 197

The following takes two time-evolving events 198

{Sub,Ri, O1, t1} and {Sub,Ri, O2, t2} (ts1 ≤ ts2) 199

as an example to explain. 200

For multi-object time-evolving events with time 201

points, it is constructed in two manners: 202

• If two events are {Sub,Ri, O1, (t
s
1, t

e
1)} and 203

(Sub,Ri, O2, t2}, we first determine the 204

chronological relation between their times- 205

tamps. And when ts1 ≤ t2 ≤ te1, a new quadru- 206

ple {Sub,Ri, {O1, O2}, t2} is constructed. 207

• If two events are {Sub,Ri, O1, (t
s
1, t

e
1)} and 208

{Sub,Ri, O2, (t
s
2, t

e
2)}, the chronological re- 209

lation is determined and the new quadruple 210

{Sub,Ri, {O1, O2}, te1} is constructed when 211

te1 = ts2. 212

For multi-object time-evolving events with time 213

intervals, it also created in two manners: 214

• If two events are {Sub,Ri, O1, (t
s
1, t

e
1)} and 215

(Sub,Ri, O2, t2}, we start by reordering them 216

according to the chronological relation be- 217

tween their timestamps. The new quadruple 218
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[Document] Joseph Armitage Robinson (9 January 1858 - 7 May 1933) was a priest in the Church of England and scholar... Mary,
Cambridge until 1886, then a Cambridge Whitehall preacher from 1886 to 1888. That year he was appointed examining chaplain to
the Bishop of Bath and Wells and vicar of All Saints Church, Cambridge where he stayed from 1888 until 1892. He was also a dean
of Christs College, Cambridge, from 1884 to 1890. In 1893, he was appointed Norrisian professor of Divinity at Cambridge Univer-
sity, serving as such until 1899, during which he was also a prebendary of Wells Cathedral. He served as rector of St Margarets,
Westminster 1899-1900, and was appointed a canon of Westminster in 1899, serving until his appointment as dean. In 1902...

Question-dependent
Times Point

(1) Which four positions did Armitage Robinson take in 1888?
(2) Which two positions did Armitage Robinson take in 1896?

Times Interval
(1) Which two positions were occupied by Armitage Robinson between 1886 and 1888?
(2) Before 1892, which four positions had Armitage Robinson held?

Document-dependent
Times Point

(1) Which roles did Armitage Robinson occupy in 1895?
(2) In 1899, what positions did Armitage Robinson hold?

Times Interval
(1) During the period from 1893 to 1899, which positions did Armitage Robinson occupy?
(2) After 1899, which positions did Armitage Robinson assume?

Table 1: Examples of multi-answer time-sensitive questions on MulTiple. It consists of two separate visions of the
question based on the presence of clue words: Question-dependent and Document-dependent.

{Sub,Ri, {O1, O2}, {ts1, te1}} is constructed219

when it satisfies that ts1 ≤ t2 ≤ te1.220

• If two events are {Sub,Ri, O1, (t
s
1, t

e
1)} and221

{Sub,Ri, O2, (t
s
2, t

e
2)}, it further divides into222

two distinct scenarios after reordering: (1)223

When ts1 ≤ ts2 < te2 ≤ te1, a new quadruple224

{Sub,Ri, {O1, O2}, (ts2, te2)} is constructed;225

(2) When ts1 < ts2 < te1 < te2, a new quadruple226

{Sub,Ri, {O1, O2}, (ts2, te1)} is constructed.227

Regarding the constructed quadruples with two ob-228

jects as new time-evolving events, and repeat the229

above step until there are no more objects to add.230

In addition, we again correct these objects within231

time-evolving events based on the corresponding232

document. We have successfully obtained roughly233

4K multi-object events.234

3.3 Quality Control235

With the above steps, there is hardly an issue that236

objects in multi-object time-evolving events do not237

exist in the corresponding documents. However, it238

still cannot guarantee whether the document entails239

the multi-object time-evolving event. In this paper,240

we conceptualize it as the Natural Language Infer-241

ence (NLI) task, followed by (Yue et al., 2023). To242

do it, we adopt XLM-RoBERTa (Conneau et al.,243

2020) fine-tuned on large-scale corpora as the NLI244

model, which is good at handling the long-short245

text NLI task (Cabot and Navigli, 2021). Specifi-246

cally, we regard the document as the premise and247

multi-object event as a hypothesis. If given the248

premise, assuming the hypothesis is true, we con-249

sider that the document contains the multi-object250

event; otherwise, it does not hold. Further, we man- 251

ually annotate these false instances by employing 252

workers who have fully understood the annotation 253

principles and passed the preliminary examination. 254

During this process, about 37% of instances are 255

manually revised and more details are in Appendix 256

A.3. Among these adjustments, 76.4% of objects 257

are corrected by boundary retuning and expression 258

rewriting, 12.8% are removed due to semantic mis- 259

matches and 9.2% of documents are replenished. 260

After filtering, we obtain 3000 golden document- 261

event pairs as the final release. The rectified multi- 262

object time-evolving events involve 46 different 263

relations, such as ‘position’, ‘play for’, etc. 264

3.4 Question Generation 265

The procedure is to transform the multi-object 266

time-evolving event into the time-sensitive question 267

Q and a set of answers A = {A1, A2, . . . , An}. 268

Specifically, we regarded the subject, relation and 269

timestamps in the time-evolving event as the source 270

for generating questions. Objects and the document 271

are viewed as the set of answers and context. 272

Followed by previous works (Chen et al., 2021; 273

Tan et al., 2023), we initially defined several com- 274

mon time quantifiers, such as ‘in’, ‘between’, ’be- 275

fore’ and "after", and create 4-7 different templates 276

for each relation, as shown in the right of Figure 2. 277

• For multi-object events with time points 278

{Sub,Ri, {O1, O2, . . . , Om}, t}, we directly 279

insert the subject, relation, timestamp and 280

time quantifier into the placeholder of ques- 281

tion templates, such as “Which roles did Ar- 282

mitage Robinson occupy [in] 1895?". 283
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Split Question Type #Questions #Documents #Questions
#Documents

#Answers
#Questions Distance #Doc-Token # Que-Token

Train
Question-dependent 12703 2142 5.93 2.12 203.4 1559.9 11.9
Document-dependent 12807 2142 5.98 2.12 205.4 1564.3 10.7

Dev
Question-dependent 2405 425 5.66 2.14 171.9 1513.8 11.8
Document-dependent 2406 425 5.66 2.14 168.9 1527.2 10.7

Test
Question-dependent 2346 424 5.53 2.16 294.9 1449.6 11.8
Document-dependent 2367 424 5.58 2.16 307.3 1457.8 10.8

All
Question-dependent 17454 2991 5.64 2.13 220.9 1540.8 11.9
Document-dependent 17580 2991 5.88 2.13 227.5 1543.9 10.7

Table 2: Statistics of MulTiple. ‘Distance’ denotes the average distance between adjacent answers. #Doc-Token and
#Que-Token are the average number of tokens in long documents and questions, respectively.

• For multi-object events with time inter-284

vals {Sub,Ri, {O1, O2, . . . , Om}, (ts, te)},285

we first randomly select one of the time quan-286

tifiers and then determine one or two times287

following the guidelines below:288

(1) If the time quantifier is ‘in’, we randomly289

select the time point t̄ within the interval290

(ts, te) and synthesize timestamp as “in t̄".291

(2) If the time quantifier is ‘before (after)’, we292

opt for the end time te (start time ts) and gen-293

erate timestamp as “before te (after ts)".294

(3) If the time quantifier is ‘between’, we take295

both start and end times to compose the times-296

tamp as “between ts and te".297

We observed that there is a significant disparity298

in the distance between the start and end times.299

Consequently, we introduce the time quantifier300

“between-subset". In this case, we randomly select301

a starting time tsq within the time interval (ts, te)302

and then randomly choose an end time teq from303

the resulting time interval (tsq, t
e) to generate the304

timestamp as “between tsq and teq".305

Further, we create two versions with different306

levels of difficulty to explore the effect of uncer-307

tainty in the number of answers for multi-answer308

time-sensitive questions. They differ in whether the309

generated questions contain clue words, prompting310

the number of answers. Hence, we write ques-311

tion templates of question-dependent questions by312

adding clue words, obtained by the number of ob-313

jects in the multi-object events.314

3.5 Dataset Analysis315

To understand the properties of MulTiple, we ana-316

lyze it from basic statistics and extension.317

Document-dependent and question-dependent318

datasets contain 17,454 and 17,580 samples, where319

the average token lengths of questions and contexts320

are 11.9 and 1,540.8, 10.7 and 1,543.9, respectively.321

More statistics are reported in Table 2. 322

We added a substantial number of single-answer 323

question-answer pairs and unanswerable instances 324

(the answer is not in the document) to the Multiple, 325

since they also exist in real-world QA scenarios. 326

The extended dataset comprises a total of 97,956 327

instances and is divided into document-dependent 328

and question-dependent versions, following a distri- 329

bution similar to the base version. For more dataset 330

details, please refer to the Appendix A.4. 331

4 Proposed Model 332

In this section, we propose a stronger baseline 333

method, IterBird, to obtain multiple answers utiliz- 334

ing the iterative mechanism. 335

Specifically, we choose BigBird (Zaheer et al., 336

2020) as the basic model, which extracts answers 337

by predicting start and end positions from the 338

given long document. Firstly, the input sequence 339

X = (q1, q2, · · · , qM , [SEP ], d1, d2, · · · , dN ) is 340

the concatenation of the question Q and docu- 341

ment D. Since the given document is long, the 342

input sequence easily exceeds 4K tokens. There- 343

fore, a more generalized attention mechanism is 344

used to obtain the top-level representation RX ∈ 345

R(N+M)×D, where D denotes the hidden dimen- 346

sion. We also project RX to ps ∈ RN+M and 347

pe ∈ RN+M , calculated as follows: 348

ps = softmax(squeeze(RX ·Ws));

pe = softmax(squeeze(RX ·We))
(1) 349

where Ws,We ∈ RD×1 are learnable matrices. 350

During the inference process, we select i, j = 351

argmaxi,j(ps(i)× pe(j)) as the start and end posi- 352

tion of the prediction span. In addition, we adopt 353

an iterative strategy to predict multiple positions of 354

starting and ending for multiple answers, inspired 355

by (Zhang et al., 2023). In each iteration, we ap- 356

pend the previously extracted answers to the ques- 357
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Methods
Question-dependent MTQA Document-dependent MTQA
Dev Test Dev Test

SEM EM PM SEM EM PM SEM EM PM SEM EM PM
Large Language Models

Llama2-7b (Touvron et al., 2023) 13.50 33.45 44.65 12.62 30.48 43.76 10.37 30.34 41.01 8.33 26.13 35.51
Llama2-13b (Touvron et al., 2023) 17.64 40.21 52.39 16.38 38.25 50.06 14.07 39.26 52.84 12.86 40.64 50.63
ChatGPT (Ouyang et al., 2022) 21.50 42.45 58.61 20.00 40.74 55.98 14.88 45.33 60.81 12.50 43.32 56.99
QaAp (Zhu et al., 2023) 24.50 47.87 65.55 22.50 47.18 66.87 17.50 46.33 64.33 14.00 45.91 64.13
ReAct (Yao et al., 2023) 22.00 44.81 62.04 20.50 45.98 65.01 16.87 46.91 60.24 13.83 44.89 64.53
GPT-4 (OpenAI, 2023) 28.50 52.63 70.01 26.00 49.83 72.19 22.44 52.70 67.77 17.00 52.72 66.70

Pre-trained Language Models
Li et al.[BERT](Li et al., 2022) 14.59 42.85 66.22 10.70 38.31 58.04 11.89 39.96 57.28 10.35 36.60 55.15
MTMSN[BERT] (Hu et al., 2019) 15.22 37.90 57.91 10.53 34.34 55.24 14.96 38.61 57.11 9.51 34.25 54.13
TASE[BERTLARGE] (Segal et al., 2020) 17.22 49.15 64.10 14.95 46.36 63.62 16.69 46.24 61.31 11.81 42.44 59.23
ITERATIVE[RoBERTa] (Zhang et al., 2023) 23.87 50.49 66.87 21.27 47.95 64.93 19.29 46.69 63.83 16.34 43.10 61.18
T5 (Raffel et al., 2020) 25.91 50.04 67.21 21.06 45.17 63.84 25.69 50.73 66.81 21.63 45.97 64.10
FiD (Izacard and Grave, 2021) 23.78 50.60 67.86 19.44 45.87 64.21 23.94 50.58 67.51 20.79 45.88 64.59
REMEMO (Yang et al., 2023) 14.92 31.78 53.23 11.44 30.33 50.67 13.31 33.25 52.67 10.34 29.21 52.22
IterBird (Ours) 29.56 54.79 70.26 25.65 52.41 68.34 25.64 52.91 68.41 22.69 49.36 66.50
Human - - - 85.14 89.71 94.03 - - - 81.43 84.64 90.05

Table 3: Results on MulTiple, including Question-dependent and Document-dependent MTQA. The Best results of
fine-turn PLMs are highlighted in bold, and the Best results of LLMs are labelled underlined.

tion with the word ‘except’ in the middle and then358

feed the updated question into the single-answer359

MTQA model. The iterative process terminates360

when the model predicts no more answers.361

5 Experiments362

In this section, we construct and analyze extensive363

experiments on our proposed dataset, MulTiple.364

5.1 Baselines365

We implement multiple baselines to provide bench-366

mark performances, which can be divided into367

two categories: For the Pre-trained Models, we368

selected seven models for targeted adaptation369

to multiple answers, including four multi-span370

question-answering models, Li et.(Li et al., 2022),371

MTMSN(Hu et al., 2019), TASE(Segal et al.,372

2020), and ITERATIVE(Zhang et al., 2023),373

and three temporal question-answering models,374

T5(Raffel et al., 2020), FiD(Izacard and Grave,375

2021), and REMEMO(Yang et al., 2023); We also376

selected various popular Large Language Mod-377

els as base models to obtain multiple answers378

by Prompts, including the Llama2(Touvron et al.,379

2023) and GPT(Ouyang et al., 2022; OpenAI,380

2023) families. More details about the baseline381

are given in the Appendix B. In addition, a man-382

ual evaluation was conducted to observe the best383

human performance, and the manual evaluation384

approach is described in the AppendixC.385

5.2 Main Results386

Table 3 shows the results for all baselines in our387

two versions of MulTiple and Table 4 illustrates388

further experiments on MulTiple(expand) with sev- 389

eral baselines that worked better. IterBird achieves 390

SEM, EM and PM of 25.65, 52.41, and 68.34 on 391

question-dependent MTQA and 22.69, 49.36 and 392

66.50 on document-dependent MTQA, which ex- 393

ceeds almost all baselines. It demonstrates that 394

IterBird is effective by iterative mechanism, espe- 395

cially for question-dependent mode. But it still has 396

a long way from human evaluation. Then, GPT-4 397

achieves the best performance among large lan- 398

guage models, achieving competitive performance. 399

For almost all baselines the value of EM is much 400

larger than SEM whether on question-dependent 401

or document-dependent questions. It demonstrates 402

that existing methods, including IterBird and GPT- 403

4, struggle to obtain the all answers, even as clue 404

words are provided in the time-sensitive questions. 405

In addition, there is essentially the same trend in 406

the MulTiple (expand). The difference is that the 407

IterBird does not perform best for all evaluation 408

metrics, as shown in Table 4. It demonstrates that 409

IterBird is not always optimized to answer multi- 410

answer questions when they are unbalanced. 411

5.3 Analysis 412

To take a deep look into the proposed datasets, we 413

further analyze the performance of models from 414

three different perspectives. 415

Question-dependent & Document-dependent 416

MTQA. Question-dependent and document- 417

dependent questions are distinguished based on 418

whether the question contains clue words or not, as 419

shown in Table 1. Most models perform slightly 420

lower on document-dependent questions compared 421
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Methods
Overall Single Multiple

SEM EM PM SEM EM PM SEM EM PM
Question-dependent MTQA

Llam2-13b (Touvron et al., 2023) 30.11 35.56 55.93 32.98 33.87 56.67 15.76 39.96 50.16
ChatGPT (Ouyang et al., 2022) 34.96 44.76 58.50 36.60 36.16 59.28 20.58 43.93 56.02
GPT-4 (OpenAI, 2023) 42.54 51.26 68.06 51.81 51.74 68.95 25.98 50.06 71.54
ITERATIVE[RoBERTa] (Zhang et al., 2023) 40.27 48.59 65.99 50.34 50.34 67.89 20.71 46.90 64.17
T5 (Raffel et al., 2020) 40.68 47.97 62.24 47.34 47.30 58.37 25.36 48.72 66.49
FiD (Izacard and Grave, 2021) 41.68 48.84 60.37 50.16 50.41 55.64 22.17 47.38 65.57
IterBird (Ours) 44.65 53.28 69.43 54.24 54.24 70.54 26.04 52.37 68.38

Document-dependent MTQA
Llama2-13b (Touvron et al., 2023) 28.38 32.80 52.90 31.02 31.79 53.31 12.25 38.40 50.29
ChatGPT (Ouyang et al., 2022) 30.03 43.41 56.57 34.91 35.16 57.60 13.87 43.36 56.59
GPT-4 (OpenAI, 2023) 38.15 49.16 65.15 49.01 51.16 68.22 17.19 48.17 63.73
ITERATIVE[RoBERTa] (Zhang et al., 2023) 37.63 47.46 64.56 48.85 50.85 68.94 16.74 45.81 62.25
T5 (Raffel et al., 2020) 35.96 46.15 60.05 43.66 45.71 57.57 18.22 46.72 63.47
FiD (Izacard and Grave, 2021) 38.10 46.82 55.38 49.67 50.13 53.79 11.39 42.42 57.83
IterBird (Ours) 38.51 50.26 66.96 49.65 52.45 69.14 16.78 47.83 64.89

Table 4: Performance of Baselines on MulTiple (expand), consisting of overall, single- and multi-answer questions.

to question-independent questions, especially for422

MTMSN and TASE. It suggests that these models423

are more sensitive to the number of answers and424

better suited for answering questions with a speci-425

fied number of answers. From the experiments on426

MulTiple (expand), it can be observed that the vari-427

ations between the two types of questions are not428

significant for single-answer questions, especially429

in terms of EM scores. It indicates that baseline430

models tend to excel in considering the number of431

answers as one. The reason could be the lack of432

multi-answer datasets available so far.433

Analysis of MulTiple & MulTiple (expand).434

MulTiple (expand) is an expanded dataset based435

on MulTiple, with proportionally in the number436

of single-answer and unanswered questions, as437

described in Section 3.5. As shown in Figure 4,438

almost all baseline models exhibit a notable im-439

provement in terms of SEM compared to the Mul-440

Tiple, ranging from 13.73% to 22.24%. It suggests441

that existing models are better at learning single-442

answer questions and struggle to strictly match443

multi-answer questions. However, nearly all base-444

lines show a decrease in terms of PM, measuring445

the overlap between the predictions and ground446

truth answers at the token level. In addition, EM447

scores are relatively comparable on both datasets448

compared to the other two metrics. It implies that449

the models face similar learning difficulties across450

both datasets. Overall, the three levels of indica-451

tors exhibit different trends after the inclusion of452

single-answer questions.453

Single-answer & Multi-answer Questions. To454

further evaluate the performance of models on455

single- and multi-answer questions, we have con- 456

ducted fine-grained experiments on MulTiple (ex- 457

pand), as shown in Table 4. It is observed that 458

the performance of SEM degrades rapidly com- 459

pared with EM for multi-answer questions, while 460

the performance of single-answer questions is quite 461

distributed across two matrices. It confirms the con- 462

sistency with our metric calculation in Appendix D, 463

where SEM and EM are equal for single-answer 464

questions. In terms of PM, the performance of 465

single-answer questions is generally lower than 466

that of multi-answer questions. We conjecture that 467

labels with multiple answers have more tokens, and 468

a greater number of those tokens are correctly pre- 469

dicted. In addition, the performance of EM varies 470

depending on the specific model. 471

5.4 Error Analysis 472

In this section, we analyze error cases predicted by 473

the best model, IterBird, in the test set and analyze 474

the challenges of MTQA. As shown in Figure 3, 475

there are three examples incorrectly predicted by 476

the model, including (1) Answer missing. It de- 477

notes that predicted answers are correct, but its 478

number is less than the number of ground-truths. 479

(2) Partial error. It means that there is a partial in- 480

tersection between the set of predicted answers and 481

the set of ground-truths, even though their predic- 482

tions are imperfectly correct. (3) Complete error. It 483

represents that the model does not get any correct 484

answer. The percentage of these cases in the error 485

samples is shown in Figure 4. 486

Through the above analysis, we further summa- 487

rize several specific challenges for MTQA. 1) Un- 488
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Answer Missing

Context: she played ... the United States womens national soccer team from 1987 to 2004 ... she played for the 

Washington Freedom from 2001 to 2003.

Question: Which team did the player Mia Hamm belong to in 2001?

Prediction:Washington Freedom Ground Truth:United States womens national soccer team;Washington Freedom

Partial Errors

Context: Robinson was Lord High Almoner from 1906 to 1933…He served at Westminster until he was appointed 

Dean of Wells in 1911 … 

Question: Which position did Armitage Robinson hold from 1911 to 1916?

Prediction: Dean of Westminster; Lord High Almoner Ground Truth:Lord High Almoner ; Dean of Wells

Complete Errors

Context: Between 1999 and 2000 he was … in Maastricht … In 2001 he participated  … in Amsterdam … finishing in 

2002. In 2004 , he was made Cocheme Fellow at Byam Shaw School of Art, London…

Question: Ryan Gander worked in  which location before 2004?

Prediction: London Ground Truth: Maastricht; Amsterdam

Figure 3: Error cases. The orange and blue boxes denote
wrong and correct answers, respectively.

(a) Question-dependent (b) Document-dependent

12%

57%

31%

Question-dependent

Answer Missing

Partial Errors

Complete Errors

17%

46%

37%

Document-dependent

Answer Missing

Partial Errors

Complete Errors

Figure 4: Proportion of error types on both datasets.

certainty in the number of answers. The number489

of answers is variable for multi-answer tasks, but490

existing multi-answer models almost struggle to491

obtain full answers. 2) Long distance between an-492

swers. Answers are typically scattered throughout493

a long document in diverse ways.494

6 Related Works495

6.1 Time-sensitive Question Answering496

Time-sensitive Question Answering aims to answer497

questions with time qualifiers based on the given498

document(Chen et al., 2021), which is crucial for499

language models to be successful in real-world500

applications (Tan et al., 2023). Recently, several501

time-sensitive question answering datasets have502

been proposed to focus on the temporal inference503

of time-based QA tasks, such as TimeQA (Chen504

et al., 2021), MenatQA (Wei et al., 2023), and Tem-505

pReason (Tan et al., 2023). And some recent works506

(Mathur et al., 2022; Yang et al., 2023; Su et al.,507

2023) achieve state-of-the-art levels by employing508

graph structures to capture temporal relationships509

between contexts. In addition, LLMs have been510

used for answering temporal questions by utiliz-511

ing their advanced event extraction capabilities (Li512

et al., 2023; Zhu et al., 2023).513

Different from all the above works, we con-514

struct MulTiple, a new dataset that focuses on time- 515

sensitive questions with multiple answers. 516

6.2 Multi-answer MRC 517

The multi-answer phenomenon refers to the fact 518

that a question may have multiple answers scat- 519

tered throughout a document(Bai et al., 2023). It 520

has been focused primarily on Machine Reading 521

Comprehension (MRC) task (Zhang et al., 2023; 522

Li et al., 2022). These efforts are approached from 523

two perspectives: datasets and models. Specifi- 524

cally, (Yue et al., 2023) proposes MA-MRC, a high- 525

quality multiple-answer MRC dataset, in which 526

each sample contains a question, corresponding 527

document and multiple answers. In terms of mod- 528

els, (Segal et al., 2020) casts question answering 529

as a sequence tagging task to predict whether each 530

token is part of the answer. MTMSN (Hu et al., 531

2019) combines a multi-type answer predictor with 532

a multi-span extraction method for dynamically 533

producing one or multiple text spans. 534

Different from multi-answer MRC, multiple- 535

answer time-sensitive question answering requires 536

inferring objects corresponding to a specific times- 537

tamp for the mentioned subject and relation within 538

the given question. These objects are often scat- 539

tered throughout the given long document and ap- 540

pear in diverse styles, posing a greater challenge. 541

7 Conclusion 542

In this paper, we construct the first multi-answer 543

dataset of time-sensitive question answering, Mul- 544

Tiple, which is critical for evaluating whether the 545

model thoroughly understands temporal concepts. 546

We also propose a baseline model, IterBird, to 547

extract multiple answers by integrating an itera- 548

tive mechanism with the single-answer model. In 549

addition, a series of models are implemented on 550

MulTiple through targeted adaptation of existing 551

methods. Experiments demonstrate that IterBird 552

significantly outperforms other baselines, and exist- 553

ing models still struggle to obtain the full multiple 554

answers, even as clue words are provided in the 555

time-sensitive question. Therefore, we believe Mul- 556

Tiple could serve as a valuable benchmark in study- 557

ing Multi-answer questions. Though our dataset is 558

high-quality and large-scale, the type of answers 559

and relations are not sufficiently diverse and bal- 560

anced due to the limitations of the data source. In 561

the future, we would like to sample more diverse 562

data and control its quality through LLMs. 563
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A Dataset Creation Details749

We report more statistics of the created dataset,750

consisting of relation covered, question template751

and the extended dataset.752

A.1 Relation Covered753

There are a total of 46 relations in the MulTiple754

dataset. As shown in Figure 5, it illustrates rela-755

tions frequency distribution in this dataset. "Mem-756

ber of sports team" and "position held" are the most757

frequent relations, accounting for 42% and 17%.758

"Employer" and "work location" are the next most759

common, both at 7%.760

To ensure consistency with the real world, the761

selection of relations in the dataset leans towards762

using more common relations, such as "member763

of sports team" and "position held". To maintain764

diversity, the dataset includes relations from a wide765

range of fields, including sports, geography, and766

biography. This indicates that our dataset strikes767

a balance between consistency and diversity. In768

Table 5, we analyze the high-frequency relations769

and their descriptions within the dataset.770

A.2 Question Template771

To ensure the diversity of the dataset, we utilized a772

lot of templates to generate questions. In Table 6,773

we present the generation templates correspond-774

ing to high-frequency relations. In these templates,775

"[Subject]" denotes important entities in the ques-776

tion, and "[Timestamp]" denotes timestamps in the777

questions. For the Question-dependent Template, a778

special label "[Number]" is used to indicate the779

number of answers. In our question templates,780

each question is generated by 2-5 different tem-781

plates. This template diversity enhances the variety782

of questions in the dataset.783

A.3 Manual Revision784

During quality control, it could be verified that785

all objects within the multi-object time-evolving786

event appear in the corresponding document be-787

fore manual revision. Therefore, we first automat-788

ically retrieved and located the target objects in789

the document. Then, we extracted and located all790

timestamps within the document by using the time791

extraction tool, Time-Extractor. Next, workers re-792

vise each instance by reading and understanding793

the snippet annotated with objects or timestamps.794

Finally, they can revise the document or quadruple795

until the semantics of quadruple are fully contained 796

in the corresponding document. 797

Specifically, there mainly exist the following 798

three types of errors: 1) different boundary or ex- 799

pression: the object takes a different surface form 800

in the quadruple and document (76.4%); 2) missing 801

timestamps in documents: the object is mentioned 802

in the text, but its corresponding timestamps are 803

not mentioned and could not be inferred from avail- 804

able information (9.2%); 3) semantic mismatches: 805

the object is mentioned in the text, but it does not 806

express the same things as the quadruple (12.8%). 807

In addition, we make manual revisions for multi- 808

object events, also considering the size of questions 809

is large. For 37% of multi-object events (about 810

1480), 5 workers are selected to complete the anno- 811

tation and check. 812

A.4 Extended Dataset 813

The extended dataset is an expansion of the ba- 814

sic dataset and includes single-answer and zero- 815

answer questions. In the question-dependent ex- 816

tended dataset, there are 35,046 training examples, 817

6,930 validation examples, and 6,934 testing exam- 818

ples. In the document-dependent extended dataset, 819

there are 35,164 training examples, 6,948 valida- 820

tion examples, and 6,934 testing examples. For 821

detailed data analysis, please refer to Table 7. 822

B Baselines 823

In this section, we investigate how existing models 824

could be adapted for multi-answer time-sensitive 825

question answering. 826

B.1 Large Language Models 827

To further evaluate the MTQA task, we also con- 828

ducted experiments using the existing latest large 829

language models. Specifically, 830

• Llama2 (Touvron et al., 2023) is a collection 831

of opensourced LLMs trained on 2T tokens 832

with efficient groupedquery attention, which 833

outperform other models in most tasks, the 834

dialog-fine-tuned Llama2-7b and Llama2-13b 835

are used. 836

• ChatGPT/GPT-4(Ouyang et al., 2022; Ope- 837

nAI, 2023) ChatGPT is a chat model aligned 838

through SFT and RLHF based on GPT-3. 839

GPT-4 is an upgraded version of ChatGPT 840

with enhanced reasoning capabilities, making 841

it the most powerful LLM. Unless otherwise 842

11



Relation Name Relation Description
P54 member of sports team sports teams or clubs that the subject represents or represented
P39 position held subject currently or formerly holds the object position or public office
P108 employer person or organization for which the subject works or worked

P937 work location
location where persons or organizations were actively participating
in employment, business or other work

P127 owned by owner of the subject
P69 educated at educational institution attended by subject
P97 noble title titles held by the person

Table 5: Relations and their description in the MulTiple Dataset.

Relation Question Template

P54
Question-dependent

[Subject] played for which [Number] teams [Timestamp]?
Which [Number] teams did the player [Subject] belong to [Timestamp]?

Document-dependent
[Subject] played for which team [Timestamp]?
Which team did the player [Subject] belong to [Timestamp]?

P39
Question-dependent

Which [Number] positions did [Subject] hold [Timestamp]?
What were the [Number] positions of [Subject] [Timestamp]?

Document-dependent
What position did [Subject] take [Timestamp]?
Which position did [Subject] hold [Timestamp]?

P108
Question-dependent

What was the name of the [Number] employers [Subject] work for [Timestamp]?
[Timestamp] was an employee for which [Number] employers [Timestamp]?

Document-dependent
Who did [Subject] work for [Timestamp]?
What was the name of the employer [Subject] work for [Timestamp]?

P937
Question-dependent

Which [Number] locations did [Subject] work [Timestamp]?
What were the [Number] working locations for [Subject] [Timestamp]?

Document-dependent
What was the working location for [Subject] [Timestamp]?
[Subject] worked in which location [Timestamp]?

P127
Question-dependent

Who were the [Number] owners of [Subject] [Timestamp]?
Which [Number] persons owned [Subject] [Timestamp]?

Document-dependent
Who was the owner of [Subject] [Timestamp]?
[Subject] was owned by whom [Timestamp]?

P69
Question-dependent

Where were [Number] places [Subject] educated [Timestamp]?
[Subject] went to which [Number] schools [Timestamp]?

Document-dependent
Where was [Subject] educated [Timestamp]?
Which school did [subject] go to [Timestamp]?

P97
Question-dependent

What were the [Number] noble titles of [Subject] [Timestamp]?
From [Timestamp], what were the [Number] noble titles of [Subject]?

Document-dependent
What was the noble title of [Subject] [Timestamp]?
From [Subject], what noble title did [Timestamp] hold?

Table 6: Templates of Question-dependent and Document-dependent question for frequent relations.

Split Question Type #Questions #Documents #Questions
#Documents #Doc-Token # Que-Token

Train
Question-dependent 35046 7394 4.74 1461.3 12.3
Document-dependent 35164 7402 4.75 1461.9 11.2

Dev
Question-dependent 6930 1489 4.65 1488.8 12.8
Document-dependent 6948 1491 4.66 1486.7 11.1

Test
Question-dependent 6934 1489 4.66 1467.2 12.2
Document-dependent 6934 1489 4.66 1479.5 11.2

All
Question-dependent 48910 10372 4.72 1467.9 12.4
Document-dependent 49046 10382 4.72 1467.9 11.2

Table 7: Statistics of MulTiple (extended). #Doc-Token and #Que-Token are the average number of tokens in long
documents and questions, respectively.
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stated, ChatGPT refers to gpt-3.5-turbo-0613843

and GPT-4 refers to gpt-4-0613.844

• ReAct (Yao et al., 2023) incorporates exter-845

nal knowledge through additional search and846

lookup actions.847

• QAaP (Zhu et al., 2023) employs ChatGPT848

to extract structured facts and convert TSQA849

into program execution.850

For all experiments, we employ GPT-3.5-Turbo as851

the model unless otherwise specified. In addition,852

for cost considerations, we randomly select 300853

questions to evaluate for both question-dependent854

and document-dependent questions, respectively.855

The prompts are listed in Table 8.856

B.2 Pre-trained Language Models857

We select 7 models for targeted adjustments, in-858

cluding multi-span question answering and popular859

generative models:860

• Li et. (Li et al., 2022) propose a multi-span861

QA model to capture global information by862

combining a sequence tagger with a span863

number predictor. Considering the answer864

as a span, we employ the multi-task learn-865

ing framework for predicting the answers and866

their counts.867

• MTMSN (Hu et al., 2019) is presented to pre-868

dict various types of answers and dynamically869

extract one or multiple spans based on the pro-870

duced number of answers. We treat predicting871

the number of answers as an auxiliary task872

and extract non-overlapped answers with a873

specific amount.874

• TASE (Segal et al., 2020) is proposed for875

multi-span question answering by casting it as876

a sequence tagging task, predicting whether877

each token is part of the answer. We con-878

sider multi-answer questions as multi-span879

questions and train our model initialized with880

BERTLARGE .881

• ITERATIVE (Zhang et al., 2023) is designed882

to extract multiple answers iteratively. During883

each iteration, it appends the previously ex-884

tracted answers to the question with the word885

‘except’ in the middle and then feeds the up-886

dated question into the single-answer TimeQA887

model. The iterative process terminates when888

the model predicts no more answers.889

• T5 (Raffel et al., 2020) aims to perform su- 890

pervised fine-tuning of traditional T5 models 891

on each setting of MulTiple. We consider the 892

concatenated multiple answers separated by 893

semicolons as a single ground truth during 894

this process. 895

• FiD (Izacard and Grave, 2021) suggests split- 896

ting the long document into multiple short 897

paragraphs and generates the answer token by 898

token in an autoregressive fashion. Similar 899

to T5 (Raffel et al., 2020), it treats the con- 900

catenated multiple answers as the ground truth 901

during training. 902

• REMEMO (Yang et al., 2023) devises 903

a graph view to explicitly connect all 904

temporally-scoped facts by modeling the time 905

relations between any two sentences. Note 906

that REMEMO would not be fair to compare 907

on the datasets because it is trained on selected 908

samples and truncated context. 909

42%

17%

7%

7%

3%

3%

2%

2%

4%

P54 P39 P108 P937 P127 P69 P97
P1448 P488 P27 P466 P551 P17 P1376
P102 P463 P137 P26 P371 P1037 Others

Figure 5: The proportion of relations in MulTiple.

C Human Evaluation 910

We also manually answer the selected 300 911

questions above for both question-dependent 912

and document-dependent questions, respectively. 913

Specifically, we hire three proficient English- 914

speaking annotators, ensuring they can compre- 915

hend the questions and documents. Each annotator 916

is required to independently complete the follow- 917

ing tasks: 1) reading the document and compre- 918

hending its content; 2) extracting answers from the 919

document for each question. As with the answers 920

predicted by models, the results of three annotators 921
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are further evaluated and averaged to calculate the922

final SEM, EM, and PM scores.923

D Evaluation Metrics924

We evaluate multi-answer time-sensitive question925

answering in three levels: token, individual answer926

and whole answer. They are computed by three927

metrics, including Exact Match, Strict Exact Match928

and Partial Match, followed by (Li et al., 2022) and929

(Li et al., 2023).930

Exact Match (EM). An exact match occurs931

when the predicted answers exactly match one of932

the ground-truth answers. It is computed by treat-933

ing the predicted and ground-truth answers as a set934

of answers based on the standard formulation of935

Precision (Pre), Recall (Rec) and F1 as follows:936

Pre =
TP

TP + FP
; Rec =

TP

TP + FN
; (2)937

938

F1 =
2Pre ·Rec

Pre+Rec
. (3)939

where TP (True Positive) is the number of answers940

correctly predicted by the model, FP (False Posi-941

tive) is the number of answers incorrectly predicted942

by the model, and FN (False Negative) is the num-943

ber of answers predicted by the model but not944

exist in the ground-truth answers. Strict Exact945

Match (SEM) is counted as correct if and only if946

all ground-truth answers are matched exactly, that947

is, both FP and FN are 0.948

Partial Match (PM). The partial match aims to949

measure the overlap between the predictions and950

ground truth answers. We compute it by treating951

the precision, recall, and F1 as a string. Specif-952

ically, for each pair of prediction pi and ground953

truth answer aj , Precision and Recall are defined954

as follows:955

Pre =

∑n
i=1maxj∈[1,m] s

ret
ij

n

Rec =

∑m
j=1maxi∈[1,n] s

rel
ij

n

(4)956

where n and m are the number of generated and957

ground-truth answers, respectively. sretij and srelij958

are the partial retrieved score and partial relevant959

score, calculated as:960

sretij =
len(LCS(pi, aj))

len(pi)
(5)961

962

srelij =
len(LCS(pi, aj))

len(aj)
(6)963

LCS(pi, aj) denotes the length of the longest com- 964

mon substring between the prediction pi and the 965

ground truth answer aj . len(·) represents the 966

length of the string. 967
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Modes Prompt Template

Document-dependent

Task description
Give a time-sensitive question and the corresponding long document, please read the long document and then
answer the question. Note that: 1) each question has more than one answer; 2) please generate all answers and
separate them with a semicolon.
Question: What were the positions of Ashley Fox between 2011 and 2012?
Document: Ashley Fox (born 15 November 1969) is a British Conservative Party politician. He was a Member
of the European Parliament (MEP) for South West England and Gibraltar. He was leader of the Conservatives
in the European Parliament from 2014 to 2019. He chairs the Independent. . . Fox was first elected to the mem-
ber of the European Parliament in 2009 and was re-elected in 2014 before losing his seat in 2019. Fox ser-
ved as Chief Whip of the European Conservative & Reformists Group (ECR) 2010-2014. In his first mandate. . .
In 2011-12, Fox was rapporteur on Corporate Governance in Financial Institutions. In 2016,. . .
The answers are: member of the European Parliament; Chief Whip of the European Conservative & Reformists
Group (ECR); rapporteur on Corporate Governance
Following the above example, please generate all answers to the following multi-answer time-sensitive
questions and separate them with a semicolon.
Question: [Question]
Document: [Document]
The answers are:

Question-dependent

Task description
Give a time-sensitive question and the corresponding long document, please read the long document and then
answer the question. Note that: 1) each question has more than one answer; 2) the number of answers is men-
tioned in the question; 3) please generate all answers and separate them with a semicolon.
Question: What were the three positions of Ashley Fox between 2011 and 2012?
Document: Ashley Fox (born 15 November 1969) is a British Conservative Party politician. He was a Member
of the European Parliament (MEP) for South West England and Gibraltar. He was leader of the Conservatives
in the European Parliament from 2014 to 2019. He chairs the Independent. . . Fox was first elected to the mem-
ber of the European Parliament in 2009 and was re-elected in 2014 before losing his seat in 2019. Fox ser-
ved as Chief Whip of the European Conservative & Reformists Group (ECR) 2010-2014. In his first mandate. . .
In 2011-12, Fox was rapporteur on Corporate Governance in Financial Institutions. In 2016,. . .
The answers are: member of the European Parliament; Chief Whip of the European Conservative & Reformists
Group (ECR); rapporteur on Corporate Governance
Following the above example, please generate the specified number of answers to the following
multi-answer time-sensitive questions and separate them with a semicolon.
Question: [Question]
Document: [Document]
The answers are:

Table 8: An illustration of instance formatting and two different methods for constructing the instruction-formatted
instances.
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