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Abstract

Large language models (LLMs) have played a
pivotal role in revolutionizing various facets of
our daily existence. Solving attention regression
is a fundamental task in optimizing LLMs. In this
work, we focus on providing a provable guarantee
for the one-layer attention network objective func-
tion: given input matrices of a layer, A1, A2, A3 ∈
Rn×d, our goal is to minimize the loss function:

L(X,Y ) =

n∑

j0=1

d∑

i0=1

(⟨⟨exp(Aj0x),1n⟩−1

· exp(Aj0x), A3Y∗,i0⟩ − bj0,i0)
2,

where Aj0 ∈ Rn×d2

is the j0-th block of the
Kronecker product of A1 and A2. The matrix
B ∈ Rn×d represents the output of a layer, and
bj0,i0 ∈ R is the (j0, i0)-th entry of B. Y∗,i0 ∈ Rd

is the i0-th column vector of Y , and x ∈ Rd2

is the
vectorization of X .
In self-attention, Q,K, V ∈ Rd×d represent the
weight matrices for the query, key, and value, re-
spectively. Unlike prior works that relied on sim-
plified and single-variable versions of the attention
computation problem, our multivariate loss func-
tion analyzes a complete and unsimplified attention
layer, treating all these weights as variables, where
X = QK⊤ ∈ Rd×d and Y = V ∈ Rd×d. We
propose an iterative greedy algorithm to train a
neural network using the loss function L(X,Y ),
achieving an error bound of ϵ ∈ (0, 0.1). The algo-
rithm runs in Õ((Tmat(n, n, d) + Tmat(n, d, d) +
d2ω) log(1/ϵ)) time, where Tmat(a, b, c) denotes
the time complexity of multiplying an a× b matrix
with a b× c matrix, and ω ≈ 2.37 is the exponent
of matrix multiplication.

1 INTRODUCTION

Large language models (LLMs) like GPT-1 [Radford et al.,
2018], BERT [Devlin et al., 2019], GPT-2 [Radford et al.,
2019], GPT-3 [Brown et al., 2020], ChatGPT [OpenAI,
2022], GPT-4 [OpenAI, 2023], OPT [Zhang et al., 2022],
Llama [Touvron et al., 2023a], and Llama 2 [Touvron et al.,
2023b] have demonstrated impressive capabilities in natu-
ral language processing (NLP). These models understand
and generate complex language, enabling a wide range of
applications such as sentiment analysis [Zhang et al., 2024],
language translation [Alyafeai et al., 2023], question an-
swering [Bian et al., 2024], and text summarization [Liu and
Demberg, 2023]. Despite their high-quality performance,
there remains untapped potential in optimizing and training
these massive models, making it a challenging endeavor in
the present day.

The primary technical foundation supporting the capabilities
of LLMs is the attention matrix A ∈ Rn×n [Radford et al.,
2018, Vaswani et al., 2017, Brown et al., 2020, Devlin et al.,
2019]. The central concept of attention is to learn representa-
tions that emphasize the most relevant parts of the input. To
be more specific, the attention mechanism finds the correla-
tions of the query vectors and the key vectors using the inner
product. The attention weights are then determined based
on the similarity of this comparison, indicating the relative
importance of each input token. These attention weights are
used to compute weighted averages of the value vectors, re-
sulting in the output representation. By leveraging attention,
LLMs acquire the ability to focus on the crucial aspects
of the input, allowing them to gather pertinent information
more efficiently and precisely. This capability enables LLMs
to process longer texts and comprehend intricate semantic
relationships. Notably, the self-attention mechanism enables
LLMs to establish connections between various segments of
the input sequence, enhancing their contextual understand-
ing. Mathematically, the attention computation is defined as
follows:

Definition 1.1 (The ℓ-th layer forward computation). Let



n, d be positive integers, where n denotes the number of
input tokens and d represents the dimensionality of the token
embeddings. Let 1n be the n-dimensional vector whose
entries are all 1. Let diag : Rn → Rn×n be a function: each
entry of the vector in Rn is mapped to the diagonal entry
of the matrix in Rn×n and other entries of this matrix are
all 0’s. Given weights Q,K, V ∈ Rd×d, we let Xℓ ∈ Rn×d

denote the ℓ-th layer input and Xℓ+1 ∈ Rn×d is as follows:

Xℓ+1 ← D−1 exp(XℓQK⊤X⊤
ℓ )XℓV

where D := diag(exp(XℓQK⊤X⊤
ℓ )1n) and exp(A)i,j =

exp(Ai,j) for all matrices A.

Traditionally, D−1 exp(XℓQK⊤X⊤
ℓ )︸ ︷︷ ︸

:=A

∈ Rn×n is denoted

by Softmax(QK⊤
√
d
) ∈ Rn×n, where each entry of A repre-

sents how much focus one part of the input should pay to
another part. D−1 is used to normalize each row of the at-
tention matrix, i.e., the sum of each row of D−1A ∈ Rn×n

is equal to 1. XℓV ∈ Rn×d is the value matrix that stores
the representations or features of each input element. This
results in an output representing a combination of the input
values, with more important values (as determined by the
attention mechanism) contributing more to the final output.
In Definition 1.1, we fully expand the Softmax unit and
change the notation system from the traditional definition
to highlight the focus of our paper, which is to look for
X = QK⊤ ∈ Rd×d and Y = V ∈ Rd×d that minimizes
the following optimization problem with respect to attention
computation:

Definition 1.2 (Attention optimization). Let B ∈ Rn×d and
X,Y ∈ Rd×d. Given inputs A1, A2, A3 ∈ Rn×d, we define
the attention optimization minX,Y ∈Rd×d L(X,Y ) as:

min
X,Y ∈Rd×d

∥D(X)−1 exp(A1XA⊤
2 )A3Y −B∥2F ,

where the diagonal matrix D(X) ∈ Rn×n is defined as
D(X) := diag(exp(A1XA⊤

2 )1n).

Here, X = QK⊤ and Y = V are the weights we want to
learn, while A1, A2, A3 are the inputs of a layer Xℓ, and
B is the output layer Xℓ+1. Solving the attention optimiza-
tion problem exactly takes O(n2d) time. Since the attention
matrix A = exp(A1XA⊤

2 ) has n2 entries, explicitly com-
puting all entries of A makes it impossible to achieve a
sub-quadratic time algorithm. In real-world applications,
n ≫ d [Alman and Song, 2023], so prior works mainly
focus on approximating the attention computation to obtain
a sub-quadratic time algorithm in n.

Limitations of Prior Works Attention computation has
been analyzed in many recent works [Alman and Song,
2023, Brand et al., 2024, Gao et al., 2025b, Deng et al.,
2023b, Song et al., 2024a, Deng et al., 2023a, Gao et al.,

2023a,c], but none of them provide a complete approxima-
tion of the full version of the attention optimization problem.
Each of these works simplifies the problem (Definition 1.2)
using different strategies. For example, Zandieh et al. [2023],
Brand et al. [2024] merge A1X and A3Y into a single ma-
trix, respectively, by approximating

D(X)−1 exp(QK⊤)V.

Kacham et al. [2023] replaces the exp function in Defini-
tion 1.2 with polynomials. Another major branch of studies
on attention regression simplification focuses on the softmax
regression problem, where the matrix A3Y is completely
ignored, along with its variants.

Definition 1.3 (Single softmax regression [Deng et al.,
2023a] and multiple softmax regression [Gao et al., 2023b]).
Given a matrix A ∈ Rn×d and a vector c ∈ Rn, the single
softmax regression problem is defined as

Part 1. min
x∈Rd

∥⟨exp(Ax),1n⟩−1 exp(Ax)− c∥22.

Let D(X) ∈ Rn×n be defined as in Definition 1.2 and
C ∈ Rn×n. Given A1, A2 ∈ Rn×d and X ∈ Rd×d, the
multiple softmax regression problem is defined as

Part 2. min
X∈Rd×d

∥D(X)−1 exp(A1XA⊤
2 )− C∥2F .

Based on the observation in Gao et al. [2023b,c], the equa-
tion in Part 1 of Definition 1.3 can be viewed as a single row
of the equation in Part 2 of Definition 1.3. When studying
multiple softmax regression, Deng et al. [2023b] impose
an additional assumption by considering only symmetric
matrices:

D(X)−1 exp(A2A
⊤
2 ),

but in exchange, they consider the stronger ℓ∞ norm in
multiple softmax regression. Gao et al. [2025c, 2023b] re-
spectively study the rescaled version of single and multiple
softmax regression, namely

min
x∈Rd

∥ exp(Ax)− ⟨exp(Ax),1n⟩c∥22

and

min
X∈Rd×d

∥ exp(A1XA⊤
2 )−D(X)C∥2F .

We note that all of these softmax-related regression prob-
lems consider simpler variants to achieve sub-quadratic time
algorithms: they focus only on single-variable loss functions.
Specifically, they minimize the loss by adjusting the weights
of the key and query matrix, X = QK⊤, while ignoring
the weight of the value matrix, Y = V . However, simpli-
fying the attention optimization problem in this way may
significantly degrade model performance, potentially requir-
ing additional training or fine-tuning. This, in turn, creates
deployment challenges [Dong et al., 2023]. Therefore, it is
natural to ask:



min
X,Y ∈ Rd×d∥ ( n D(X)

n

)
−1

× exp (n A1

d

× d X

d

× d A⊤
2

n

) × n A3

d

× d Y

d

− n B

d

∥ 2
F

n D(X)

n

= diag (exp (n A1

d

× d X

d

× d A⊤
2

n

) × n 1n )
Figure 1: The visualization of the attention optimization problem (see Definition 1.2). Let A1, A2, A3, B ∈ Rn×d and
X,Y ∈ Rd×d. We first get exp(A1XA⊤

2 ) ∈ Rn×n by multiplying A1, X , and A⊤
2 . Then, we have D(X) ∈ Rn×n by

computing diag(exp(A1XA⊤
2 )1n). After that, we multiply D(X)−1, exp(A1XA⊤

2 ), A3, and Y and subtract B from their
product. Finally, we compute the minimum of the Frobenius norm of their difference. The blue rectangles represent the
n× d matrices, the purple rectangle represents the n-dimensioal vector, the red squares represent the d× d matrices, and the
green squares represent the n× n diagonal matrices.

How fast can we optimize the training process of the
attention matrix without making any simplification to

Definition 1.2?

Our Result Although Alman and Song [2023] shows
that a one-step forward approximation of attention can be
achieved in o(n2) time without explicitly formulating the
n × n matrix, the speed at which the loss function can be
optimized via iterative methods remains an open problem.
Therefore, in this paper, we provide a complete, unsimplified
analysis of the attention optimization problem as defined in
Definition 1.2–a task that, to the best of our knowledge, has
not been previously undertaken. Additionally, we establish
a provable guarantee for optimizing the attention function
in the case of a single-layer attention network.

Theorem 1.4 (Informal version of our main theorem (The-
orem L.1)). Given A1, A2, A3 ∈ Rn×d, there exists an
algorithm (Algorithm 1) that runs in O((Tmat(n, d, n) +
Tmat(n, d, d) + d2ω) log(1/ϵ)) and solves the attention op-
timization problem (Defintion 1.2) up to ϵ accuracy with
probability 1− 1/poly(n). Here ω ≈ 2.371.

Optimizing the attention objective is a necessary subprob-
lem that needs to be solved as part of the overall LLM
training process, even if it’s not sufficient on its own due to
the presence of additional layers. Developing faster, more
scalable algorithms for attention optimization can help re-
duce the computational burden of training LLMs.

To establish the correctness of our algorithm, we con-
duct a comprehensive analysis of the positive semi-definite

1ω denotes the exponent of matrix multiplication [Williams,
2012, Le Gall, 2014, Alman and Williams, 2021, Duan et al.,
2023, Le Gall, 2024, Williams et al., 2024], Tmat(a, b, c) denotes
the time of multiplying an a × b size matrix with another b × c
size matrix, and Tmat(n, n, n) = nω . See more details of matrix
multiplication notation in Section A.7.

(PSD) property and the Lipschitz continuity of the Hes-
sian matrix constructed from the attention matrix. These
two properties provide the necessary assurance for employ-
ing TensorSRHT and Newton’s method, ensuring both fast
computation and convergence, respectively.

Notation We use N to denote the set of positive integers.
Let n, d ∈ N. We define [n] := {1, 2, . . . , n}. Let x, y ∈ Rd.
For all i ∈ [d], we define xi ∈ R as the i-th entry of x. We
define ⟨·, ·⟩ : Rd×Rd → R as ⟨x, y⟩ := ∑d

i=1 xiyi. For all
p ∈ {1, 2,∞}, we define ∥x∥p := (

∑
i∈[d] |xi|p)1/p. We

use 1d and 0d to denote the d-dimensional vectors whose
entries are all 1’s and 0’s, respectively.

Let A ∈ Rn×d. For all i ∈ [n] and j ∈ [d], we use Ai,j ∈ R
to denote the (i, j)-th entry of A, use Ai,∗ ∈ Rd and A∗,j ∈
Rn to denote vectors, where (Ai,∗)j = Ai,j = (A∗,j)i. We
use A⊤ ∈ Rd×n to denote the transpose of the matrix A.
For X ∈ Rd×d, we define x = vec(X) ∈ Rd2

as Xi,j =
vec(X)(i−1)×d+j . For x ∈ Rd, we define diag(x) ∈ Rd×d

as diag(x)i,i = xi, for all i ∈ [d] and other entries of
diag(x) are all 0’s. ∥A∥F ∈ R and ∥A∥ ∈ R denote the
Frobenius norm and the spectral norm of A ∈ Rn×d, re-
spectively, where ∥A∥F :=

√∑
i∈[n]

∑
j∈[d] |Ai,j |2 and

∥A∥ := maxx∈Rd ∥Ax∥2/∥x∥2. Let A ∈ Rn2×d2

. For each
j1 ∈ [n], we use Aj1 ∈ Rn×d2

to denote one n× d2 block
from A ∈ Rn2×d2

. Let C,D ∈ Rd×d be symmetric matri-
ces, C ⪰ D if for all y ∈ Rd, y⊤Cy ≥ y⊤Dy. C is said to
be a positive semidefinite (PSD) matrix if y⊤Cy ≥ 0. We
use Id to denote the d× d identity matrix. Let A ∈ Rn1×d1

and B ∈ Rn2×d2 . We define the Kronecker product be-
tween matrices A and B, denoted A ⊗ B ∈ Rn1n2×d1d2 ,
as (A⊗B)(i1−1)n2+i2,(j1−1)d2+j2 is equal to Ai1,j1Bi2,j2 ,
where i1 ∈ [n1], j1 ∈ [d1], i2 ∈ [n2], j2 ∈ [d2].



Roadmap In Section 2, we introduce related research
work. In Section 3, we provide an overview of the techniques
we will use throughout the rest of the paper. In Section 4, we
present a discussion of our theoretical results. In Section 5,
we draw a conclusion for this paper.

2 RELATED WORK

Attention Transformer models, proposed by Vaswani et al.
[2017], revolutionized attention computation with their self-
attention mechanism. This allowed for parallel processing
of input sequences and captured long-range dependencies
more effectively than previous recurrent architectures. After
that, there has been a substantial body of work on attention
computation [Deng et al., 2023b, Alman and Song, 2023,
Zandieh et al., 2023, Chen et al., 2021, Li et al., 2023c,
Brand et al., 2024, Kitaev et al., 2020]. Notably, recent re-
search by Zandieh et al. [2023], Chen et al. [2021], Kitaev
et al. [2020] employs Locality Sensitive Hashing (LSH)
techniques to approximate attention mechanisms. In par-
ticular, Zandieh et al. [2023] introduces KDEformer, an
efficient algorithm for approximating dot-product attention.
This algorithm provides provable spectral norm bounds and
outperforms various pre-trained models. Additionally, cur-
rent research explores both static and dynamic approaches
to calculating attention, as evidenced by the works of Brand
et al. [2024] and Alman and Song [2023]. Furthermore, Li
et al. [2023c] delves into the regularization of hyperbolic
regression problems, which involve functions like exp, sinh,
and cosh. Deng et al. [2023b] proposes randomized and de-
terministic algorithms for reducing the dimensionality of
attention matrices in LLMs, achieving high accuracy while
significantly reducing feature dimensions.

Additionally, numerous studies have attempted to analyze
theoretical attention from the perspectives of optimization
and convergence [Li et al., 2023b, Gao et al., 2023a, Snell
et al., 2021, Zhang et al., 2020a]. Li et al. [2023b] investi-
gated how transformers acquire knowledge about word co-
occurrence patterns. Gao et al. [2023a] focused on studying
regression problems inspired by neural networks that em-
ploy exponential activation functions. Snell et al. [2021] an-
alyzed why models occasionally prioritize significant words
and explained how the attention mechanism evolves during
the training process. Zhang et al. [2020a] demonstrated that
the presence of a heavy-tailed noise distribution contributes
to the bad performance of stochastic gradient descent (SGD)
compared to adaptive methods.

Theoretical LLMs There are numerous amount of works
focusing on the theoretical aspects of LLMs. In Reif et al.
[2019], the syntactic representations of the attention matrix
and the individual word embeddings are presented, together
with the mathematical justification of elucidating the ge-
ometrical properties of these representations. Hewitt and

Manning [2019] introduces a structural probe that analyzes,
under the linear transformation of a word representation
space of a neural network, whether or not syntax trees are
embedded.

Cai et al. [2021], Liu et al. [2024], Rafailov et al. [2023],
Kaplan et al. [2020] study the optimization of LLMs. Cai
et al. [2021] proposes a new algorithm called ZO-BCD.
It has favorable overall query complexity and a smaller
computational complexity in each iteration. Liu et al. [2024]
creates a simple and scalable second-order optimizer, called
Sophia. In different parts of the parameter, Sophia adapts
to the curvature. This may be strongly heterogeneous for
language modeling tasks. The bound of the running time
does not rely on the condition number of the loss.

Other theoretical LLM papers study the knowledge and
skills of LLMs. Wang et al. [2022] analyzes distinct “skill"
neurons, which are regarded as robust indicators of down-
stream tasks when employing the process of soft prompt-
tuning, as discussed in Li and Liang [2021], for language
models. Dai et al. [2021] finds a positive relationship be-
tween the activation of these neurons and the expression
of their corresponding facts, through analyzing BERT. Si-
multaneously, Burns et al. [2023] employs a fully unsuper-
vised approach to extract latent knowledge from a language
model’s internal activations. In addition, Hase et al. [2023]
and Meng et al. [2022] show that in the feed-forward layers
of pre-trained models, language models localize knowledge.
Xie et al. [2022] explores the feasibility of selecting a spe-
cific subset of layers for modification and determining the
optimal location for integrating a classifier. Li et al. [2023d]
demonstrates that large trained transformers exhibit sparsity
in their feedforward activations. Zero-th order algorithm for
training LLM has been analyzed [Malladi et al., 2023, Deng
et al., 2024, Zelikman et al., 2023].

A notable line of research is analyzing the theoretical limits
of LLMs and discussing how to overcome these limitations.
Recent works have shown that a wide range of LLM ar-
chitectures fall into a weaker class of logical circuits Li
et al. [2024, 2025a], Chen et al. [2024a, 2025c], which res-
onates with similar results in other neural architectures Li
et al. [2025b], Ke et al. [2025], and such limitation may
be improved by chain-of-thought Li et al. [2024] or posi-
tional encoding Yang et al. [2025]. Another line of research
shows that Transformers may not be able to learn the sup-
port set of some simple Boolean functions under gradient
descent Chen et al. [2025a,b], Hu et al. [2025e], Kim and
Suzuki [2025] without the help of chain-of-thoughts. There
are also works discussing the conditions deciding whether
we can approximate Transformer computation efficiently,
such as bounded entries Alman and Song [2023, 2024a,b,
2025a,b], statistical rates Hu et al. [2025d, 2024], and model
pruning Frantar and Alistarh [2023], Liang et al. [2025], Gao
et al. [2025a]. These theoretical results extend to universal
approximation Kratsios et al. [2022], Chen et al. [2025d],



Liu et al. [2025], Hu et al. [2025a], model tuning Hu et al.
[2025b,c], and in-context learning Wu et al. [2025b,a].

LLMs Application and Evaluation Recently, there has
been much interest in developing LLM-based systems for
conversational AI and task-oriented dialogue, like Google’s
Meena chatbot Rathee [2020], Microsoft 365 Copilot
Spataro [2023], Adobe firefly, Adobe Photoshop, GPT series
Radford et al. [2018, 2019], Brown et al. [2020], OpenAI
[2022, 2023], and BERT Devlin et al. [2019]. Moreover, nu-
merous fine-tuning methods such as Hu et al. [2022], Meng
et al. [2024], Cao and Song [2025] appear in order to adapt
models for different conversational tasks better.

Moreover, LLM evaluation is also a popular research area.
Within the field of NLP, LLMs are evaluated based on natu-
ral language understanding Bang et al. [2023], Liang et al.
[2023], Laskar et al. [2023], Choi et al. [2023], reasoning
Bian et al. [2024], Wu et al. [2023], Xu et al. [2025a], nat-
ural language generation Wang et al. [2023b], Qin et al.
[2023a], Liu and Demberg [2023], Chia et al. [2023], Chen
et al. [2023], and multilingual tasks Abdelali et al. [2024],
Ahuja et al. [2023], Lai et al. [2023], Zhang et al. [2023].
Robustness Li et al. [2023a], Wang et al. [2023a], Zhao
et al. [2023], ethics Cao et al. [2023], biases Ferrara [2023],
and trustworthiness Hagendorff and Fabi [2023] are also
important aspects. More specifically, the abilities of LLMs
in social science Deroy et al. [2023], Frank [2023], Nay
et al. [2023], mathematics Arora et al. [2023], Dao and
Le [2023], Wei et al. [2023], Bubeck et al. [2023], science
Castro Nascimento and Pimentel [2023], Guo et al. [2023],
engineering Bubeck et al. [2023], Liu et al. [2023a], Pal-
lagani et al. [2023], Sridhara et al. [2023], and medical
applications Chervenak et al. [2023], Johnson et al. [2023]
are evaluated. LLMs are also core for different modalities,
including speech Chen et al. [2024b], Ju et al. [2024], im-
age Ho et al. [2020], Rombach et al. [2022], Cao et al.
[2025a] and video Brooks et al. [2024], Yang et al. [2024],
Cao et al. [2025b]. Evaluation on these multi-modal as-
pects of language models includes image generation Lin
et al. [2024], Cao et al. [2025c], video generation Guo et al.
[2025a,b,c], and multi-modal reasoning Xu et al. [2025b],
Tie et al. [2025].

Sketching Sketching is a powerful tool that is used to
accelerate the performance of machine learning algorithms
and optimization processes. The fundamental concept of
sketching is to partition a large input matrix into a signifi-
cantly smaller sketching matrix but still preserve the main
characteristics of the original matrix. Therefore, the algo-
rithms may work with the smaller matrix instead of the
huge original, which leads to a substantial reduction in pro-
cessing time. Many previous works have studied sketching,
proposed sketching algorithms, and supported these algo-
rithms with robust theoretical guarantees. For example, the
Johnson-Lindenstrauss lemma is proposed by Johnson and

Lindenstrauss [1984]: it shows that under a certain high-
dimensional space, projecting points to a lower-dimensional
subspace may preserve the pairwise distances between these
points. This mathematical property becomes the foundation
of the development of faster algorithms for tasks such as
nearest neighbor search. In addition, as explained in Ailon
and Chazelle [2006], the Fast Johnson-Lindenstrauss Trans-
form (FJLT) introduces a specific family of structured ran-
dom projections that can be applied to a matrix in input
sparsity time.

More recently, sketching has been applied to many numeri-
cal linear algebra tasks, such as linear regression [Clarkson
and Woodruff, 2013, Nelson and Nguyên, 2013], online
optimization problems [Reddy et al., 2021], training neu-
ral networks [Song et al., 2024b, Xiao et al., 2018, Song
et al., 2021b, Gao et al., 2024, Brand et al., 2021], reinforce-
ment learning [Wang et al., 2020, Xu et al., 2023], tensor
decomposition [Song, 2019, Song et al., 2019, Deng et al.,
2023d], relational database [Qin et al., 2022], low-rank ap-
proximation [Boutsidis and Woodruff, 2014, Makarychev
et al., 2020, Meng and Mahoney, 2013, Andoni et al., 2018,
Song et al., 2017], distributed problems [Boutsidis et al.,
2016, Woodruff and Zhong, 2016], weighted low rank ap-
proximation [Razenshteyn et al., 2016, Gu et al., 2024, Song
et al., 2025], CP decomposition [Ma and Solomonik, 2021],
regression inspired by softmax [Li et al., 2023c, Gao et al.,
2025c, Sinha et al., 2023, Deng et al., 2023a], and Kronecker
product regression [Reddy et al., 2022].

3 TECHNIQUE OVERVIEW

In this section, we introduce the primary technique em-
ployed in this paper. This serves as a summary of our the-
oretical analysis, which is deferred to the Appendix due to
space limitations.

Specifically, in Section 3.1, we present the key mathematical
properties used to analyze the attention optimization prob-
lem, as defined in Definition 1.2. In Section 3.2, we describe
the techniques for constructing and analyzing the essential
properties of our main algorithm (see Algorithm 1).

3.1 THEORETICAL ANALYSIS

Big Picture In this section, we provide an overview of
the key techniques used in our theoretical analysis. Our
analysis of this multivariate loss function relies on a novel
technique that leverages support vector machines (SVM) to
reformulate the loss function:

∥D(X)−1 exp(A1XA⊤
2 )A3Y −B∥2F

into the form of inner products and Kronecker product
n∑

j0=1

d∑

i0=1

(⟨⟨exp(Aj0x),1n⟩−1



· exp(Aj0x), A3Y∗,i0⟩ − bj0,i0)
2. (1)

We define

• u(x)j0 := exp(Aj0 x),

• α(x)j0 := ⟨exp(Aj0 x),1n⟩,
• f(x)j0 := α(x)−1

j0
u(x)j0 ,

• h(Y )i0 := A3Y∗,i0 , and

• c(x, y)j0,i0 := ⟨f(x)j0 , h(y)i0⟩ − bj0,i0 .

to decompose Eq. (1) into small parts and compute their
gradient and Hessian respectively. Unlike prior works that
focus on single-variable loss functions [Gao et al., 2025b,
Deng et al., 2023b, Song et al., 2024a, Deng et al., 2023a,
Gao et al., 2023a,c,b], our multivariate loss function has a

more complex Hessian matrix: H =

[
Hx,x Hx,y

Hy,x Hy,y

]
. We

first present how we decompose the Hessian into blocks
(X,Y ). Then, we show that the diagonal sub Hessian ma-
trices Hx,x, Hy,y ∈ Rd2×d2

are positive semi-definite and
provide an upper bound on the spectral norm of the off-
diagonal sub Hessian matrices Hx,y, Hy,x ∈ Rd2×d2

. Next,
we demonstrate that the full Hessian matrix H ∈ R2d2×2d2

,
consisting of the sub matrices Hx,x, Hx,y, Hy,x, and Hy,y,
is also positive semi-definite. Finally, we introduce tech-
niques for proving that the Hessian is Lipschitz.

Problem Reformulation Using SVM The initial works
[Deng et al., 2023a, Gao et al., 2025c, Song et al., 2024a]
on attention regression problems consider the simplest ℓ2
norm, such as minx∈Rd ∥⟨exp(Ax),1n⟩−1 exp(Ax)− c∥22
(Part 1 of Definition 1.3), which corresponds to a single
row of the full attention matrix. Inspired by the tensor trick
from Diao et al. [2018, 2019],

vec(A1XA⊤
2 ) = (A1 ⊗A2) vec(X) ∈ Rn2

,

later works [Gao et al., 2023c,b] consider a slightly
more complicated version of the Part 1 equation, namely
the Frobenius norm of the whole matrix, such as
minX∈Rd×d ∥D(X)−1 exp(A1XA⊤

2 ) − C∥2F (Part 2 of
Definition 1.3). In particular, instead of using a single rescal-
ing factor (Part 1), we now have n rescaling factors (Part
2). We split exp((A1 ⊗A2) vec(X)) ∈ Rn2

into n chunks,
each of size n, and apply the same rescaling factor within
each chunk.

Remark 3.1. For a matrix A = A1 ⊗ A2 ∈ Rn2×d2

, we
can split it into n blocks, where the first block A1 ∈ Rn×d2

contains the first n rows of A, the second block A2 ∈ Rn×d2

contains the next n rows of A, and so on. The j0-th block
Aj0 ∈ Rn×d2

contains the rows from (j0−1)n+1 to j0n of
A, and the n-th block An ∈ Rn×d2

contains the rows from
(n− 1)n+ 1 to n2 of A.

Note that while the tensor trick is necessary for considering
matrix norm regression, it is not sufficient to account for
the value matrix A3Y in the attention optimization problem
(Definition 1.2). Therefore, we take a step further by incorpo-
rating both the SVM and the tensor trick to reformulate the
entire equation of the attention optimization problem. The
standard SVM objective function [Joachims, 2006, Chang
and Lin, 2001, Gu et al., 2025, Tarzanagh et al., 2023] in op-
timization can be viewed as the product of a summation over
a batch of inner products. Inspired by this, we define n func-
tions f(x)j0 = ⟨exp(Aj0 x),1n⟩−1 exp(Aj0 x) ∈ Rn (see
Definition A.10) for each j0 ∈ [n] and d functions h(Y )i0 =

A3Y∗,i0 ∈ Rn (see Definition A.11), where Aj0 ∈ Rn×d2

is
one n× d2 block from A. Here, x is the vectorization of X ,
and y is the vectorization of Y . Then the objective function
in Definition 1.2, ∥D(X)−1 exp(A1XA⊤

2 )A3Y −B∥2F , can
be turned into

n∑

j0=1

d∑

i0=1

(⟨f(x)j0 , h(Y )i0⟩ − bj0,i0)
2 (2)

where bj0,i0 is the entry of matrix B ∈ Rn×d. We call this
formulation SVM-inspired formulation.

Split Hessian Into Blocks (X,Y ) In the fast approxima-
tion and convergence guarantee of the training process for
the attention matrix, the PSD property is a key focus in Sec-
tion C. Unlike single or multiple softmax regression or their
variants [Deng et al., 2023a, Gao et al., 2023b, 2025c], both
the weights X and Y (as defined in Definition 1.2) need to
be considered, which significantly increases the complexity
of the analysis. Therefore, our Hessian matrix discussed in
Section C has the following format

H =

[
Hx,x Hx,y

Hy,x Hy,y

]

To establish the positive semi-definite property, we will
examine the properties of the matrix above individually.

Positive Semi-Definite For Hessian Hx,x, Hy,y The pos-
itive semi-definite of Hx,x, Hy,y constitutes a crucial initial
step in the proof outlined in Lemma C.1. These Hessian are
discussed in detail in Section F and Section G. However,
proving the PSD property for Hx,x and Hy,y in the context
of the attention optimization problem is non-trivial. The
challenges arise from the complex structure of the attention
mechanism and the presence of the exponential function in
the loss formulation (Definition 1.2).

To tackle these challenges, we dive deep into the structure
of Hx,x and Hy,y (see Section F and Section G for details).
We express these matrices in terms of the constituent func-
tions of the attention mechanism, such as the exponential
function, the softmax function, and the key-query-value
transformations. This fine-grained representation allows us
to analyze the PSD property at a granular level. Another key



insight in our analysis is the role of the regularization term
(see details in Section A.6) in the loss function. By carefully
choosing the regularization weight, we can ensure that it
dominates any potentially negative contributions from the
complex attention terms. This is a delicate balancing act, as
the regularization weight needs to be large enough to en-
force the PSD property, but not so large that it overwhelms
the attention signal [Li et al., 2023b, Deng et al., 2023a].

Leveraging this insight, we derive lower bounds on the
regularization weight that guarantee the PSD property for
Hx,x and Hy,y (Lemma G.1 and Lemma F.1 respectively).
These bounds are expressed in terms of the spectral norms
of the attention matrices and the minimum singular values
of the key-query-value transformations. By ensuring that
the regularization weight exceeds these bounds, we can
provably establish the PSD property: there exists a real
number l > 0 such that

H(x) = Hx,x ⪰ l · Id2 and H(y) = Hy,y ⪰ l · Id2 .

Upper Bounds for the Spectral Norm of Hx,y, Hy,x

Hx,y and Hy,x blocks capture the intricate interaction be-
tween the weights X and Y in the attention mechanism.
Bounding their influence is crucial for ensuring the overall
positive semi-definite (PSD) property of the Hessian and
the convergence of our optimization algorithm. To establish
the spectral upper bound of Hx,y , we can decompose Hx,y

into {Gi}4i=1 as described in Lemma I.10. Another impor-
tant technique in our analysis is the use of the boundedness
properties of the attention functions. We show that the ex-
ponential function and the softmax function, when applied
to bounded inputs, produce outputs with controlled spectral
norms. This allows us to propagate the boundedness through
the complex matrix expressions in Hx,y .

Leveraging these insights, we derive a spectral upper
bound for each component in Lemma I.10, namely
maxi∈[n] ∥Gi∥ ≤ R2, where R is a constant that de-
pends on the spectral norms of the attention matrices. Us-
ing these component-wise bounds, we then derive a tight
spectral upper bound for the full off-diagonal block Hx,y,
∥H(x, y)∥ ≤ nd · 10R2 Given this upper bound, our final
focus in the proof of the positive semi-definite property
(PSD) will be as follows.

PSD for Hessian H The challenge in establishing the
PSD property for H lies in the complex interplay between
its constituent blocks: Hx,x, Hx,y , Hy,x, and Hy,y . Each of
these blocks has its own intricate structure, involving the
attention matrices, the exponential function, and the softmax
normalization. Moreover, the off-diagonal blocks Hx,y and
Hy,x introduce cross-term interactions that can potentially
disrupt the PSD property.

To tackle this challenge, we employ a carefully orchestrated
analysis that leverages the properties of the individual blocks

and their interrelationships. Our strategy is to show that
the PSD property of the diagonal blocks Hx,x and Hy,y is
strong enough to compensate for any potentially negative
contributions from the off-diagonal blocks.

With the PSD property of the diagonal blocks and the spec-
tral bounds on the off-diagonal blocks in hand, we then
embark on the final step of proving the PSD property for the
full Hessian H through using

[
u⊤ v⊤

]
H

[
u
v

]

= u⊤Hx,xu+ v⊤Hy,yv + u⊤Hx,yv + v⊤Hy,xu,

for any arbitrary u, v ∈ Rd2

.

Consequently, based on the positive semi-definite property
of the diagonal matrix, the computation of the off-diagonal
part of the matrix does not affect the positivity of the entire
matrix, thereby establishing a positive semi-definite. With
α1, α2, α3 as the bound of the matrix above respectively in
Lemma C.1, we have the following result

H ⪰ min{α1 − α3, α2 − α3} · I2d2

Given the relationship of {ai}3i=1 as discussed above, the
positive semi-definite property of the Hessian matrix is es-
tablished.

Lipschitz Property for Hessian The Lipschitz property
of the Hessian is determined by the upper bound and Lip-
schitz property of the basic functions that constitute the
Hessian matrix H . Since H has three parts Hx,x, Hx,y and
Hy,y. In Section G, due to H(y) is independent of y, the
Lipschitz property can be easily established. For details of
others, we refer the readers to read Section I.

To compute the Lipschitz continuity of Hx,x, we begin
by providing a brief explanation. In our proof, we first
establish upper bounds for the functions u(x), c(x), and
f(x) in Lemma E.4, which together form the matrix Hx,x

(as detailed in Section A.3). Importantly, we ensure that
these basic functions possess the Lipschitz property in
Lemma E.5. Using the foundational components mentioned
above, we can decompose Hx,x into 4 distinct parts de-
noted as {Gk}4k=1. We will leverage the Lipschitz prop-
erty of the basic functions above and a method intro-
duced below. The following task is extensively involved
in the Lipschitz proof (for each Gk), we want to bound
|∏t

i=1 βi(x)−
∏t

i=1 βi(x̃)|, which has an upper bound as:

t−1∑

j=0

|
j∏

i=0

βi(x̃)

t∏

i′=j+1

βi′(x)−
j+1∏

i=1

βi(x̃)

t+1∏

i′=j+2

βi′(x)|

where assume that β0(x) = 1 and βt+1(x) = 1 for con-
venience. We will then proceed to establish the Lipschitz
continuity of Hx,x



K∑

k=1

∥Gk(x, y)−Gk(x̃, ỹ)∥

≤ n1.5 exp(20R2)(∥x− x̃∥2 + ∥y − ỹ∥2)

3.2 ALGORITHM

Algorithm 1 Our Algorithm

1: procedure TRAININGALGORITHM(A1, A2, A3) ▷
Theorem 1.4

2: Let x(0), y(0) ∈ Rd2

denote initialization point.
3: for t = 0→ T − 1 do
4: /*Forward*/
5: Compute h(y(t)) ∈ Rn×d ▷ Tmat(n, d, d) time
6: Compute f(x(t)) ∈ Rn×n ▷ Tmat(n, d, n)

time
7: Compute c(x(t), y(t)) ∈ Rn×d (based on

f(x(t)), h(y(t))) ▷ Tmat(n, d, d) time
8: /*Gradient*/
9: Compute g(x(t)) based on Lemma B.4 ▷
Tmat(n, d, n) + Tmat(n, d, d) time

10: Compute g(y(t)) based on Lemma B.5 ▷
Tmat(n, d, n) + Tmat(n, d, d) time

11: /*Hessian*/
12: Compute H̃ via TensorSRHT ▷ Õ(nd+ d2ω)
13: /*Update*/

14:

[
x(t+ 1)
y(t+ 1)

]
←

[
x(t)
y(t)

]
−
[
g(x(t))
g(y(t))

]
H̃−1 ▷

O(d2ω)
15: end for
16: return

[
x(T )
y(T )

]

17: end procedure

In this section, we present the techniques for constructing
and analyzing the properties of our algorithm (see Algo-
rithm 1). First, we present our technique for simplifying
the computation of the attention matrix. Then, we display
the techniques for the gradient and Hessian computation.
After that, we delve into the primary contribution of our
work: TensorSRHT fast approximation for Hessian. Finally,
we combine the running time of all of the previous parts
(forward function, gradient, Hessian, inverse of approxi-
mate Hessian) and conclude the total running time of our
algorithm (see Algorithm 1).

Forward Computation To simplify the computation of
the attention matrix, we can decompose the computation
process into three components: f , c, and h as defined in
Section A.2. The forward computation can then be com-
pleted in O(Tmat(n, d, d) + Tmat(n, n, d)) time, as stated
in Lemma B.3.

Gradient Computation We can compute the gradient in
Section B as follows:

dL(x, y)

dx
= vec(A⊤

1 p(x, y)A2),

for some matrix p(x, y) ∈ Rn×n. Here A⊤
1 p(x, y)A2 can be

computed in Tmat(n, d, n) + Tmat(d, n, d) time. Similarly,

dL(x, y)

dy
= vec(A⊤

3 q̃(x, y)),

which also takes Tmat(n, n, d) + Tmat(n, d, d) time. We
will now establish the overall running time for gradient
computation. By utilizing the results from Lemma B.4 and
Lemma B.5, we can efficiently compute the gradients of
g(x(t)) and g(y(t)) in Tmat(n, d, n) + Tmat(n, d, d) time.

Straightforward Hessian Computation Computing the
Hessian in straightforward way would take Tmat(d

2, n2, d2)
time, because we need to explicitly write down A⊤ A ∈
Rd2×d2

where A ∈ Rn2×d2

. This is too slow, we use sketch-
ing ideas to speed up this running time. Using sketching
matrices to speed up the Hessian computation has been ex-
tensively studied in convex and non-convex optimization
[Jiang et al., 2021, Lee et al., 2019, Song and Yu, 2021, Gu
and Song, 2022, Gu et al., 2025, Qin et al., 2023b].

TensorSRHT Fast Approximation for Hessian Now,
let’s delve into the key contribution of this paper. Given that
A = A1 ⊗A2 ∈ Rn2×d2

, the time complexity of regression
becomes prohibitively expensive. Our contribution aims to
execute a fast approximation to significantly reduce the time
complexity when using the Newton Method. We construct
our TensorSRHT sketching matrix S ∈ Rm×n2

by

S =
1√
m
P · (QD1 ⊗QD2),

where P ∈ {0, 1}m×n2

contains only one 1 at a ran-
dom coordinate, Q is a n × n Hadamard matrix, and
D1, D2 are two n × n independent diagonal matrices
with diagonals that are each independently set to be a
Rademacher random variable (uniform in {−1, 1}). We
choose m = O(ϵ−2d2 log3(nd/ϵδ))≪ n2, where ϵ > 0 is
the accuracy parameter and δ ∈ (0, 1) is the failure prob-
ability, so S A ∈ Rm×d2

is a much smaller matrix com-
pared with A ∈ Rn2×d2

. Therefore, using S A, we can
construct a sparse Hessian. This reduces the time from
Tmat(d

2, n2, d2) down to Õ(nd)+Tmat(d
2, d2, d2)2. Addi-

tionally, Ahle et al. [2020], Song et al. [2021a] show that
with m = O(ϵ−2d2 log3(nd/ϵδ)), the TensorSRHT sketch-
ing matrix S is an oblivious subspace embedding, which
may further implies that with high probability (1− δ), the
sketched Hessian H̃ approximates the true Hessian H with
bounded error in terms of ϵ.

2We consider the regime n ≫ d in the paper which is the
most common setting in practice because n is the length of the
document, and d is feature dimension.



Overall Time Building upon the aforementioned prop-
erties, we can apply the Newton Method in Section K to
establish convergence for the regression problem. In Sum-
mary, we know that

• Computing forward function Tmat(n, n, d) +
Tmat(n, d, d) time (Lemma B.3)

• Computing gradient takes Tmat(n, n, d)+Tmat(n, d, d)
time (Lemma B.4 and Lemma B.5)

• Compute Hessian takes Õ(nd) + Tmat(d
2, d2, d2)

(Lemma J.6)

• Compute g times inverse of approximate Hessian, this
can be done in Tmat(d

2, d2, d2) = d2ω

The total time can be expressed as Õ(Tmat(n, d, n) +
Tmat(n, d, d) + d2ω) log(1/ϵ), for ω ≈ 2.37.

4 DISCUSSION

Attention Formulation. In this paper, our attention for-
mulation in Definition 1.1 exactly matches the softmax atten-
tion in the traditional notation system Vaswani et al. [2017],
with only some basic notational differences. Specifically,
recalling Definition 1.1, we compute the query-key atten-
tion matrix as D−1 exp(XℓQK⊤X⊤

ℓ )︸ ︷︷ ︸
:=A

, where D−1A recov-

ers the computation Softmax( Q̃K̃⊤
√
d
) (with Q̃ := XℓWQ,

K̃ := XℓWK) in Vaswani et al. [2017].

The key difference is that we use Q and K to denote WQ

and WK , and we use A to denote the numerator part of the
softmax computation in each row, while D−1 normalizes
each row. This means that our theoretical result is highly
practical, with perfect alignment to the Transformers used
in real LLMs.

Generalization to Multi-Layer Attention. Our main re-
sult in Theorem 1.4 can be easily generalized to the mul-
tilayer case. To show this, we first consider the recursive
attention computation in Definition 1.1:

Xℓ+1 ← D−1 exp(XℓQK⊤X⊤
ℓ )XℓV,

where each layer computes its output based on the previous
layer’s input and the weight matrices.

In this paper, our result states that given any arbitrary Xℓ

we treat the weights QK⊤ and V as variables, and we can
output a good approximation of Xℓ+1 denoted as (see Defi-
nition 1.2). In another work Deng et al. [2023c], they treat
the input Xℓ as a variable and study the training. Since our
formulation and algorithm treat Xℓ as an input and do not
assume anything specific about its origin, and we can di-
rectly combine our result with attention training in Deng
et al. [2023c], our results apply to any layer in the network.

Therefore, our methods naturally extend to multi-layer at-
tention by applying them iteratively at each layer.

Justification of Assumptions. In this work, our goal is to
design an efficient algorithm that can be applied to a broader
range of modern transformer architectures. Consequently,
our method does not rely on strict assumptions, requiring
only assumptions on good initialization points of x0 and y0
(see Definition K.1) and on the regularization term ∥(W ⊗
I)(A1 ⊗A2)x∥22 + ∥WA3y∥2F in Definition A.14.

Both assumptions can be easily satisfied in practice. Specifi-
cally, the first assumption can be met by spending additional
effort in selecting a suitable initialization point, while the
second is a standard practice in attention optimization Gao
et al. [2025c], Li et al. [2023b] and widely accepted in the
broader field of optimization. These assumptions are also
weaker than those in previous works, as we do not rely
on conditions such as d = O(log n), d = o(log2 n), or
bounded entry assumptions as in Alman and Song [2023],
Zandieh et al. [2023], nor do we overly simplify the prob-
lem as in Song et al. [2024a], Gao et al. [2025c], Deng et al.
[2023a].

5 CONCLUSION

In this paper, we make several important contributions to
optimizing attention mechanisms in LLMs by providing
the first complete analysis of an unsimplified single-layer
attention optimization problem. Unlike previous work that
simplified the problem by fixing certain components, our
work treats all weight matrices Q,K, V as variables, offer-
ing a more comprehensive theoretical understanding. We
introduce a novel approach that combines tensor tricks and
SVM-inspired formulation to reformulate the attention op-
timization problem in a more tractable way. This reformu-
lation allows us to develop new theoretical insights while
maintaining the full complexity of the attention mechanism.
Our main technical achievement is developing an algorithm
that can solve the attention optimization problem up to ϵ ac-
curacy in Õ((Tmat(n, n, d)+Tmat(n, d, d)+d2ω) log(1/ϵ))
time, where Tmat represents matrix multiplication time, n
is the sequence length, d is the embedding dimension, and
ω ≈ 2.37 is the matrix multiplication exponent. These guar-
antees are established through careful analysis of the pos-
itive semi-definite properties of the Hessian matrix, Lip-
schitz continuity of the Hessian, and the application of
TensorSRHT techniques for fast approximation.

In conclusion, we provide theoretical insights into attention
optimization and present a concrete algorithm with prov-
able guarantees. While the immediate practical applications
may be limited by the single-layer constraint, the analytical
techniques and theoretical framework developed here could
serve as building blocks for future work on more complex
attention architectures.
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Roadmap. In Section A, we present the basic notations we use, some mathematical facts, and helpful definitions that
support the following proof. In Section B, we compute the gradients of the helpful functions defined earlier. In Section C,
we define the Hessian for further discussion. In Section D, we compute the Hessian matrix with respect to X . In Section E,
we demonstrate that the Hessian for X is Lipschitz. In Section F, we show that the Hessian matrix with respect to X is
positive semidefinite (PSD). In Section G, we compute the Hessian matrix with respect to Y and show that it is Lipschitz
and positive semidefinite (PSD). In Section H, we compute the Hessian matrix with respect to both X and Y . In Section I,
we demonstrate that the Hessian matrix with respect to both X and Y is Lipschitz. In Section J, we introduce some tensor
sketch techniques to obtain fast approximations of the Hessian. In Section K, we introduce the Newton step.

A PRELIMINARIES

In Section A.1, we present the basic mathematical properties of vectors, norms and matrices. In section A.2, we provide a
definition of L(X,Y ). In Section A.3, we define a series of helpful functions with respect to X . In section A.4, we define a
series of helpful functions with respect to Y . In Section A.5, we define a series of helpful functions with respect to both
X and Y . In Section A.6, we define the regularization function. In Section A.7, we introduce facts related to fast matrix
multiplication.

Notation Now we define the basic notations we use in this paper.

First, we define the notations related to the sets. We use N to denote the set of positive integers, namely N := {1, 2, 3, . . . }.
Let n and d be in N. We define [n] := {1, 2, . . . , n}. We use R,Rn,Rn×d to denote the set containing all real numbers, all
n-dimensional vectors, and n× d matrices, whose entries are all in R. We use R+ to denote the set containing all positive
real numbers.

Then, we define the notations related to vectors. Let x, y ∈ Rd. For all i ∈ [d], we define xi ∈ R as the i-th entry of x.
We define ⟨·, ·⟩ : Rd × Rd → R as ⟨x, y⟩ := ∑d

i=1 xiyi, which is called the inner product between x and y. We define
x ◦ y ∈ Rd as (x ◦ y)i := xi · yi, for all i ∈ [d]. For all p ∈ {1, 2,∞}, we define ∥x∥p := (

∑
i∈[d] |xi|p)1/p, which is the ℓp

norm of x. We use 1d and 0d to denote the d-dimensional vectors whose entries are all 1’s and 0’s, respectively.

After that, we define the notations related to matrices. Let A ∈ Rn×d. For all i ∈ [n] and j ∈ [d], we use Ai,j ∈ R to
denote the entry of A at i-th row and j-th column, use Ai,∗ ∈ Rd and A∗,j ∈ Rn to denote vectors, where (Ai,∗)j =
Ai,j = (A∗,j)i. We use A⊤ ∈ Rd×n to denote the transpose of the matrix A, where A⊤

i,j = Aj,i. For X ∈ Rd×d, we define
x = vec(X) ∈ Rd2

as Xi,j = vec(X)(i−1)×d+j . For x ∈ Rd, we define diag(x) ∈ Rd×d as diag(x)i,i = xi, for all i ∈ [d]
and other entries of diag(x) are all 0’s. ∥A∥F ∈ R and ∥A∥ ∈ R denote the Frobenius norm and the spectral norm of
A ∈ Rn×d, respectively, where ∥A∥F :=

√∑
i∈[n]

∑
j∈[d] |Ai,j |2 and ∥A∥ := maxx∈Rd ∥Ax∥2/∥x∥2. Let A ∈ Rn2×d2

.

For each j1 ∈ [n], we use Aj1 ∈ Rn×d2

to denote one n × d2 block from A ∈ Rn2×d2

. Let C,D ∈ Rd×d be symmetric
matrices, C ⪰ D if for all y ∈ Rd, y⊤Cy ≥ y⊤Dy. C is said to be a positive semidefinite (PSD) matrix if y⊤Cy ≥ 0. We
use Id to denote the d× d identity matrix. nnz(A) represents the number of entries in the matrix A that are not equal to



zero. 0n×n ∈ Rn×n is a matrix, where for all i, j ∈ [n], (0n×n)i,j = 0.

Let n1, n2, d1, d2 be positive integers. Let A ∈ Rn1×d1 and B ∈ Rn2×d2 . We define the Kronecker product between
matrices A and B, denoted A ⊗ B ∈ Rn1n2×d1d2 , as (A ⊗ B)(i1−1)n2+i2,(j1−1)d2+j2 is equal to Ai1,j1Bi2,j2 , where
i1 ∈ [n1], j1 ∈ [d1], i2 ∈ [n2], j2 ∈ [d2]. mat : Rn2 → Rn×n is defined by Xi,j = mat(x)i,j := x(i−1)·n+j , and
vec = mat−1.

n X

n

= mat ( n2 x ) vec ( n X

n

) = n2 x

Figure 2: The visualization of the functions mat : Rn2 → Rn×n and vec = mat−1 : Rn×n → Rn2

. We have x ∈ Rn2

and
X ∈ Rn×n. In this figure, we give an example of n = 3. In the left figure, by the function mat, the first three entries of the
vector x are mapped to X1,1, X1,2, and X1,3 respectively, the second three entries of the vector x are mapped to X2,1, X2,2,
and X2,3 respectively, and the third three entries of the vector x are mapped to X3,1, X3,2, and X3,3 respectively. For the
right figure, every entry in X is mapped to x by vec in the reverse pattern of mat.

A.1 BASIC FACTS

In this section, we will introduce the basic mathematical facts.

Fact A.1. Let a, b ∈ R.

For all vectors u, v, w ∈ Rn, we have

• ⟨u, v⟩ = ⟨u ◦ v,1n⟩ = u⊤diag(v)1n

• ⟨u ◦ v, w⟩ = ⟨u ◦ w, v⟩
• ⟨u ◦ v, w⟩ = ⟨u ◦ v ◦ w,1n⟩ = u⊤ diag(v)w

• ⟨u ◦ v ◦ w ◦ z,1n⟩ = u⊤ diag(v ◦ w)z
• u ◦ v = v ◦ u = diag(u) · v = diag(v) · u
• u⊤(v ◦ w) = v⊤(u ◦ w) = w⊤(u ◦ v) = u⊤ diag(v)w = v⊤ diag(u)w = w⊤ diag(u)v

• diag(u)⊤ = diag(u)

• diag(u) · diag(v) · 1n = diag(u)v

• diag(u ◦ v) = diag(u) diag(v)

• diag(u) + diag(v) = diag(u+ v)

• ⟨u, v⟩ = ⟨v, u⟩
• ⟨u, v⟩ = u⊤v = v⊤u

• a⟨w, v⟩+ b⟨u, v⟩ = ⟨aw + bu, v⟩ = ⟨v, aw + bu⟩ = a⟨v, w⟩+ b⟨v, u⟩.

Fact A.2. Let R > 0 be a real number.

For vectors x, y ∈ Rn and α ∈ R, we have

• ∥x ◦ y∥2 ≤ ∥x∥∞ · ∥y∥2
• ∥x∥∞ ≤ ∥x∥2 ≤

√
n∥x∥∞



• ∥ exp(x)∥∞ ≤ exp(∥x∥2)
• ∥x+ y∥2 ≤ ∥x∥2 + ∥y∥2
• ∥αx∥2 ≤ |α| · ∥x∥2
• For any ∥x∥2, ∥y∥2 ≤ R, we have ∥ exp(x)− exp(y)∥2 ≤ exp(R) · ∥x− y∥2

Fact A.3. For any matrices X,Y ∈ Rn×n and for any vector x ∈ Rn, we have

• ∥X⊤∥ = ∥X∥
• ∥X∥ ≥ ∥Y ∥ − ∥X − Y ∥
• ∥X + Y ∥ ≤ ∥X∥+ ∥Y ∥
• ∥X · Y ∥ ≤ ∥X∥ · ∥Y ∥
• If X ⪯ α · Y , then ∥X∥ ≤ α · ∥Y ∥, for X and Y being PSD matrices and α > 0.

• ∥Y x∥2 ≤ ∥Y ∥ · ∥x∥2
Fact A.4. For any vectors u, v ∈ Rn, we have

• Part 1. uu⊤ ⪯ ∥u∥22 · In
• Part 2. diag(u) ⪯ ∥u∥2 · In
• Part 3. diag(u ◦ u) ⪯ ∥u∥22 · In
• Part 4. uv⊤ + vu⊤ ⪯ uu⊤ + vv⊤

• Part 5. uv⊤ + vu⊤ ⪰ −(uu⊤ + vv⊤)

• Part 6. (v ◦ u)(v ◦ u)⊤ ⪯ ∥v∥2∞uu⊤

• Part 7. diag(u ◦ v) ⪯ ∥u∥2∥v∥2 · In
Fact A.5. Let g, f : Rd → Rn and q : Rd → R.

Let x ∈ Rd be an arbitrary vector.

Let a ∈ R be an arbitrary real number.

Then, we have

• dq(x)a

dx = a · q(x)a−1 · dq(x)dx

• d∥f(x)∥2
2

dt = 2⟨f(x), df(x)
dt ⟩

• d⟨f(x),g(x)⟩
dt = ⟨df(x)dt , g(x)⟩+ ⟨f(x), dg(x)

dt ⟩
• d(g(x)◦f(x))

dt = dg(x)
dt ◦ f(x) + g(x) ◦ df(x)

dt (product rule for Hadamard product)

A.2 GENERAL DEFINITIONS

In this section, we introduce some general definitions.

Definition A.6 (Index summary). We use i to denote indices in [d2] range, and j to denote indices in [n2] range.

We use i0, i1, i2 to denote indices in [d], and j0, j1, j2 to denote indices in [n].

Definition A.7. If the following conditions hold

• Let A1 ∈ Rn×d.

• Let A2 ∈ Rn×d.

• Let A ∈ Rn2×d2

denote the Kronecker product between A1, A2

– For each j0 ∈ [n], we use Aj0 ∈ Rn×d2

to be one n× d2 block from A ∈ Rn2×d2

(see Remark 3.1).

• Let A3 ∈ Rn×d.



min
X ∈ Rd×d ∥ mat ( (n2 D(X)⊗ In

n2

)
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vec(X
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Figure 3: The visualization of a variation of Definition 1.2. Let A1, A2, A3, B ∈ Rn×d, X ∈ Rd×d, D(X) ∈ Rn×n (see
Figure 1 and Definition 1.2), and A = A1 ⊗ A2 ∈ Rn2×d2

. mat : Rn2 → Rn×n is defined by Xi,j = mat(x)i,j :=

x(i−1)·n+j , and vec = mat−1. We first get that (D(X)⊗ In)
−1 ∈ Rn2×n2

and multiply A with vec(X). Then, we multiply
(D(X) ⊗ In)

−1 ∈ Rn2×n2

with A · vec(X) ∈ Rn2

, which gives us a vector in Rn2

. We use mat to transform that into a
matrix in Rn×n. After that, we multiply this matrix with A3Y ∈ Rn×d. Finally, we compute the minimum of the Frobenius
norm of mat((D(X)⊗ In)

−1 · exp(A vec(X)))A3Y −B. In this figure, we give an example when n = 3: in the matrix
D(X) ⊗ In, the three light green squares (and their nearby white area) make up the first chunk, the three middle green
squares (and their nearby white area) make up the second chunk, and the three dark green squares (and their nearby white
area) make up the third chunk. The blue rectangles represent the matrices in Rn×d. The red rectangle represents the matrix
in Rd×d.

n∑
j0 = 1

d∑
i0 = 1

( ⟨ n
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Figure 4: The visualization of Eq. (2). Let A1, A2, A3, B ∈ Rn×d and X,Y ∈ Rd×d. We have A = A1⊗A2 ∈ Rn2×d2

and
Aj0 ∈ Rn×d2

is the j0-th block of A. x = vec(X) ∈ Rd2

. First, we use the definition of f(x)j0 ∈ Rn (see Definition A.10)
and h(Y )i0 ∈ Rn (see Definition A.11) to compute them. Then, we find their inner produce and subtract the entry of B at
j0-th row and i0-column from the inner produce. Finally, we compute the square of this difference and add all of them from
i0 = 1 to i0 = d and from j0 = 1 to j0 = n. In this figure, we use blue rectangles to represent vectors, where the dark blue
represents f(x)j0 and h(Y )i0 , and the light blue represents the terms used to compute f(x)j0 and h(Y )i0 . The green square
represents the scalar. The red rectangle represents the matrix.

• Let B ∈ Rn×d and bj0,i0 denote the (j0, i0)-th entry in B ∈ Rn×d for each j0 ∈ [n] and i0 ∈ [d].

• Let X ∈ Rd×d.

Our final goal is to study the loss function, defined as:

L(X,Y ) := 0.5 · ∥D(X)−1

︸ ︷︷ ︸
n×n

exp(A1XA⊤
2 )︸ ︷︷ ︸

n×n

A3︸︷︷︸
n×d

Y︸︷︷︸
d×d

− B︸︷︷︸
n×d

∥2F

where

• D(X) ∈ Rn×n is defined as D(X) := diag(exp(A1XA⊤
2 )1n) and

• for each j0 ∈ [n], D(X)j0 ∈ R is ⟨exp(Aj0 x),1n⟩, Aj0 ∈ Rn×d2

is the j0-th block of A ∈ Rn2×d2

, and x ∈ Rd2

is
the vectorization of X ∈ Rd×d



Further, for each j0 ∈ [n], i0 ∈ [d], we define L(X,Y )j0,i0 as follows:

L(X,Y )j0,i0 := 0.5(⟨⟨exp(Aj0 x),1n⟩−1 exp(Aj0 x), A3Y∗,i0⟩ − bj0,i0)
2

Using tensor-trick in Gao et al. [2023b,c], we can see that

L(X,Y ) =

n∑

j0=1

d∑

i0=1

L(X,Y )j0,i0 .

A.3 HELPFUL DEFINITIONS WITH RESPECT TO X

Now, we introduce a few helpful definitions related to X ∈ Rd×d.

Definition A.8. Let A = A1 ⊗A2 ∈ Rn2×d2

, where A1, A2 ∈ Rn×d, and Aj0 ∈ Rn×d2

be one n× d2 block from A.

We define u(x)j0 : Rd2 → Rn as follows:

u(x)j0 := exp(Aj0 x)︸ ︷︷ ︸
n×1

.

Definition A.9. Let A = A1 ⊗A2 ∈ Rn2×d2

, where A1, A2 ∈ Rn×d, and Aj0 ∈ Rn×d2

be one n× d2 block from A.

We define α(x)j0 : Rd2 → R as:

α(x)j0 := ⟨exp(Aj0 x)︸ ︷︷ ︸
n×1

, 1n︸︷︷︸
n×1

⟩.

Definition A.10. Let α(x)j0 ∈ R be defined as in Definition A.9.

Let u(x)j0 ∈ Rn be defined as in Definition A.8.

We define f(x)j0 : Rd2 → Rn

f(x)j0 := α(x)−1
j0︸ ︷︷ ︸

scalar

u(x)j0︸ ︷︷ ︸
n×1

.

A.4 A HELPFUL DEFINITION WITH RESPECT TO Y

In this section, we introduce a helpful definition related to Y ∈ Rd×d.

Definition A.11. For each i0 ∈ [d], we define h()i0 : Rd×d → Rn as:

h(Y )i0 := A3︸︷︷︸
n×d

Y∗,i0︸︷︷︸
d×1

.

A.5 HELPFUL DEFINITIONS WITH RESPECT TO BOTH X AND Y

In this section, we introduce some helpful definitions related to both X ∈ Rd×d and Y ∈ Rd×d.

Definition A.12. We define c(x, y)j0,i0 : Rd2 × Rd2 → R as follows:

c(x, y)j0,i0 := ⟨f(x)j0 , h(y)i0⟩ − bj0,i0 .

Furthermore, we define c(x, :)j0,i0 as follows

c(x, :)j0,i0 := ⟨f(x)j0 , v⟩ − bj0,i0

for some fixed vector v ∈ Rn which doesn’t depend on x and also doesn’t depend on y.

Similarly, we also define c(:, y)j0,i0 as follows

c(:, y)j0,i0 := ⟨v, h(y)i0⟩ − bj0,i0

for some fixed vector v ∈ Rn which doesn’t depend on x and also doesn’t depend on y.



Definition A.13. We define

L(x, :)j0,i0 := 0.5c(x, :)2j0,i0

and

L(:, y)j0,i0 := 0.5c(:, y)2j0,i0

and

L(x, y)j0,i0 := 0.5c(x, y)2j0,i0

A.6 REGULARIZATION

In this section, we define the regularization loss we use.

Definition A.14. Let W ∈ Rn×n denote a positive diagonal matrix. We use the following regularization loss

∥(W ⊗ I)(A1 ⊗A2)x∥22 + ∥WA3y∥2F

Note that ∥WA3y∥2F =
∑d

i0=1 ∥WA3yi0∥22.

Adding this regularization term to the loss function L(X,Y ) (see Definition A.7), we can ensure the positive definiteness of
this loss function (see Lemma G.1 and Lemma F.1).

A.7 FAST MATRIX MULTIPLICATION

We use Tmat(a, b, c) to denote the time of multiplying an a× b matrix with another b× c matrix. Fast matrix multiplication
Coppersmith [1982], Williams [2012], Le Gall [2014], Gall and Urrutia [2018], Christandl et al. [2025], Alman and Williams
[2021], Duan et al. [2023], Le Gall [2024], Williams et al. [2024] is a fundamental tool in theoretical computer science.

Fact A.15. O(Tmat(a, b, c)) = O(Tmat(b, a, c)) = O(Tmat(a, c, b)).

For k ∈ R+, we define ω(k) ∈ R+ to be the value such that ∀n ∈ N, Tmat(n, n, n
k) = O(nω(k)).

For convenience, we define three special values of ω(k). We define ω to be the fast matrix multiplication exponent, i.e.,
ω := ω(1). We define α ∈ R+ to be the dual exponent of matrix multiplication, i.e., ω(α) = 2. We define β := ω(2).

The following fact can be found in Lemma 3.6 of Jiang et al. [2020a], also see Bürgisser et al. [1997].

Fact A.16 (Convexity of ω(k)). The function ω(k) is convex.

B GRADIENT

In Section B.1, we show the gradient with respect to variables x. In Section B.2, we prove the gradient with respect to
variables y. In Section B.3, we compute running time of c, f, h. In Section B.4, we reformulate the gradient with respect to
X to compute time complexity. In Section B.5, we reformulate the gradient with respect to Y to compute time complexity.

B.1 GRADIENT FOR x

In this section, we compute the gradient for x. Most of the following gradient computations can be found in Gao et al.
[2023b,c].

Lemma B.1 (Gradient with respect to x). If the following conditions hold

• For each i ∈ [d2], let Aj0,i ∈ Rn denote the i-th column for Aj0 ∈ Rn×d

• Let u(x)j0 ∈ Rn be defined as Definition A.8



• Let α(x)j0 ∈ R be defined as Definition A.9

• Let f(x)j0 ∈ Rn be defined as Definition A.10

• Let c(x, :)j0,i0 ∈ R be defined as Definition A.12

• Let L(x, :)j0,i0 ∈ R be defined as Definition A.13

Then, for each i ∈ [d2], for each j0 ∈ [n], we have

• Part 1.

du(x)j0
dxi

= u(x)j0 ◦ Aj0,i

• Part 2.

dα(x)j0
dxi

= ⟨u(x)j0 ◦ Aj0,i,1n⟩

• Part 3.

df(x)j0
dxi

= f(x)j0 ◦ Aj0,i−f(x)j0 · ⟨f(x)j0 ,Aj0,i⟩

• Part 4. For a fixed vector v ∈ Rn (which doesn’t depend on x), we have

d⟨f(x)j0 , v⟩
dxi

= ⟨f(x)j0 ◦ Aj0,i, v⟩ − ⟨f(x)j0 , v⟩ · ⟨f(x)j0 ,Aj0,i⟩
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Figure 5: The visualization of Part 4 of Lemma B.1. We are given f(x)j0 , v,Aj0,i ∈ Rn. The left-hand side of the equation
is the derivative of the inner product of f(x)j0 and v with respect to xi ∈ R. For the right-hand side, we have three steps.
Step 1: we compute the Hadamard product of f(x)j0 and Aj0,i. Step 2: We find the inner product of this Hadamard product
and v. Step 3: We subtract the product of two inner products, one is of f(x)j0 and v and the other is of f(x)j0 and Aj0,i,
from the result of step 2. The purple rectangles represent the vector f(x)j0 . The red rectangles represent the vector v. The
green rectangles represent the vector Aj0,i.

• Part 5. For each i0 ∈ [d]

dc(x, :)j0,i0
dxi

= ⟨f(x)j0 ◦ Aj0,i, v⟩ − ⟨f(x)j0 , v⟩ · ⟨f(x)j0 ,Aj0,i⟩

• Part 6.

dL(x, :)j0,i0
dxi

= c(x, :)j0,i0 · (⟨f(x)j0 ◦ Aj0,i, v⟩ − ⟨f(x)j0 , v⟩ · ⟨f(x)j0 ,Aj0,i⟩)

• Part 7. (for hessian diagonal term)

d⟨f(x)j0 ◦ Aj0,i, v⟩
dxi

= ⟨f(x)j0 ◦ Aj0,i ◦Aj0,i, v⟩ − ⟨f(x)j0 ◦ Aj0,i, v⟩ · ⟨f(x)j0 ,Aj0,i⟩
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Figure 6: The visualization of Part 7 of Lemma B.1. We are given f(x)j0 , v,Aj0,i ∈ Rn. First, we compute the Hadamard
product between f(x)j0 and Aj0,i. The left-hand side of the equation is the derivative of the inner product of this Hadamard
product and v with respect to xi ∈ R. For the right-hand side, we have four steps. Step 1: We compute the inner product
of the Hadamard product of f(x)j0 ,Aj0,i,Aj0,i and v. Step 2: We compute the inner product of the Hadamard product of
f(x)j0 ,Aj0,i and v. Step 3: We compute the inner product between f(x)j0 and Aj0,i. Step 4: We subtract the product of
steps 2 and 3 from step 1. The purple rectangles represent the vector f(x)j0 . The red rectangles represent the vector v. The
green rectangles represent the vector Aj0,i.

• Part 8. (for hessian off-diagonal term)

d⟨f(x)j0 ◦ Aj0,i, v⟩
dxl

= ⟨f(x)j0 ◦ Aj0,i ◦Aj0,l, v⟩ − ⟨f(x)j0 ◦ Aj0,l, v⟩ · ⟨f(x)j0 ,Aj0,i⟩

• Part 9 (for hessian diagonal term, this can be obtained by using Part 4 as a black-box)

d⟨f(x)j0 ,Aj0,i⟩
dxi

= ⟨f(x)j0 ,Aj0,i ◦Aj0,i⟩ − ⟨f(x)j0 ,Aj0,i⟩ · ⟨f(x)j0 ,Aj0,i⟩
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Figure 7: The visualization of Part 9 of Lemma B.1. We are given f(x)j0 ,Aj0,i ∈ Rn. The left-hand side of the equation
is the derivative of the inner product of f(x)j0 and Aj0,i with respect to xi ∈ R. For the right-hand side, we have three
steps. Step 1: we compute the Hadamard product of Aj0,i and Aj0,i. Step 2: We find the inner product of f(x)j0 and this
Hadamard product. Step 3: We subtract the square of inner product of f(x)j0 and Aj0,i from the result of step 2. The purple
rectangles represent the vector f(x)j0 . The green rectangles represent the vector Aj0,i.

• Part 10 (for hessian off-diagonal term, this can be obtained by using Part 4 as a black-box)

d⟨f(x)j0 ,Aj0,i⟩
dxl

= ⟨f(x)j0 ,Aj0,i ◦Aj0,l⟩ − ⟨f(x)j0 ,Aj0,i⟩ · ⟨f(x)j0 ,Aj0,l⟩

Proof. Proof of Part 1. See Part 4 of Proof of Lemma 5.18 in Gao et al. [2023b] (Page 14).

Proof of Part 2. See Part 5 of Proof of Lemma 5.18 in Gao et al. [2023b] (Page 14).

Proof of Part 3. See Part 9 of Proof of Lemma 5.18 in Gao et al. [2023b] (page 15).

Proof of Part 4. See Part 14 of Proof of Lemma 5.18 in Gao et al. [2023b] (page 15).

Proof of Part 5.

Note that by Definition A.12, we have

c(x, :)j0,i0 := ⟨f(x)j0 , v⟩ − bj0,i0 (3)

Therefore, we have

dc(x, :)j0,i0
dxi

=
d(⟨f(x)j0 , v⟩ − bj0,i0)

dxi



=
d⟨f(x)j0 , v⟩

dxi

= ⟨f(x)j0 ◦ Aj0,i, v⟩ − ⟨f(x)j0 , v⟩ · ⟨f(x)j0 ,Aj0,i⟩,

where the first step comes from Eq. (3), the second step follows from dbj0,i0

dxi
= 0, and the third step is due to Part 4.

Proof of Part 6. Noted that by Definition A.13, we have

L(x, :)j0,i0 = 0.5c(x, :)2j0,i0 (4)

Therefore, we have

dL(x, :)j0,i0
dxi

=
d(0.5c(x, :)2j0,i0)

dxi

= c(x, :)j0,i0
dc(x, :)

dxi

= c(x, :)j0,i0 · (⟨f(x)j0 ◦ Aj0,i, v⟩ − ⟨f(x)j0 , v⟩ · ⟨f(x)j0 ,Aj0,i⟩),

where the first step is due to Eq. (4), the second step is because of chain rule of derivative, the last step comes from Part 5.

Proof of Part 7.

We have

d⟨f(x)j0 ◦ Aj0,i, v⟩
dxi

= ⟨d(f(x)j0 ◦ Aj0,i)

dxi
, v⟩

= ⟨df(x)j0
dxi

◦ Aj0,i, v⟩

= ⟨(f(x)j0 ◦ Aj0,i−f(x)j0 · ⟨f(x)j0 ,Aj0,i⟩) ◦ Aj0,i, v⟩
= ⟨f(x)j0 ◦ Aj0,i ◦Aj0,i−f(x)j0 · ⟨f(x)j0 ,Aj0,i⟩ ◦ Aj0,i, v⟩
= ⟨f(x)j0 ◦ Aj0,i ◦Aj0,i, v⟩ − ⟨f(x)j0 · ⟨f(x)j0 ,Aj0,i⟩ ◦ Aj0,i, v⟩
= ⟨f(x)j0 ◦ Aj0,i ◦Aj0,i, v⟩ − ⟨f(x)j0 ,Aj0,i⟩ · ⟨f(x)j0 ◦ Aj0,i, v⟩

where the first step is due to Fact A.5, the second step comes from Fact A.5, the third step is because of Part 4, the fourth
step is owing to simple algebra, the fifth step follows from Fact A.1, and the last step comes from Fact A.1.

Proof of Part 8.

We have

d⟨f(x)j0 ◦ Aj0,i, v⟩
dxl

= ⟨d(f(x)j0 ◦ Aj0,i)

dxl
, v⟩

= ⟨df(x)j0
dxl

◦ Aj0,i, v⟩

= ⟨(f(x)j0 ◦ Aj0,l−f(x)j0 · ⟨f(x)j0 ,Aj0,l⟩) ◦ Aj0,i, v⟩
= ⟨f(x)j0 ◦ Aj0,i ◦Aj0,l−f(x)j0 · ⟨f(x)j0 ,Aj0,l⟩ ◦ Aj0,i, v⟩
= ⟨f(x)j0 ◦ Aj0,i ◦Aj0,l, v⟩ − ⟨f(x)j0 · ⟨f(x)j0 ,Aj0,l⟩ ◦ Aj0,i, v⟩
= ⟨f(x)j0 ◦ Aj0,i ◦Aj0,l, v⟩ − ⟨f(x)j0 ,Aj0,l⟩ · ⟨f(x)j0 ◦ Aj0,i, v⟩

where the first step comes from Fact A.5, the second step is because of Fact A.5, the third step follows from Part 4, the
fourth step is due to simple algebra, the fifth step is owing to Fact A.1, and the last step comes from Fact A.1.

Proof of Part 9.

We have

d⟨f(x)j0 ,Aj0,i⟩
dxi

= ⟨df(x)j0
dxi

,Aj0,i⟩



= ⟨f(x)j0 ◦ Aj0,i−f(x)j0 · ⟨f(x)j0 ,Aj0,i⟩,Aj0,i⟩
= ⟨f(x)j0 ,Aj0,i ◦Aj0,i⟩ − ⟨f(x)j0 ,Aj0,i⟩ · ⟨f(x)j0 ,Aj0,i⟩

where the first step is due to Fact A.5, the second step comes from Part 4, and the last step is because of Fact A.1.

Proof of Part 10. We have

d⟨f(x)j0 ,Aj0,i⟩
dxl

= ⟨df(x)j0
dxl

,Aj0,i⟩

= ⟨f(x)j0 ◦ Aj0,l−f(x)j0 · ⟨f(x)j0 ,Aj0,l⟩,Aj0,i⟩
= ⟨f(x)j0 ,Aj0,i ◦Aj0,l⟩ − ⟨f(x)j0 ,Aj0,i⟩ · ⟨f(x)j0 ,Aj0,l⟩

where the first step comes from Fact A.5, the second step is owing to Part 4, and the last step is due to Fact A.1.

B.2 GRADIENT WITH RESPECT TO y

In this section, we compute the gradient with respect to y.

Lemma B.2. If the following conditions hold

• Let v ∈ Rn which doesn’t depend on x and also doesn’t depend on y.

• Let c(:, y)j0,i0 ∈ R be defined as Definition A.12.

• Let L(:, y)j0,i0 ∈ R be defined as Definition A.13.

• Let h(yi0) := A3︸︷︷︸
n×d

yi0︸︷︷︸
d×1

.

• Let h(yi0) = h(y)i0 for convenient

• Let A3,∗,i2 ∈ Rn denote the i2-th column of matrix A3 ∈ Rn×d for each i2 ∈ [d]

Then, we have

• Part 1. If i1 = i0

dh(yi0)

dyi1,i2
= A3,∗,i2

• Part 2. If i1 ̸= i0

dh(yi0)

dyi1,i2
= 0n

• Part 3. If i1 = i0

d⟨v, h(y)i0⟩
dyi1,i2

= ⟨v,A3,∗,i2⟩

• Part 4. If i1 ̸= i0

d⟨v, h(y)i0⟩
dyi1,i2

= 0

• Part 5. If i1 = i0

dc(:, y)j0,i0
dyi1,i2

= ⟨v,A3,∗,i2⟩

• Part 6. If i1 ̸= i0

dc(:, y)j0,i0
dyi1,i2

= 0



• Part 7. If i1 = i0

dL(:, y)j0,i0
dyi1,i2

= c(:, y)j0,i0⟨v,A3,∗,i2⟩

• Part 8. If i1 ̸= i0

dL(:, y)j0,i0
dyi1,i2

= 0

Proof. Proof of Part 1.

dh(yi0)

dyi1,i2
=

dA3yi0
dyi1,i2

= A3,∗,i2

where the first step is due to the definition of h(yi0) (see the Lemma statement), and the last step comes from that for
i ̸= i2,

d
dyi2

f(yi) = 0.

Proof of Part 2.

dh(yi0)

dyi1,i2
= 0n

where the first step is due to i1 ̸= i2.

Proof of Part 3.

d⟨v, h(y)i0⟩
dyi1,i2

= ⟨v, dh(yi0)
dyi1,i2

⟩

= ⟨v,A3,∗,i2⟩

where the first step comes from Fact A.5, the second step is due to the result of Part 1.

Proof of Part 4.

d⟨v, h(y)i0⟩
dyi1,i2

= ⟨v, dh(yi0)
dyi1,i2

⟩

= 0

where the first step is becaues of Fact A.5, the second step comes from the result of Part 2.

Proof of Part 5.

dc(:, y)j0,i0
dyi1,i2

=
d⟨v, h(y)i0⟩ − bj0,i0

dyi1,i2

=
d⟨v, h(y)i0⟩

dyi1,i2

= ⟨v,A3,∗,i2⟩

where the first step comes from the Definition A.12, the second step is because of dbj0,i0

dyi1,i2
= 0, and the last step is due to

Part 3.

Proof of Part 6.

dc(:, y)j0,i0
dyi1,i2

=
d⟨v, h(y)i0⟩ − bj0,i0

dyi1,i2

=
d⟨v, h(y)i0⟩

dyi1,i2



= 0

where the first step is due to the Definition A.12, the second step comes from dbj0,i0

dyi1,i2
= 0, and the last step is owing to Part

4.

Proof of Part 7.

dL(:, y)j0,i0
dyi1,i2

=
d0.5c(:, y)2j0,i0

dyi1,i2

= c(:, y)j0,i0 ·
dc(:, y)j0,i0

dyi1,i2

= c(:, y)j0,i0⟨v,A3,∗,i2⟩

where the first step is due to the Definition A.13, the second step comes from the chain rule of derivative, and the last step is
owing to Part 5.

Proof of Part 8.

dL(:, y)j0,i0
dyi1,i2

=
d0.5c(:, y)2j0,i0

dyi1,i2

= c(:, y)j0,i0 ·
dc(:, y)j0,i0

dyi1,i2

= 0

where the first step is because of the Definition A.13, the second step is due to the chain rule of derivative, and the last step
comes from Part 6.

B.3 COMPUTATION OF c, f, h

In this section, we explain how to compute c(x, y), f(x), h(y).

Lemma B.3. If the following conditions hold

• For each j0 ∈ [n], i0 ∈ [d], let c(x, y)j0,i0 ∈ R be defined as Definition A.12. (We can view c(x, y) as an n× d matrix)

• For each j0 ∈ [n], let f(x)j0 ∈ Rn be defined as Definition A.10. (We can view f(x) as an n× n matrix)

• For each i0 ∈ [d], let h(y)i0 ∈ Rn be defined as Definition A.11. (We can view h(y) as n× d matrix)

• Let A3 ∈ Rn×d

• We can view y as an d× d matrix

Then, we can compute f, h, c in O(Tmat(n, d, d) + Tmat(n, n, d)) time.

Proof. By definition A.11, we have

h(y)︸︷︷︸
n×d

= A3︸︷︷︸
n×d

y︸︷︷︸
d×d

. (5)

First h(y) ∈ Rn×d can be viewed as multiplying n × d matrix (A3) and d × d matrix (y), this can be computed in
Tmat(n, d, d).

We also have

f(x)︸︷︷︸
n×n

= D(X)−1

︸ ︷︷ ︸
n×n

exp( A1︸︷︷︸
n×d

X︸︷︷︸
d×d

A⊤
2︸︷︷︸

d×n

), and D(X) = diag(exp(A1XA⊤
2 )1n) (6)

Then the computation of f(x) ∈ Rn×n can be done in Tmat(n, n, d) + Tmat(n, d, d).
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Figure 8: The visualization of Eq. (5). We have A3 ∈ Rn×d. h : Rd×d → Rn×d is a function, which maps the matrix
y ∈ Rd×d to h(y) by multiplying A3 and y. The red rectangles represent matrices which are the factors, and the blue
rectangle represents the matrix which is the product.
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Figure 9: The visualization of Eq. (6). We have A1, A2 ∈ Rn×d, X ∈ Rd×d, and D(X) ∈ Rn×n (see Definition 1.2 and
Figure 1). First, we find the inverse of the matrix D(X) and compute exp(A1XA⊤

2 ) ∈ Rn×n, as shown in Figure 1. Then,
we multiply D(X)−1 and exp(A1XA⊤

2 ) to get f(x) ∈ Rn×n. The green squares represent the square matrices in Rn×n.
The blue rectangles represent the matrices in Rn×d (the dark blue denotes the transpose of the matrix in Rn×d). The red
square represents the square matrices in Rd×d.

Given that

c(x, y)︸ ︷︷ ︸
n×d

= f(x)︸︷︷︸
n×n

h(y)︸︷︷︸
n×d

− B︸︷︷︸
n×d

(7)

Then c can be done in Tmat(n, n, d).

n c(x, y)

d

= n f(x)

n

× n h(y)

d

− n B

d

Figure 10: The visualization of Eq. (7). Let f(x) ∈ Rn×n (see Figure 9) and h(y) ∈ Rn×d (see Figure 8). We have
B ∈ Rn×d. We multiply f(x) with h(y) and subtract B from their product to get c(x, y) ∈ Rn×d. The green square
represents the square matrices in Rn×n. The blue rectangles represent the matrix in Rn×d.



B.4 REFORMULATING GRADIENT (x) IN MATRIX VIEW

In this section, we reformulate the gradient x in the matrix’s view.

Lemma B.4. If the following conditions hold

• dL(x,y)j0,i0

dxi
= c(x, y)j0,i0 · (⟨f(x)j0 ◦ Aj0,i, h(y)i0⟩ − ⟨f(x)j0 , h(y)i0⟩ · ⟨f(x)j0 ,Aj0,i⟩)

• Let c(x, y) ∈ Rn×d

• Let f(x)j0 ∈ Rn

• Let v = h(y)i0 ∈ Rn

• Let dL(x,y)
dx =

∑n
j0=1

∑d
i0=1

dL(x,y)j0,i0

dx

• Let

q(x, y)j0 =

d∑

i0=1

c(x, y)j0,i0h(y)i0

then, we have

• Part 1.

dL(x, y)j0,i0
dx

= c(x, y)j0,i0︸ ︷︷ ︸
scalar

· A⊤
j0︸︷︷︸

d2×n

(diag(f(x)j0)− f(x)j0f(x)
⊤
j0)︸ ︷︷ ︸

n×n

h(y)i0︸ ︷︷ ︸
n×1

• Part 2. Suppose c(x, y),A, f(x), h(y) are given, then dL(x,y)j0,i0

dx can be computed in O(nd2) time.

• Part 3.

dL(x, y)

dx
=

n∑

j0=1

A⊤
j0︸︷︷︸

d2×n

(diag(f(x)j0)− f(x)j0f(x)
⊤
j0)︸ ︷︷ ︸

n×n

q(x, y)j0︸ ︷︷ ︸
n×1

• Part 4. Suppose c(x, y),A, f(x), h(y) are given, then dL(x,y)
dx ∈ Rd2

can be computed in Tmat(n, d, n)+Tmat(n, d, d)
time

Proof. Proof of Part 1.

From the Lemma statement, we have

dL(x, y)j0,i0
dxi

= c(x, y)j0,i0 · (⟨f(x)j0 ◦ Aj0,i, h(y)i0⟩ − ⟨f(x)j0 , h(y)i0⟩ · ⟨f(x)j0 ,Aj0,i⟩) (8)

Note that by Fact A.1, we have

⟨f(x)j0 ◦ Aj0,i, h(y)i0⟩ = A⊤
j0,i diag(f(x)j0)h(y)i0

and

⟨f(x)j0 , v⟩ · ⟨f(x)j0 ,Aj0,i⟩ = A⊤
j0,i f(x)j0f(x)

⊤
j0h(y)i0

Therefore, Eq. (8) becomes

dL(x, y)j0,i0
dxi

= c(x, y)j0,i0 · (A⊤
j0,i diag(f(x)j0)h(y)i0 − A⊤

j0,i f(x)j0f(x)
⊤
j0h(y)i0)

= c(x, y)j0,i0 · A⊤
j0,i(diag(f(x)j0)− f(x)j0f(x)

⊤
j0)h(y)i0 ,

where the second step follows from simple algebra.



Thus, we complete the proof.

Proof of Part 2.

We first compute (diag(f(x)j0)− f(x)j0f(x)
⊤
j0
)h(y)i0 , this can be done in O(n) time.

Then we can compute the rest, it takes O(nd2) time.

Proof of Part 3 and Part 4.

Firstly, we can compute q(x, y)j0 ∈ Rn.

Recall from the Lemma statement, we have

q(x, y)j0 =

d∑

i0=1

c(x, y)j0,i0h(y)i0 . (9)

Let q(x, y)j0 ∈ Rn denote the j0-th column of q(x, y).

Then we have

q(x, y) = h(y)︸︷︷︸
n×d

c(x, y)⊤︸ ︷︷ ︸
d×n

This takes Tmat(n, d, n) time.

Then, we compute

p(x, y)j0 = (diag(f(x)j0)− f(x)j0f(x)j0)q(x, y)j0 . (10)

This takes O(n2) time in total.

We can show that

dL(x, y)

dx

=

n∑

j0=1

d∑

i0=1

dL(x, y)j0,i0
dx

=

n∑

j0=1

d∑

i0=1

c(x, y)j0,i0︸ ︷︷ ︸
scalar

· A⊤
j0︸︷︷︸

d2×n

(diag(f(x)j0)− f(x)j0f(x)
⊤
j0)︸ ︷︷ ︸

n×n

h(y)i0︸ ︷︷ ︸
n×1

=

n∑

j0=1

A⊤
j0(diag(f(x)j0)− f(x)j0f(x)j0)q(x, y)j0

=

n∑

j0=1

A⊤
j0 p(x, y)j0

= vec(A⊤
1 p(x, y)A2)

where the first step is based on Definition A.7, the second step is because of Part 1, the third step is due to Eq. (9), the fourth
step follows from Eq. (10), and the last step due to tensor-trick.

Note that A⊤
1 p(x, y)A2 can be computed in Tmat(n, d, n) + Tmat(d, n, d) time.

B.5 REFORMULATING GRADIENT (y) IN MATRIX VIEW

In this section, we reformulate the gradient y in the matrix’s view.

Lemma B.5. If the following conditions hold



• if i1 = i0, dL(x,y)j0,i0

dyi1,i2
= c(x, y)j0,i0⟨f(x)j0 , A3,∗,i2⟩

• if i1 ̸= i0, dL(x,y)j0,i0

dyi1,i2
= 0

• Let dL(x,y)
dyi0,i2

=
∑n

j0=1 c(x, y)j0,i0⟨f(x)j0 , A3,∗,i2⟩
• Let q̃(x, y)i0 =

∑n
j0=1 f(x)j0c(x, y)j0,i0

Then we have

• Part 1.

dL(x, y)j0,i0
dyi0,i2

= A⊤
3,∗,i2︸ ︷︷ ︸
1×n

f(x)j0︸ ︷︷ ︸
n×1

c(x, y)j0,i0︸ ︷︷ ︸
scalar

• Part 2.

dL(x, y)

dyi0,i2
= A⊤

3,∗,i2︸ ︷︷ ︸
1×n

q̃(x, y)i0︸ ︷︷ ︸
n×1

• Part 3.

dL(x, y)

dy
= vec(A⊤

3︸︷︷︸
d×n

q̃(x, y)︸ ︷︷ ︸
n×d

)

• Part 4. Computing dL(x,y)
dy takes Tmat(n, n, d) + Tmat(n, d, d)

Proof. Proof of Part 1.

dL(x, y)j0,i0
dyi0,i2

= c(x, y)j0,i0⟨f(x)j0 , A3,∗,i2⟩

= A⊤
3,∗,i2f(x)j0c(x, y)j0,i0

where the first step comes from the assumption from the Lemma statement and the second step is based on Fact A.1.

Proof of Part 2.

dL(x, y)

dyi0,i2
=

n∑

j0=1

c(x, y)j0,i0⟨f(x)j0 , A3,∗,i2⟩

=

n∑

j0=1

A⊤
3,∗,i2f(x)j0c(x, y)j0,i0

= A⊤
3,∗,i2 q̃(x, y)i0

where the first step is due to the assumption from the Lemma statement, the second step is because of Fact A.1, and the last
step comes from the definition of q̃(x, y)i0 (see from the Lemma statement).

Proof of Part 3.

dL(x, y)

dy
= vec(A⊤

3 q̃(x, y))

where the first step comes from tensor trick based on Part 2.

Proof of Part 4. Computing q̃(x, y) ∈ Rn×d takes Tmat(n, n, d) time.

Computing A⊤
3 q̃(x, y) takes Tmat(n, d, d) time.



C HESSIAN

In this section, we provide more details related to Hessian.

Finally the hessian H ∈ R2d2×2d2

which can be written as

H =

[
Hx,x Hx,y

Hy,x Hy,y

]

where

• Hx,x ∈ Rd2×d2

is d2L
dxdx (see details in Section D)

• Hx,y , Hy,x ∈ Rd2×d2

is d2L
dxdy (see details in Section H)

• Hy,y ∈ Rd2×d2

is d2L
dydy (see details in Section G)

– We can view Hy,y =




Hy,y,1,1 0 0 · · · 0
0 Hy,y,2,2 0 · · · 0
0 0 Hy,y,3,3 · · · 0
...

...
...

. . .
...

0 0 0 · · · Hy,y,d,d




– where Hy,y,i0,i0 =
∑n

j0=1
d2Lj0,i0

dyi0,∗dyi0,∗
∈ Rd×d for each i0 ∈ [d]

Lemma C.1. If the following conditions hold

• Hx,x ⪰ α1Id2

• Hy,y ⪰ α2Id2

• ∥Hx,y∥ ≤ α3

• ∥Hy,x∥ ≤ α3

• Let α1 ≥ α3 > 0, α2 ≥ α3 > 0

Then we have

H ⪰ min{α1 − α3, α2 − α3} · I2d2

Proof. Let u, v ∈ Rd2

, then we have

[
u⊤ v⊤

]
H

[
u
v

]
= u⊤Hx,xu+ v⊤Hy,yv + u⊤Hx,yv + v⊤Hy,xu

≥ ∥u∥22 · α1 + ∥v∥22 · α2 + u⊤Hx,yv + v⊤Hy,xu

≥ ∥u∥22 · α1 + ∥v∥22 · α2 − ∥u∥2∥v∥2(∥Hx,y∥+ ∥Hy,x∥)
≥ ∥u∥22 · α1 + ∥v∥22 · α2 − ∥u∥2∥v∥22α3

≥ ∥u∥22 · α1 + ∥v∥22 · α2 − (∥u∥22 + ∥v∥22)α3

≥ (∥u∥22 + ∥v∥22) ·min{α1 − α3, α2 − α3}

where the first step is based on the expansion of H , the second step is due to Hx,x ⪰ α1Id2 , Hy,y ⪰ α2Id2 , the third step
comes from Fact A.2 and Fact A.3 , the fourth step is because of ∥Hx,y∥ ≤ α3, ∥Hy,x∥ ≤ α3, the fifth step is owing to
2∥u∥2∥v∥2 ≤ ∥u∥22 + ∥v∥22, and the last step is based on the simple algebra.

Thus, it implies

H ⪰ min{α1 − α3, α2 − α3} · I2d2



D HESSIAN FOR X

In Section D.1, we compute the Hessian matrix with respect to x. In Section D.2, we present a helpful lemma to simplify the
Hessian. In Section D.3, we define B(x), representing the Hessian.

D.1 HESSIAN

Now, we start to compute the Hessian matrix with respect to x.

Lemma D.1. If the following conditions hold

• Let γ(x)j0 := ⟨f(x)j0 , v⟩ (We define this notation for easy of writing proofs.)

Then we have for each i ∈ [d2], l ∈ [d2]

• Part 1. i = l Hessian diagonal term

d2Lj0,i0

dxidxi
= (⟨f(x)j0 ◦ Aj0,i, v⟩ − γj0(x) · ⟨f(x)j0 ,Aj0,i⟩)2

+ c(x, :)j0,i0 ·
(

+ ⟨f(x)j0 ◦ Aj0,i ◦Aj0,i, v⟩(1− γj0(x))

− 2⟨f(x)j0 ◦ Aj0,i, v⟩ · ⟨f(x)j0 ,Aj0,i⟩
+ 2⟨f(x)j0 ,Aj0,i⟩2 · γj0(x)
)

• Part 2. i ̸= l Hessian off-diagonal term

d2Lj0,i0

dxidxl
= (⟨f(x)j0 ◦ Aj0,i, v⟩ − γj0(x) · ⟨f(x)j0 ,Aj0,i⟩)

· (⟨f(x)j0 ◦ Aj0,l, v⟩ − γj0(x) · ⟨f(x)j0 ,Aj0,l⟩)
+ c(x, :)j0,i0 ·
(

+ ⟨f(x)j0 ◦ Aj0,i ◦Aj0,l, v⟩(1− ⟨f(x)j0 , v⟩))
− ⟨f(x)j0 ◦ Aj0,i, v⟩ · ⟨f(x)j0 ,Aj0,l⟩ − ⟨f(x)j0 ◦ Aj0,l, v⟩ · ⟨f(x)j0 ,Aj0,i⟩
+ 2⟨f(x)j0 ,Aj0,i⟩⟨f(x)j0 ,Aj0,l⟩ · γj0(x)
)

Proof. Proof of Part 1.

At first, we have

d

dxi
(⟨f(x)j0 ◦ Aj0,i, v⟩ − ⟨f(x)j0 , v⟩ · ⟨f(x)j0 ,Aj0,i⟩)

=
d

dxi
⟨f(x)j0 ◦ Aj0,i, v⟩

︸ ︷︷ ︸
Part 7 of Lemma B.1

− (
d

dxi
⟨f(x)j0 , v⟩)

︸ ︷︷ ︸
Part 4 of Lemma B.1

·⟨f(x)j0 ,Aj0,i⟩

− (
d

dxi
⟨f(x)j0 ,Aj0,i⟩)

︸ ︷︷ ︸
Part 9 of Lemma B.1

·⟨f(x)j0 , v⟩



= ⟨f(x)j0 ◦ Aj0,i ◦Aj0,i, v⟩ − ⟨f(x)j0 ◦ Aj0,i, v⟩ · ⟨f(x)j0 ,Aj0,i⟩
− (⟨f(x)j0 ◦ Aj0,i, v⟩ − ⟨f(x)j0 , v⟩ · ⟨f(x)j0 ,Aj0,i⟩) · ⟨f(x)j0 ,Aj0,i⟩
− (⟨f(x)j0 ◦ Aj0,i,Aj0,i⟩ − ⟨f(x)j0 ,Aj0,i⟩⟨f(x)j0 ,Aj0,i⟩) · ⟨f(x)j0 , v⟩

= ⟨f(x)j0 ◦ Aj0,i ◦Aj0,i, v⟩
− 2⟨f(x)j0 ◦ Aj0,i, v⟩ · ⟨f(x)j0 ,Aj0,i⟩
+ 2⟨f(x)j0 ,Aj0,i⟩2 · ⟨f(x)j0 , v⟩
− ⟨f(x)j0 ◦ Aj0,i ◦Aj0,i, v⟩ · ⟨f(x)j0 , v⟩

where the first step is based on the product rule of derivative, the second step comes from Part 4, Part 7, and Part 9 of
Lemma B.1, and the last step is due to simple algebra.

Then we can show that

d

dxi
(
d

dxi
Lj0,i0)

=
d

dxi
(c(x, :)j0,i0 · (⟨f(x)j0 ◦ Aj0,i, v⟩ − ⟨f(x)j0 , v⟩ · ⟨f(x)j0 ,Aj0,i⟩))

= (⟨f(x)j0 ◦ Aj0,i, v⟩ − ⟨f(x)j0 , v⟩ · ⟨f(x)j0 ,Aj0,i⟩)2

+ c(x, :)j0,i0 ·
d

dxi
(⟨f(x)j0 ◦ Aj0,i, v⟩ − ⟨f(x)j0 , v⟩ · ⟨f(x)j0 ,Aj0,i⟩),

where the first step comes from Part 6 of Lemma B.1 and the second step is due to Part 5 of Lemma B.1.

Combining the above two equations, we complete the proof.

Proof of Part 2.

Firstly, we can show that

d

dxl
(⟨f(x)j0 ◦ Aj0,i, v⟩ − ⟨f(x)j0 , v⟩ · ⟨f(x)j0 ,Aj0,i⟩)

=
d

dxl
⟨f(x)j0 ◦ Aj0,i, v⟩

︸ ︷︷ ︸
Part 8 of Lemma B.1

− (
d

dxl
⟨f(x)j0 , v⟩)

︸ ︷︷ ︸
Part 4 of Lemma B.1

·⟨f(x)j0 ,Aj0,i⟩

− (
d

dxl
⟨f(x)j0 ,Aj0,i⟩)

︸ ︷︷ ︸
Part 10 of Lemma B.1

·⟨f(x)j0 , v⟩

= ⟨f(x)j0 ◦ Aj0,i ◦Aj0,l, v⟩ − ⟨f(x)j0 ◦ Aj0,l, v⟩ · ⟨f(x)j0 ,Aj0,i⟩
− (⟨f(x)j0 ◦ Aj0,l, v⟩ − ⟨f(x)j0 , v⟩ · ⟨f(x)j0 ,Aj0,l⟩) · ⟨f(x)j0 ,Aj0,i⟩
− (⟨f(x)j0 ◦ Aj0,i,Aj0,l⟩ − ⟨f(x)j0 ,Aj0,i⟩⟨f(x)j0 ,Aj0,l⟩) · ⟨f(x)j0 , v⟩

= ⟨f(x)j0 ◦ Aj0,i ◦Aj0,l, v⟩
− ⟨f(x)j0 ◦ Aj0,i, v⟩ · ⟨f(x)j0 ,Aj0,l⟩ − ⟨f(x)j0 ◦ Aj0,l, v⟩ · ⟨f(x)j0 ,Aj0,i⟩
+ 2⟨f(x)j0 ,Aj0,i⟩⟨f(x)j0 ,Aj0,l⟩ · ⟨f(x)j0 , v⟩
− ⟨f(x)j0 ◦ Aj0,i ◦Aj0,l, v⟩ · ⟨f(x)j0 , v⟩

where the first step is owing to the product rule of derivative, the second step is based on Part 4, Part 8, and Part 10 of
Lemma B.1, and the last step comes from simple algebra.

We have

d

dxl
(
d

dxi
Lj0,i0)



=
d

dxl
(c(x, :)j0,i0 · (⟨f(x)j0 ◦ Aj0,i, v⟩ − ⟨f(x)j0 , v⟩ · ⟨f(x)j0 ,Aj0,i⟩))

= (⟨f(x)j0 ◦ Aj0,i, v⟩ − ⟨f(x)j0 , v⟩ · ⟨f(x)j0 ,Aj0,i⟩)
· (⟨f(x)j0 ◦ Aj0,l, v⟩ − ⟨f(x)j0 , v⟩ · ⟨f(x)j0 ,Aj0,l⟩)

+ c(x, :)j0,i0 ·
d

dxl
(⟨f(x)j0 ◦ Aj0,i, v⟩ − ⟨f(x)j0 , v⟩ · ⟨f(x)j0 ,Aj0,i⟩)

Combining the above two equations, we complete the proof.

D.2 A HELPFUL LEMMA

In this section, we present a helpful Lemma.

Lemma D.2. We have

• Part 1.

⟨f(x)j0 ◦ Aj0,i ◦Aj0,l, v⟩ = A⊤
j0,i︸︷︷︸

d2×n

diag(f(x)j0 ◦ v)︸ ︷︷ ︸
n×n

Aj0,l︸︷︷︸
n×d2

• Part 2.

⟨f(x)j0 ◦ Aj0,i, v⟩ · ⟨f(x)j0 ,Aj0,l⟩+ ⟨f(x)j0 ◦ Aj0,l, v⟩ · ⟨f(x)j0 ,Aj0,i⟩
= A⊤

j0,i((f(x)j0 ◦ v)(f(x)j0)⊤ + f(x)j0(f(x)j0 ◦ v)⊤︸ ︷︷ ︸
rank−2

)Aj0,l

• Part 3.

⟨f(x)j0 ◦ Aj0,i, v⟩ · ⟨f(x)j0 ◦ Aj0,l, v⟩ = A⊤
j0,i (f(x)j0 ◦ v)(f(x)j0 ◦ v)⊤︸ ︷︷ ︸

rank−1

Aj0,l

• Part 4.

⟨f(x)j0 ,Aj0,i⟩ · ⟨f(x)j0 ,Aj0,l⟩ = A⊤
j0,i (f(x)j0)(f(x)j0)

⊤
︸ ︷︷ ︸

rank−1

Aj0,l

Proof. Proof of Part 1. We have

⟨f(x)j0 ◦ Aj0,i ◦Aj0,l, v⟩ = A⊤
j0,i diag(f(x)j0 ◦ v)Aj0,l

where the first step follows from Fact A.1.

Proof of Part 2. We have

⟨f(x)j0 ◦ Aj0,i, v⟩ · ⟨f(x)j0 ,Aj0,l⟩+ ⟨f(x)j0 ◦ Aj0,l, v⟩ · ⟨f(x)j0 ,Aj0,i⟩
= ⟨f(x)j0 ◦ v,Aj0,i⟩ · f(x)⊤j0 Aj0,l

+ ⟨f(x)j0 ◦ v,Aj0,l⟩ · A⊤
j0,i ·f(x)j0

= A⊤
j0,i ·(f(x)j0 ◦ v)(f(x)j0)⊤ Aj0,i

+ A⊤
j0,i f(x)j0(f(x)j0 ◦ v)⊤ Aj0,l

= A⊤
j0,i((f(x)j0 ◦ v)(f(x)j0)⊤

+ f(x)j0(f(x)j0 ◦ v)⊤)Aj0,l

where the first step follows from Fact A.1, the second step follows from Fact A.1, and the last step follows from the simple
algebra.



Proof of Part 3. We have

⟨f(x)j0 ◦ Aj0,i, v⟩ · ⟨f(x)j0 ◦ Aj0,l, v⟩ = ⟨f(x)j0 ◦ v,Aj0,i⟩⟨f(x)j0 ◦ v,Aj0,l⟩
= A⊤

j0,i(f(x)j0 ◦ v)(f(x)j0 ◦ v)⊤ Aj0,l

where the first step follows from Fact A.1, and the last step follows from Fact A.1.

Proof of Part 4. We have

⟨f(x)j0 ,Aj0,i⟩ · ⟨f(x)j0 ,Aj0,l⟩ = A⊤
j0,i f(x)j0f(x)

⊤
j0 Aj0,l

where the first step follows from Fact A.1.

D.3 DEFINING B(x)

In this section, we formally define B(x).

Definition D.3. If the following conditions hold

• Let γj0(x) = ⟨f(x)j0 , v⟩

We define B(x) ∈ Rn×n as follows

B(x) :=B1
diag

+B1
rank +B2

rank +B3
rank

where

• B1
diag := (1− γj0(x)) · c(x, :)j0,i0 · diag(f(x)j0 ◦ v)

and

• B1
rank := −(2γj0(x) + c(x, :)j0,i0) · ((f(x)j0 ◦ v)f(x)⊤j0 + f(x)j0(f(x)j0 ◦ v)⊤)

• B2
rank := (2γj0(x)c(x, :)j0,i0 + γj0(x)

2) · f(x)j0f(x)⊤j0
• B3

rank := (f(x)j0 ◦ v) · (f(x)j0 ◦ v)⊤

Lemma D.4. Let B(x) be defined as Definition D.3, then we have

d2Lj0,i0

dxdx
= A⊤

j0︸︷︷︸
d2×n

B(x)︸ ︷︷ ︸
n×n

Aj0︸︷︷︸
n×d2

Proof. The proof follows by combining Lemma D.1 and Lemma D.2.

E LIPSCHITZ PROPERTY OF Hx,x

In Section E.1, we present the main results of the Lipschitz property of Hx,x. In Section E.2, we summarize the results from
following steps 1-9. In Section E.3, we compute the upper bound of basic functions for the following proof. In Section E.4, we
compute the Lipschitz Property of basic functions for the following proof. In Section E.5, we analyze the first step of Lipschitz
function c(x, :)j0,i0 · diag(f(x)j0 ◦ v). In Section E.6, we analyze the second step of Lipschitz function −γj0(x) · c(x, :
)j0,i0 · diag(f(x)j0 ◦ v). In Section E.7, we analyze the third step of Lipschitz function −2γj0(x) · (f(x)j0 ◦ v)f(x)⊤j0 .
In Section E.8, we analyze the fourth step of Lipschitz function −c(x, :)j0,i0 · (f(x)j0 ◦ v)f(x)⊤j0 . In Section E.9, we
analyze the fifth step of Lipschitz function −2γj0(x) · f(x)j0(f(x)j0 ◦ v)⊤. In Section E.10, we analyze the sixth step of
Lipschitz function −c(x, :)j0,i0) · f(x)j0(f(x)j0 ◦ v)⊤. In Section E.11, we analyze the seventh step of Lipschitz function
2γj0(x)c(x, :)j0,i0 · f(x)j0f(x)⊤j0 . In Section E.12, we analyze the eighth step of Lipschitz function γj0(x)

2 · f(x)j0f(x)⊤j0 .
In Section E.13, we analyze the nineth step of Lipschitz function (f(x)j0 ◦ v) · (f(x)j0 ◦ v)⊤.



E.1 MAIN RESULT

In this section, we present the main result of the Lipschitz property.

Lemma E.1. If the following conditions hold

• Let Hj0,i0 =
d2Lj0,i0

dxdx : Rd2 → Rd2×d2

• Let H =
∑n

j0=1

∑d
i0=1 Hj0,i0 (because L =

∑n
j0=1

∑d
i0=1 Lj0,i0 )

• Let A ∈ Rn2×d2

and u(x)j0 ∈ Rn be defined as Definition A.8

• Let α(x)j0 ∈ R be defined as Definition A.9

• Let f(x)j0 ∈ Rn be defined as Definition A.10

• Let c(x, :)j0,i0 ∈ R be defined as Definition A.12

• Let γ(x)j0 = ⟨f(x)j0 , v⟩ ∈ R

• ∥A1∥, ∥A2∥, ∥A3∥ ≤ R, ∥Aj0 ∥ ≤ R, ∥x∥2 ≤ R,|bj0,i0 | ≤ R, ∥v∥2 ≤ R2

• Let R ≥ 4

• Let M := exp(O(R2 + log(nd)))

Then, we have for all x, x̃ ∈ Rd2

• Part 1. For each j0 ∈ [n], i0 ∈ [d]

∥Hj0,i0(x)−Hj0,i0(x̃)∥ ≤M · ∥x− x̃∥2

• Part 2.

∥H(x)−H(x̃)∥ ≤M · ∥x− x̃∥2

Proof. Proof of Part 1. We have

∥Hj0,i0(x)−Hj0,i0(x̃)∥ ≤
9∑

k=1

∥A⊤
j0 ∥ · ∥Gk(x)−Gk(x̃)∥ · ∥Aj0 ∥

≤ 9R2 · n1.5 exp(20R2)

≤ n1.5 exp(30R2)

where the first step follows from definition of Hj0,i0(x), the second step follows from Lemma E.2, and last step follows
from simple algebra.

Proof of Part 2.

Then, we have

∥H(x)−H(x̃)∥ ≤
n∑

j0=1

d∑

i0=1

∥Hj0,i0(x)−Hj0,i0(x̃)∥

≤ nd · n1.5 exp(30R2)

where the first step follows from triangle inequality and H =
∑n

j0=1

∑d
i0=1 Hj0,i0 , and the second step follows from Part

1.



E.2 SUMMARY OF NINE STEPS

In this section, we provide a summary of the nine-step calculation of Lipschitz for different matrix functions.

Lemma E.2. If the following conditions hold

• G1(x) = c(x, :)j0,i0 · diag(f(x)j0 ◦ v)
• G2(x) = −γj0(x) · c(x, :)j0,i0 · diag(f(x)j0 ◦ v)
• G3(x) = −2γj0(x) · (f(x)j0 ◦ v)f(x)⊤j0
• G4(x) = −c(x, :)j0,i0 · (f(x)j0 ◦ v)f(x)⊤j0
• G5(x) = −2γj0(x) · f(x)j0(f(x)j0 ◦ v)⊤ (The proof of this is identical to G3)

• G6(x) = −c(x, :)j0,i0 · f(x)j0(f(x)j0 ◦ v)⊤ (The proof of this is identical to G4)

• G7(x) = 2γj0(x)c(x, :)j0,i0 · f(x)j0f(x)⊤j0
• G8(x) = γj0(x)

2 · f(x)j0f(x)⊤j0
• G9(x) = (f(x)j0 ◦ v) · (f(x)j0 ◦ v)⊤

Then, we have

max
k∈[9]

∥Gk(x)−Gk(x̃)∥ ≤ n1.5 exp(20R2).

Proof. The proof follows from Lemma E.7, Lemma E.8, Lemma E.9, Lemma E.10, Lemma E.11, Lemma E.12, Lemma E.13,
Lemma E.14, and Lemma E.15.

E.3 A CORE TOOL: UPPER BOUND FOR SEVERAL BASIC FUNCTIONS

In this section, we analyze the upper bound of several basic functions.

Lemma E.3 (Lemma 8.9 in Deng et al. [2023a] page 44 and Lemma 6.2 in Gao et al. [2023b] page 20). Provided that the
subsequent requirements are satisfied

• Let A ∈ Rn2×d2

satisfy maxj0∈[n] ∥Aj0 ∥ ≤ R

• Let x ∈ Rd2

satisfy that ∥x∥2 ≤ R

• We define u(x) as Definition A.8

• Let β be the greatest lower bound of ⟨u(x)j0 ,1n⟩

Then we have

β ≥ exp(−R2).

Lemma E.4 (Basic Functions Upper Bound). If the following conditions hold,

• Let u(x)j0 ∈ Rn be defined as Definition A.8

• Let α(x)j0 ∈ R be defined as Definition A.9

• Let f(x)j0 ∈ Rn be defined as Definition A.10

• Let c(x, :)j0,i0 ∈ R be defined as Definition A.12

• Let γ(x)j0 = ⟨f(x)j0 , v⟩ ∈ R
• Let β be the greatest lower bound of ⟨u(x)j0 ,1n⟩
• ∥A1∥, ∥A2∥, ∥A3∥ ≤ R

• ∥Aj0 ∥ ≤ R

• ∥x∥2 ≤ R



• |bj0,i0 | ≤ R

• Let R ≥ 4

• ∥v∥2 ≤ R2

Then we have: for all x ∈ Rd2

• Part 1. ∥u(x)j0∥2 ≤
√
n · exp(R2)

• Part 2. |α(x)j0 | ≤ n exp(R2)

• Part 3. |α(x)j0 |−1 ≤ exp(R2)

• Part 4. ∥f(x)j0∥2 ≤ 1

• Part 5. |γ(x)j0 | ≤ R2

• Part 6. |c(x, :)j0,i0 | ≤ 2R2

Proof. We present our proof as follows.

Proof of Part 1. We have

∥u(x)j0∥2 = ∥ exp(Aj0 x)∥2
≤ √n · ∥ exp(Aj0 x)∥∞
≤ √n · exp(∥Aj0 x∥2)
≤ √n · exp(R2)

where the first step follows from Definition A.8, the second step is based on Fact A.2, the third step follows from Fact A.2,
and the fourth step is because of ∥Aj0 ∥ ≤ R and ∥x∥2 ≤ R (see from the Lemma statement).

Proof of Part 2. We have

|α(x)j0 | = |⟨u(x)j0 ,1n⟩|
≤ √n · ∥u(x)j0∥2
≤ √n · √n · exp(R2)

= n exp(R2)

where the first step is due to Definition A.9, the second is based on Fact A.2, the third step follows from Part 1. and the
forth step follows from simple algebra.

Proof of Part 3.

We have

|α−1(x)j0 | =
1

⟨u(x)j0 ,1n⟩

≤ 1

β

≤ exp(R2)

where the first step is because of Definition A.9, the second step follows from the definition of β and the third step is due to
Lemma E.3.

Proof of Part 4. We have

∥f(x)j0∥2 ≤ ∥f(x)j0∥1
= 1

where the first step follows from Fact A.2, the second step is due to Definition A.10



Proof of Part 5. We have

|γ(x)j0 | = |⟨f(x)j0 , v⟩|
≤ ∥f(x)j0∥2 · ∥v∥2
≤ 1 ·R2

= R2

where the first step follows from the definition of γ(x)j0 (see from the Lemma statement), the second step follows from
Cauchy–Schwarz inequality, the third step follows from Part 2 and the upper bound for the ℓ2 norm of v (from the Lemma
statement), and the last step follows from simple algebra.

Proof of Part 6. We have

|c(x, :)j0,i0 | = |⟨f(x)j0 , v⟩ − bj0,i0 |
≤ |γj0(x)− bj0,i0 |
≤ |γj0(x)|+ |bj0,i0 |
≤ R2 +R

≤ 2R2

where the first step is based on Definition A.12, the second step is because of the definition of γj0(x), the third step follows
from triangle inequality, the fourth step is based on Part 6 and |bj0,i0 | ≤ R (see from the Lemma statement), and the last
step follows from R ≥ 1.

E.4 A CORE TOOL: LIPSCHITZ PROPERTY FOR SEVERAL BASIC FUNCTIONS

In this section, we analyze the Lipschitz property of several basic functions.

Lemma E.5 (Basic Functions Lipschitz Property). If the following conditions hold,

• ∥v∥2 ≤ R2

• ∥Aj0 ∥ ≤ R

• Let β be the greatest lower bound of ⟨u(x)j0 ,1n⟩
• Let β−1 ≤ exp(R2)

• Let R ≥ 4

• Let ∥x∥2 ≤ R and ∥x̃∥2 ≤ R.

Then, we have: for all x, x̃ ∈ Rd2

• Part 1. ∥u(x)j0 − u(x̃)j0∥2 ≤
√
n exp(2R2) · ∥x− x̃∥2

• Part 2. |α(x)−1 − α−1(x̃)| ≤ n exp(4R2) · ∥x− x̃∥2
• Part 3. ∥f(x)j0 − f(x̃)j0∥2 ≤ n1.5R exp(6R2) · ∥x− x̃∥2
• Part 4. |γ(x)j0 − γ(x̃)j0 | ≤ n1.5 exp(7R2) · ∥x− x̃∥2
• Part 5. |c(x, :)j0,i0 − c(x̃, :)j0,i0 | ≤ n1.5 exp(7R2) · ∥x− x̃∥2

Proof. Proof of Part 1.

We have

∥u(x)j0 − u(x̃)j0∥2 = ∥ exp(Aj0 x)− exp(Aj0 x̃)∥2
≤ exp(∥Aj0 x∥2) · ∥Aj0(x− x̃)∥2
≤ √n exp(R2) · ∥Aj0(x− x̃)∥2
≤ √n exp(R2) · ∥Aj0 ∥ · ∥x− x̃∥2



≤ √nR exp(R2) · ∥x− x̃∥2,

where the first step is due to Definition A.8, the second step is because of Fact A.2, the third step is based on Fact A.2, the
fourth step follows from Fact A.3, and fifth step is due to ∥Aj0 ∥ ≤ R.

Proof of Part 2

We have

|α(x)−1
j0
− α(x̃)−1

j0
| ≤ α(x)−1α(x̃)−1 · |α(x)− α(x̃)|
≤ β−2 · |α(x)− α(x̃)|
≤ β−2 · |⟨u(x)j0 ,1n⟩ − ⟨u(x̃)j0 ,1n⟩|
≤ β−2 · √n∥u(x)j0 − u(x̃)j0∥2
≤ 2β−2 · nR exp(R2)∥x− x̃∥2
≤ n exp(4R2) · ∥x− x̃∥2

where the first step is due to simple algebra, the second step is due to β ≥ ⟨u(x)j0 ,1n⟩, the third step follows from Definition
of α(x) (see Definition A.9), the fourth step is based on Fact A.1 and Fact A.2, the fifth step is because of Part 1, and the
sixth step follows from R > 4 and β−1 ≤ exp(R2).

Proof of Part 3.

We have

∥f(x)j0 − f(x̃)j0∥2 = ∥α(x)−1
j0

u(x)j0 − α(x̃)−1
j0

u(x̃)j0∥2
≤ ∥α(x)−1

j0
u(x)j0 − α(x̃)−1

j0
u(x)j0∥2 + ∥α(x̃)−1

j0
u(x)j0 − α(x̃)−1

j0
u(x̃)j0∥2

= |α(x)−1
j0
− α(x̃)−1

j0
| · ∥u(x)j0∥2 + |α(x̃)−1

j0
| · ∥u(x)j0 − u(x̃)j0∥2

≤ n1.5 exp(6R2) · ∥x− x̃∥2
where the first step is due to Definition A.10, the second step is based on triangle inequality, the third step follows from
Fact A.2, the fourth follows from combination of Part 1, Part 2 and Lemma E.4.

Proof of Part 4.

We have

|γj0(x)− γj0(x̃)| = |⟨f(x)j0 , v⟩ − ⟨f(x̃)j0 , v⟩|
≤ |⟨f(x)j0 − f(x̃)j0 , v⟩|
≤ ∥v∥2 · ∥f(x)j0 − f(x̃)∥2
≤ n1.5 exp(7R2) · ∥x− x̃∥2

where the first step is based on the definition of γj0(x), the second is because of Fact A.1, the third step is due to
Cauchy–Schwarz inequality, and the last step follows from Part 3, ∥v∥ ≤ R2 and R ≥ 4.

Proof of Part 5.

We have

|c(x, :)j0,i0 − c(x̃, :)j0,i0 | = |⟨f(x)j0 , v⟩ − ⟨f(x̃)j0 , v⟩|
≤ |γj0(x)− γj0(x̃)|
≤ n1.5 exp(7R2) · ∥x− x̃∥2

where the first step follows from Definition A.12, the second step is based on the definition of γj0(x) and the last step
follows from Part 4.

For convenient, we define

Definition E.6. We define R0 as follows

R0 := n1.5 exp(10R2).



E.5 CALCULATION: STEP 1 LIPSCHITZ FOR MATRIX FUNCTION c(x, :)j0,i0 · diag(f(x)j0 ◦ v)

In this section, we introduce our calculation of Lipschitz for c(x, :)j0,i0 · diag(f(x)j0 ◦ v).

Lemma E.7. If the following conditions

• Let G1(x) = c(x, :)j0,i0 · diag(f(x)j0 ◦ v)
• Let R0 be defined as Definition E.6

• Let A ∈ Rn2×d2

and u(x)j0 ∈ Rn be defined as Definition A.8

• Let α(x)j0 ∈ R be defined as Definition A.9

• Let f(x)j0 ∈ Rn be defined as Definition A.10

• Let c(x, :)j0,i0 ∈ R be defined as Definition A.12

• Let γ(x)j0 = ⟨f(x)j0 , v⟩ ∈ R
• ∥A1∥, ∥A2∥, ∥A3∥ ≤ R, ∥Aj0 ∥ ≤ R, ∥x∥2 ≤ R,|bj0,i0 | ≤ R, ∥v∥2 ≤ R2

• Let R ≥ 4

Then, we have

∥G1(x)−G1(x̃)∥ ≤ 10R4 ·R0 · ∥x− x̃∥2

Proof. We define

G1,1 = c(x, :)j0,i0 · diag(f(x)j0 ◦ v)− c(x̃, :)j0,i0 · diag(f(x)j0 ◦ v)
G1,2 = c(x̃, :)j0,i0 · diag(f(x)j0 ◦ v)− c(x̃, :)j0,i0 · diag(f(x̃)j0 ◦ v)

we have

∥G1,1∥ = ∥c(x, :)j0,i0 · diag(f(x)j0 ◦ v)− c(x̃, :)j0,i0 · diag(f(x)j0 ◦ v)∥
≤ |c(x, :)j0,i0 − c(x̃, :)j0,i0 | · ∥ diag(f(x)j0 ◦ v)∥
≤ R2 · |c(x, :)j0,i0 − c(x̃, :)j0,i0 |
≤ R2R0 · ∥x− x̃∥2

where the first step is based on definition G1,1, the second step is due to Fact A.3, the third step follows from Lemma E.4,
and the fourth step is because of Lemma E.5.

Additionally, we have

∥G1,2∥ = ∥c(x̃, :)j0,i0 · diag(f(x)j0 ◦ v)− c(x̃, :)j0,i0 · diag(f(x̃)j0 ◦ v)∥
≤ |c(x̃, :)j0,i0 | · ∥v∥2 · ∥ diag(f(x)j0)− diag(f(x̃)j0)∥
≤ 2R4 · ∥f(x)j0 − f(x̃)j0∥2
≤ 2R4 ·R0 · ∥x− x̃∥2

where the first step is because of definition of G1,2, the second step is due to Fact A.3, the third step follows from Lemma E.4,
and the fourth step is because of Lemma E.5.

Combining the above two equations, we complete the proof.

E.6 CALCULATION: STEP 2 LIPSCHITZ FOR MATRIX FUNCTION −γj0(x) · c(x, :)j0,i0 · diag(f(x)j0 ◦ v)

In this section, we introduce our calculation of Lipschitz for −γj0(x) · c(x, :)j0,i0 · diag(f(x)j0 ◦ v).

Lemma E.8. If the following conditions hold

• Let G2(x) = −γj0(x) · c(x, :)j0,i0 · diag(f(x)j0 ◦ v)



• Let α(x)j0 ∈ R be defined as Definition A.9

• Let f(x)j0 ∈ Rn be defined as Definition A.10

• Let c(x, :)j0,i0 ∈ R be defined as Definition A.12

• Let γ(x)j0 = ⟨f(x)j0 , v⟩ ∈ R
• Let R ≥ 4

Then, we have

∥G2(x)−G2(x̃)∥ ≤ 10R4 ·R0∥x− x̃∥2

Proof. We define

G2,1 = − γj0(x) · c(x, :)j0,i0 · diag(f(x)j0 ◦ v)− (−γj0(x̃)) · c(x, :)j0,i0 · diag(f(x)j0 ◦ v)
G2,2 = − γj0(x̃) · c(x, :)j0,i0 · diag(f(x)j0 ◦ v)− (−γj0(x̃)) · c(x̃, :)j0,i0 · diag(f(x)j0 ◦ v)
G2,3 = − γj0(x̃) · c(x̃, :)j0,i0 · diag(f(x)j0 ◦ v)− (−γj0(x̃)) · c(x̃, :)j0,i0 · diag(f(x̃)j0 ◦ v)

We have

∥G2,1∥ = ∥(−γj0(x)) · c(x, :)j0,i0 · diag(f(x)j0 ◦ v)− (−γj0(x̃)) · c(x, :)j0,i0 · diag(f(x)j0 ◦ v)∥
≤ |γj0(x)− γj0(x̃)| · |c(x, :)j0,i0 | · ∥ diag(f(x)j0 ◦ v)∥
≤ 2R4 · ∥γj0(x)− γj0(x̃)∥
≤ 2R4 ·R0 · ∥x− x̃∥2,

where the first step is because of definition of G2,1, the second step is due to Fact A.3, the third step follows from Lemma E.4,
and the fourth step is because of Lemma E.5.

Additionally, we have

∥G2,2∥ = ∥ − γj0(x̃) · c(x, :)j0,i0 · diag(f(x)j0 ◦ v)− (−γj0(x̃)) · c(x̃, :)j0,i0 · diag(f(x)j0 ◦ v)∥
≤ ∥γj0(x̃) · diag(f(x̃)j0 ◦ v)∥ · ∥c(x, :)j0,i0 − c(x̃, :)j0,i0∥
≤ R4 · |c(x, :)j0,i0 − c(x̃, :)j0,i0 |
≤ R4R0 · ∥x− x̃∥2

where the first step is because of definition of G2,2, the second step is due to Fact A.3, the third step follows from Lemma E.4,
and the fourth step is because of Lemma E.5.

Additionally, we have

∥G2,3∥ = ∥ − γj0(x̃) · c(x̃, :)j0,i0 · diag(f(x)j0 ◦ v)− (−γj0(x̃)) · c(x̃, :)j0,i0 · diag(f(x̃)j0 ◦ v)∥
≤ ∥γj0(x̃)∥ · ∥c(x̃, :)j0,i0∥ · ∥c(x, :)j0,i0 − c(x̃, :)j0,i0∥
≤ 2R4 ·R0 · ∥x− x̃∥2

where the first step is because of definition of G2,3, the second step is due to Fact A.3, the third step follows from Lemma E.4
and Lemma E.5.

Combining all the above equations finish the proof.

E.7 CALCULATION: STEP 3 LIPSCHITZ FOR MATRIX FUNCTION −2γj0(x) · (f(x)j0 ◦ v)f(x)⊤j0

In this section, we introduce our calculation of Lipschitz for −2γj0(x) · (f(x)j0 ◦ v)f(x)⊤j0 .

Lemma E.9. If the following conditions hold

• Let G3(x) = −2γj0(x) · (f(x)j0 ◦ v)f(x)⊤j0 .



• Let R0 be defined in Definition E.6.

• Let α(x)j0 ∈ R be defined as Definition A.9

• Let f(x)j0 ∈ Rn be defined as Definition A.10

• Let c(x, :)j0,i0 ∈ R be defined as Definition A.12

• Let γ(x)j0 = ⟨f(x)j0 , v⟩ ∈ R
• ∥A1∥, ∥A2∥, ∥A3∥ ≤ R, ∥Aj0 ∥ ≤ R, ∥x∥2 ≤ R,|bj0,i0 | ≤ R, ∥v∥2 ≤ R2

• Let R ≥ 4

Then, we have

∥G3(x)−G3(x̃)∥ ≤ 10R4 ·R0∥x− x̃∥2

Proof. We define

G3,1 = − 2γj0(x) · (f(x)j0 ◦ v)f(x)⊤j0 − (−2γj0(x̃) · (f(x)j0 ◦ v)f(x)⊤j0)
G3,2 = − 2γj0(x̃) · (f(x)j0 ◦ v)f(x)⊤j0 − (−2γj0(x̃) · (f(x̃)j0 ◦ v)f(x)⊤j0)
G3,3 = − 2γj0(x̃) · (f(x̃)j0 ◦ v)f(x)⊤j0 − (−2γj0(x̃) · (f(x̃)j0 ◦ v)f(x̃)⊤j0)

For G3,1, we have

∥G3,1∥ ≤ 2 · |γ(x)j0 − γ(x̃)j0 | · ∥f(x)j0 ◦ v∥2 · ∥f(x)j0∥2
≤ 2R0 ·R2∥x− x̃∥2

where the first step is based on Fact A.3 and the second step is due to Lemma E.4 and Lemma E.5.

Similarly, we have

∥G3,2∥ ≤ 2R0 ·R4∥x− x̃∥2

and

∥G3,3∥ ≤ 2R0 ·R4∥x− x̃∥2

E.8 CALCULATION: STEP 4 LIPSCHITZ FOR MATRIX FUNCTION −c(x, :)j0,i0 · (f(x)j0 ◦ v)f(x)⊤j0

In this section, we introduce our calculation of Lipschitz for −c(x, :)j0,i0 · (f(x)j0 ◦ v)f(x)⊤j0 .

Lemma E.10. If the following conditions hold

• Let α(x)j0 ∈ R be defined as Definition A.9

• Let f(x)j0 ∈ Rn be defined as Definition A.10

• Let c(x, :)j0,i0 ∈ R be defined as Definition A.12

• Let γ(x)j0 = ⟨f(x)j0 , v⟩ ∈ R
• ∥A1∥, ∥A2∥, ∥A3∥ ≤ R, ∥Aj0 ∥ ≤ R, ∥x∥2 ≤ R,|bj0,i0 | ≤ R, ∥v∥2 ≤ R2

• Let R ≥ 4

• Let G4(x) = −c(x, :)j0,i0 · (f(x)j0 ◦ v)f(x)⊤j0
Then, we have

∥G4(x)−G4(x̃)∥ ≤ 10R4 ·R0∥x− x̃∥2



Proof. We define

G4,1 = − c(x, :)j0,i0 · (f(x)j0 ◦ v)f(x)⊤j0 − (−c(x̃, :)j0,i0 · (f(x)j0 ◦ v)f(x)⊤j0)
G4,2 = − c(x̃, :)j0,i0 · (f(x)j0 ◦ v)f(x)⊤j0 − (−c(x̃, :)j0,i0 · (f(x̃)j0 ◦ v)f(x)⊤j0)
G4,3 = − c(x̃, :)j0,i0 · (f(x̃)j0 ◦ v)f(x)⊤j0 − (−c(x̃, :)j0,i0 · (f(x̃)j0 ◦ v)f(x̃)⊤j0)

For G4,1, we have

∥G4,1∥ ≤ R2 ·R0 · ∥x− x̃∥2

For G4,2, we have

∥G4,2∥ ≤ 2R4 ·R0 · ∥x− x̃∥2

For G4,3, we have

∥G4,3∥ ≤ 2R4 ·R0 · ∥x− x̃∥2

E.9 CALCULATION: STEP 5 LIPSCHITZ FOR MATRIX FUNCTION −2γj0(x) · f(x)j0(f(x)j0 ◦ v)⊤

In this section, we introduce our calculation of Lipschitz for −2γj0(x) · f(x)j0(f(x)j0 ◦ v)⊤.

Lemma E.11. If the following conditions hold

• Let R0 be defined as Definition E.6

• Let α(x)j0 ∈ R be defined as Definition A.9

• Let f(x)j0 ∈ Rn be defined as Definition A.10

• Let c(x, :)j0,i0 ∈ R be defined as Definition A.12

• Let γ(x)j0 = ⟨f(x)j0 , v⟩ ∈ R
• ∥A1∥, ∥A2∥, ∥A3∥ ≤ R, ∥Aj0 ∥ ≤ R, ∥x∥2 ≤ R,|bj0,i0 | ≤ R, ∥v∥2 ≤ R2

• Let R ≥ 4

• Let G5(x) = −2γj0(x) · f(x)j0(f(x)j0 ◦ v)⊤

Then, we have

∥G5(x)−G5(x̃)∥ ≤ 10R4 ·R0∥x− x̃∥2

Proof. This proof is similar to the proof of Lemma E.9, so we omit it here.

E.10 CALCULATION: STEP 6 LIPSCHITZ FOR MATRIX FUNCTION −c(x, :)j0,i0 · f(x)j0(f(x)j0 ◦ v)⊤

In this section, we introduce our calculation of Lipschitz for −c(x, :)j0,i0 · f(x)j0(f(x)j0 ◦ v)⊤.

Lemma E.12. If the following conditions hold

• Let α(x)j0 ∈ R be defined as Definition A.9

• Let f(x)j0 ∈ Rn be defined as Definition A.10

• Let c(x, :)j0,i0 ∈ R be defined as Definition A.12

• Let γ(x)j0 = ⟨f(x)j0 , v⟩ ∈ R
• ∥A1∥, ∥A2∥, ∥A3∥ ≤ R, ∥Aj0 ∥ ≤ R, ∥x∥2 ≤ R,|bj0,i0 | ≤ R, ∥v∥2 ≤ R2

• Let R ≥ 4



• Let G6(x) = −c(x, :)j0,i0 · f(x)j0(f(x)j0 ◦ v)⊤

Then, we have

∥G5(x)−G5(x̃)∥ ≤ 10R4 ·R0∥x− x̃∥2

Proof. This proof is similar to the proof of Lemma E.10, so we omit it here.

E.11 CALCULATION: STEP 7 LIPSCHITZ FOR MATRIX FUNCTION 2γj0(x)c(x, :)j0,i0 · f(x)j0f(x)⊤j0

In this section, we introduce our calculation of Lipschitz for 2γj0(x)c(x, :)j0,i0 · f(x)j0f(x)⊤j0 .

Lemma E.13. If the following conditions hold

• Let α(x)j0 ∈ R be defined as Definition A.9

• Let f(x)j0 ∈ Rn be defined as Definition A.10

• Let c(x, :)j0,i0 ∈ R be defined as Definition A.12

• Let γ(x)j0 = ⟨f(x)j0 , v⟩ ∈ R
• ∥A1∥, ∥A2∥, ∥A3∥ ≤ R, ∥Aj0 ∥ ≤ R, ∥x∥2 ≤ R,|bj0,i0 | ≤ R, ∥v∥2 ≤ R2

• Let R ≥ 4

• Let G7(x) = 2γj0(x)c(x, :)j0,i0 · f(x)j0f(x)⊤j0
Then, we have

∥G7(x)−G7(x̃)∥ ≤ 10R4R0∥x− x̃∥2

Proof. We define

G7,1 = 2γj0(x)c(x, :)j0,i0 · f(x)j0f(x)⊤j0 − 2γj0(x̃)c(x, :)j0,i0 · f(x)j0f(x)⊤j0
G7,2 = 2γj0(x̃)c(x, :)j0,i0 · f(x)j0f(x)⊤j0 − 2γj0(x̃)c(x̃, :)j0,i0 · f(x)j0f(x)⊤j0
G7,3 = 2γj0(x̃)c(x̃, :)j0,i0 · f(x)j0f(x)⊤j0 − 2γj0(x̃)c(x̃, :)j0,i0 · f(x̃)j0f(x)⊤j0
G7,4 = 2γj0(x̃)c(x̃, :)j0,i0 · f(x̃)j0f(x)⊤j0 − 2γj0(x̃)c(x̃, :)j0,i0 · f(x̃)j0f(x̃)⊤j0

For G7,1, we have

∥G7,1∥ = ∥2γj0(x)c(x, :)j0,i0 · f(x)j0f(x)⊤j0 − 2γj0(x̃)c(x, :)j0,i0 · f(x)j0f(x)⊤j0∥
≤ 2|γj0(x)− γj0(x̃)|∥c(x, :)j0,i0 · f(x)j0f(x)⊤j0∥
≤ 2R0 · |c(x, :)j0,i0 | · ∥f(x)j0∥ · ∥f(x)⊤j0∥∥x− x̃∥2
≤ 2R0 · 2R2 · ∥x− x̃∥2

where the first step is due to the definition of G7,1, the second step is because of Fact A.3, the third step is based on Part 4
of Lemma E.5 and Fact A.3, and the last step comes from Part 4 and Part 6 of Lemma E.4.

Similarly, for G7,2, we have

∥G7,2∥ ≤ 2R0 ·R2 · ∥x− x̃∥2

For G7,3, we have

∥G7,3∥ ≤ 2R0 · 2R4 · ∥x− x̃∥2

For G7,4, we have

∥G7,4∥ ≤ 2R0 · 2R4 · ∥x− x̃∥2



E.12 CALCULATION: STEP 8 LIPSCHITZ FOR MATRIX FUNCTION γj0(x)
2 · f(x)j0f(x)⊤j0

In this section, we introduce our calculation of Lipschitz for γj0(x)
2 · f(x)j0f(x)⊤j0 .

Lemma E.14. If the following conditions hold

• Let α(x)j0 ∈ R be defined as Definition A.9

• Let f(x)j0 ∈ Rn be defined as Definition A.10

• Let c(x, :)j0,i0 ∈ R be defined as Definition A.12

• Let γ(x)j0 = ⟨f(x)j0 , v⟩ ∈ R

• ∥A1∥, ∥A2∥, ∥A3∥ ≤ R, ∥Aj0 ∥ ≤ R, ∥x∥2 ≤ R,|bj0,i0 | ≤ R, ∥v∥2 ≤ R2

• Let R ≥ 4

• Let G8,1 = γj0(x)
2 · f(x)j0f(x)⊤j0

Then, we have

∥G8(x)−G8(x̃)∥ ≤ 10R4R0∥x− x̃∥2

Proof. We define

G8,1 = γj0(x)γj0(x) · f(x)j0f(x)⊤j0 − γj0(x̃)γj0(x) · f(x)j0f(x)⊤j0
G8,2 = γj0(x̃)γj0(x) · f(x)j0f(x)⊤j0 − γj0(x̃)

2 · f(x)j0f(x)⊤j0
G8,3 = γj0(x̃)

2 · f(x)j0f(x)⊤j0 − γj0(x̃)
2 · f(x̃)j0f(x)⊤j0

G8,4 = γj0(x̃)
2 · f(x̃)j0f(x)⊤j0 − γj0(x̃)

2 · f(x̃)j0f(x̃)⊤j0

We can show that

max
i∈[4]
∥G8,i∥ ≤ R4 ·R0 · ∥x− x̃∥2

E.13 CALCULATION: STEP 9 LIPSCHITZ FOR MATRIX FUNCTION (f(x)j0 ◦ v) · (f(x)j0 ◦ v)⊤

In this section, we introduce our calculation of Lipschitz for (f(x)j0 ◦ v) · (f(x)j0 ◦ v)⊤.

Lemma E.15. If the following conditions hold

• Let α(x)j0 ∈ R be defined as Definition A.9

• Let f(x)j0 ∈ Rn be defined as Definition A.10

• Let c(x, :)j0,i0 ∈ R be defined as Definition A.12

• Let γ(x)j0 = ⟨f(x)j0 , v⟩ ∈ R

• ∥A1∥, ∥A2∥, ∥A3∥ ≤ R, ∥Aj0 ∥ ≤ R, ∥x∥2 ≤ R,|bj0,i0 | ≤ R, ∥v∥2 ≤ R2

• Let R ≥ 4

• Let G9(x) = (f(x)j0 ◦ v) · (f(x)j0 ◦ v)⊤

Then, we have

∥G9(x)−G9(x̃)∥ ≤ 10R4R0∥x− x̃∥2



Proof. We define

G9,1 = (f(x)j0 ◦ v) · (f(x)j0 ◦ v)⊤ − (f(x̃)j0 ◦ v) · (f(x)j0 ◦ v)⊤

G9,2 = (f(x̃)j0 ◦ v) · (f(x)j0 ◦ v)⊤ − (f(x̃)j0 ◦ v) · (f(x̃)j0 ◦ v)⊤

We can show that

max
i∈[2]
∥G9,i∥ ≤ R4 ·R0 · ∥x− x̃∥2

F HESSIAN FOR X IS PSD

In Section F.1, we present the main result of PSD bound for Hessian. In Section F.2, we show the PSD bound for B(x). In
this section, our focus will be on establishing the PSD bound for Hx,x. Throughout this section, we will use the symbol H
to represent Hx,x for the sake of simplicity.

F.1 MAIN RESULT

In this section, we introduce the main result of the PSD bound for Hessian.

Lemma F.1. If the following conditions hold

• Let j0 ∈ [n]

• Let i0 ∈ [d]

• Let Hj0,i0 =
d2Lj0,i0

dxdx ∈ Rd2×d2

• Let Bj0,i0(x) ∈ Rn×n be defined as Definition D.3.

– Therefore, Hj0,i0 = A⊤
j0 Bj0,i0(x)Aj0 ∈ Rd2×d2

• Let maxj0∈[n] ∥Aj0 ∥ ≤ R

• Let σmin be the smallest singular value. We define σmin(Amin) := minj0∈[n] σmin(Aj0).

• Let H =
∑n

j0=1

∑d
i0=1 Hj0,i0

• Let Hreg,j0,i0 = A⊤
j0(Bj0,i0(x) +W 2)Aj0 where W ∈ Rn×n is a positive diagonal matrix.

• Let Hreg =
∑n

j0=1

∑d
i0=1 Hreg,j0,i0

• Let C0 := 30R8 (be a local parameter in this lemma)

• Let l > 0 (denote the strongly convex parameter for hessian)

Then, we have

• Part 1. For each j0 ∈ [n], for each i0 ∈ [d]

−C0In ⪯ Bj0,i0(x) ⪯ C0In

• Part 2. For each j0 ∈ [n], for each i0 ∈ [d]

∥Hj0,i0(x)∥ ≤ C0R
2.

• Part 3. For each j0 ∈ [n], i0 ∈ [d], if minj1∈[n] wj1,j1 ≥ l
σmin(Aj0

)2 + C0, then we have

Hreg,j0,i0(x) ⪰ l · Id2



• Part 4. For each j0 ∈ [n], i0 ∈ [d], if minj1∈[n] wj1,j1 ≥ l
σmin(Aj0

)2 + 100 · C0, then we have

1.1 · (B(x)j0,i0 +W 2) ⪰W 2 ⪰ 0.9 · (B(x)j0,i0 +W 2)

and

1.1Hj0,i0 ⪰ Hreg,j0,i0 ⪰ 0.9Hj0,i0

• Part 5. For each j0 ∈ [n], i0 ∈ [d], if minj1∈[n] wj1,j1 ≥ l
ndσmin(Amin)2

+ C0, then we have

Hreg(x) ⪰ l · Id2

• Part 6. For each j0 ∈ [n], i0 ∈ [d], if minj1∈[n] wj1,j1 ≥ l
ndσmin(Amin)2

+ 100 · C0, then we have

1.1H ⪰ Hreg ⪰ 0.9H

Proof. Proof of Part 1.

It directly follows from Lemma F.2.

Proof of Part 2. We have

∥Hj0,i0∥ = ∥A⊤
j0 Bj0,i0(x)Aj0 ∥

≤ ∥Aj0 ∥2 · ∥Bj0,i0(x)∥
≤ R2 · ∥Bj0,i0(x)∥
≤ 30R10

where the first step follows from the Hj0,i0 = A⊤
j0 Bj0,i0(x)Aj0 , the second step follows from Fact A.3, the third step

follows from maxj0∈[n] ∥Aj0 ∥ ≤ R, and the last step follow from Part 1.

Proof of Part 3.

The proof is similar to Deng et al. [2023a].

Proof of Part 4.

The proof is similar to Deng et al. [2023a].

Proof of Part 5 and Part 6. It is because we can write H as summation of nd terms Hj0,i0 for all j0 ∈ [d], i0 ∈ [d].

F.2 PSD BOUND

In this section, we analyze the PSD bound for each of the Brank and Bdiag.

Lemma F.2. If the following condition holds

• B1
diag := (1− γj0(x)) · c(x, :)j0,i0 · diag(f(x)j0 ◦ v)

• B1
rank := −(2γj0(x) + c(x, :)j0,i0) · ((f(x)j0 ◦ v)f(x)⊤j0 + f(x)j0(f(x)j0 ◦ v)⊤)

• B2
rank := (2γj0(x)c(x, :)j0,i0 + γj0(x)

2) · f(x)j0f(x)⊤j0
• B3

rank := (f(x)j0 ◦ v) · (f(x)j0 ◦ v)⊤

• |γ(x)j0 | ≤ R2

• |c(x, :)j0,i0 | ≤ 2R2

• ∥v∥2 ≤ R2

Then, we have



• Part 1.

−8R6 · In ⪯ B1
diag ⪯ 8R6 · In

• Part 2.

−16R8 · In ⪯ B1
rank ⪯ 16R8 · In

• Part 3.

−8R4 · In ⪯ B2
rank ⪯ 8R4 · In

• Part 4.

0 · In ⪯ B3
rank ⪯ 8R4 · In

Proof. Proof of Part 1.

B1
diag = (1− γj0(x)) · c(x, :)j0,i0 · diag(f(x)j0 ◦ v)
⪯ |1− γj0(x)||c(x, :)j0,i0 |∥f(x)j0∥2∥v∥2
⪯ 8R6 · In

where the first step follows from the definition of B1
diag, the second step follows from Fact A.4, and the last step follows

from Lemma E.4, |γ(x)j0 | ≤ R2, |c(x, :)j0,i0 | ≤ 2R2, and ∥v∥2 ≤ R2.

Proof of Part 2.

B1
rank = − (2γj0(x) + c(x, :)j0,i0) · ((f(x)j0 ◦ v)f(x)⊤j0 + f(x)j0(f(x)j0 ◦ v)⊤)
⪰ − |2γj0(x) + c(x, :)j0,i0 | · ((f(x)j0 ◦ v) · (f(x)j0 ◦ v)⊤ + f(x)j0f(x)

⊤
j0)

⪰ − 4R2 · (∥f(x)j0 ◦ v∥22 + ∥f(x)j0∥22)In
⪰ − 4R2(∥f(x)j0∥22∥v∥22 + ∥f(x)j0∥22)In
⪰ − 5R4 · In

where the first step follows from the definition of B1
rank, the second step follows from Fact A.4, the third step follows

from |γ(x)j0 | ≤ R2, |c(x, :)j0,i0 | ≤ 2R2 and Fact A.4, the fourth step follows from Fact A.1, and last step follows from
∥f(x)j0∥2 ≤ 1 (see Part 4 of Lemma E.4) and ∥v∥2 ≤ R2.

Proof of Part 3.

B2
rank = (2γj0(x)c(x, :)j0,i0 + γj0(x)

2) · f(x)j0f(x)⊤j0
⪯ |2γj0(x)c(x, :)j0,i0 + γj0(x)

2|∥f(x)j0∥22
⪯ 8R4 · In

where the first step follows from definition of B2
rank, the second step follows from Fact A.4, and the last step follows from

|γ(x)j0 | ≤ R2, |c(x, :)j0,i0 | ≤ 2R2 and Lemma E.4.

Proof of Part 4.

B3
rank = (f(x)j0 ◦ v) · (f(x)j0 ◦ v)⊤

⪯ ∥f(x)j0 ◦ v∥22
⪯ ∥f(x)j0∥22∥v∥22
⪯ 8R4 · In

where the first step follows from definition of B3
rank, the second step follows from Fact A.4, the third step follows from

Fact A.1, and the last step follows from ∥v∥2 ≤ R2 and Lemma E.4.



G HESSIAN FOR Y

In Section G.1, we present the hessian property with respect to Y . In Section G.2, we compute the Hessian matrix with
respect to Y for one j0, i0.

G.1 HESSIAN PROPERTY

In this section, we analyze the Hessian properties.

Lemma G.1. If the following conditions hold

• Let Bj0(x) = f(x)j0f(x)
⊤
j0
∈ Rn×n (because of Lemma G.2)

• Let B(x) =
∑n

j0=1 Bj0(x)

• Let Hj0,i0 =
d2Lj0,i0

dyi0
dyi0

= A⊤
3 Bj0(x)A3 ∈ Rd×d

• Let Hi0 ∈ Rd×d be Hi0 = d2L
dyi0dyi0

=
∑d

j0=1 Hj0,i0

• Let Hreg,i0 = A⊤
3 (B(x) +W 2)A3 where W ∈ Rn×n is a positive diagonal matrix

• Let H(y) ∈ Rd2×d2

be H(y) =




H1 0 · · · 0
0 H2 · · · 0
...

...
. . .

...
0 0 · · · Hd




Then, we have

• Part 1.

0 ⪯ Bj0(x) ⪯ In

• Part 2.

0 ⪯ B(x) ⪯ n · In

• Part 3. If minj1∈[n] w
2
j1,j1

≥ l
σmin(A3)2

Hreg,i0 ⪰ l · Id, H(y) ⪰ l · Id2

• Part 4. If minj1∈[n] w
2
j1,j1

≥ l
σmin(A3)2

+ 100n

0.9(W 2 +B(x)) ⪯W 2 ⪯ 1.1(W 2 +B(x))

• Part 5. Lipschitz, Due to H(y) is independent of y, then

∥H(y)−H(ỹ)∥ ≤ ∥y − ỹ∥2

Proof. For hessian closed-form, we can obtain them from Lemma G.2.

The proofs are straightforward, so we omit the details here.

G.2 HESSIAN FOR ONE j0, i0

In this section, we analyze the Hessian for the matrix Y with one j0, i0.

Lemma G.2. If the following conditions hold



• We define a temporary notation here v := f(x)j0 (for simplicity we drop the index j0 in the statement. Note that v
could have different meaning in other sections.)

• Let f(x)j0 be defined as Definition A.10.

• Let c(x, :)j0,i0 be defined as Definition A.12.

• Let h(y)i0 be defined as Definition A.11.

• Let Lj0,i0 be defined as Definition A.10.

Then, we have

• Part 1. For i1 = i2, the diagonal case

d2Lj0,i0

dyi0,i1dyi0,i1
= A⊤

3,∗,i1vv
⊤A3,∗,i1

• Part 2. For i1 ̸= i2, the off-diagonal case

d2Lj0,i0

dyi0,i1dyi0,i2
= A⊤

3,∗,i1vv
⊤A3,∗,i2

• Part 3. The d2Lj0,i0

dyi0
dyi0
∈ Rd×d

d2Lj0,i0

dyi0dyi0
= A⊤

3 vv
⊤A3

Proof. Proof of Part 1.

d2Lj0,i0

dyi0,i1dyi0,i1
=

d

dyi0,i1
(

d

dyi0,i1
Lj0,i0)

=
d

dyi0,i1
(c(:, y)j0,i0⟨v,A3,∗,i1⟩)

= ⟨v,A3,∗,i1⟩ · ⟨v,A3,∗,i1⟩
= A⊤

3,∗,i1vv
⊤A3,∗,i1

where the first step follows from simple algebra, the second step follows from Lemma B.2, the third step follows from
Lemma B.2, and the last step follows from Fact A.1.

Proof of Part 2.

d2Lj0,i0

dyi0,i2dyi0,i1
=

d

dyi0,i2
(

d

dyi0,i1
Lj0,i0)

=
d

dyi0,i2
(c(:, y)j0,i0⟨v,A3,∗,i1⟩)

= ⟨v,A3,∗,i2⟩ · ⟨v,A3,∗,i1⟩
= A⊤

3,∗,i1vv
⊤A3,∗,i2

where the first step follows from simple algebra, the second step follows from Lemma B.2, the third step follows from
Lemma B.2, and the last step follows from Fact A.1.

Proof of Part 3.

It follows by combining above two parts directly.



H HESSIAN FOR X AND Y

In Section H.1, we compute the Hessian matrix with respect to both X and Y . In Section H.2, we present several helpful
lemmas for the following proof. In Section H.3, we create B(x) for the further analysis.

H.1 COMPUTING HESSIAN

In this section, we compute the Hessian matrix for X and Y .

Lemma H.1. If the following conditions hold

• Let f(x)j0 be defined as Definition A.10.

• Let c(x, y)j0,i0 be defined as Definition A.12.

• Let h(y)i0 be defined as Definition A.11.

• Let Lj0,i0 be defined as Definition A.7.

Then, we have

• Part 1.

d

dyi0,i1
(
d

dxi
Lj0,i0) = ⟨f(x)j0 , A3,∗,i1⟩ · ⟨f(x)j0 ◦ Aj0,i, h(y)i0⟩

− ⟨f(x)j0 , A3,∗,i1⟩⟨f(x)j0 , h(y)i0⟩ · ⟨f(x)j0 ,Aj0,i⟩
+ c(x, y)j0,i0 · (⟨f(x)j0 ◦ Aj0,i, A3,∗,i1⟩ − ⟨f(x)j0 , A3,∗,i1⟩ · ⟨f(x)j0 ,Aj0,i⟩)

Proof. We can show

d

dyi0,i1
(
d

dxi
Lj0,i0)

=
d

dyi0,i1
(c(x, y)j0,i0 · (⟨f(x)j0 ◦ Aj0,i, h(y)i0⟩ − ⟨f(x)j0 , h(y)i0⟩ · ⟨f(x)j0 ,Aj0,i⟩))

=
d

dyi0,i1
(c(x, y)j0,i0) · (⟨f(x)j0 ◦ Aj0,i, h(y)i0⟩ − ⟨f(x)j0 , h(y)i0⟩ · ⟨f(x)j0 ,Aj0,i⟩)

+ (c(x, y)j0,i0) ·
d

dyi0,i1
(⟨f(x)j0 ◦ Aj0,i, h(y)i0⟩ − ⟨f(x)j0 , h(y)i0⟩ · ⟨f(x)j0 ,Aj0,i⟩)

= ⟨f(x)j0 , A3,∗,i1⟩ · (⟨f(x)j0 ◦ Aj0,i, h(y)i0⟩ − ⟨f(x)j0 , h(y)i0⟩ · ⟨f(x)j0 ,Aj0,i⟩)
+ c(x, y)j0,i0 · (⟨f(x)j0 ◦ Aj0,i, A3,∗,i1⟩ − ⟨f(x)j0 , A3,∗,i1⟩ · ⟨f(x)j0 ,Aj0,i⟩)

= ⟨f(x)j0 , A3,∗,i1⟩ · ⟨f(x)j0 ◦ Aj0,i, h(y)i0⟩
− ⟨f(x)j0 , A3,∗,i1⟩⟨f(x)j0 , h(y)i0⟩ · ⟨f(x)j0 ,Aj0,i⟩
+ c(x, y)j0,i0 · (⟨f(x)j0 ◦ Aj0,i, A3,∗,i1⟩ − ⟨f(x)j0 , A3,∗,i1⟩ · ⟨f(x)j0 ,Aj0,i⟩)

where the first step is due to Part 6 of Lemma B.1, the second step comes from the product rule of derivative, the third step
is based on Lemma G.2, and the last step follows from simple algebra.

Thus, we complete the proof.

H.2 A HELPFUL LEMMA

In this section, we provide a helpful Lemma.

Lemma H.2. If the following conditions hold

• Let f(x)j0 be defined in Definition A.10.



• Let A ∈ Rn2×d2

be defined in Definition A.8.

• Let c(x, y)j0,i0 be defined as Definition A.12.

• Let h(y)i0 be defined as Definition A.11.

• Let Lj0,i0 be defined as Definition A.7.

Then, we have

• Part 1.

⟨f(x)j0 , A3,∗,i1⟩ · ⟨f(x)j0 ◦ Aj0,i, h(y)i0⟩ = A⊤
j0,i(f(x)j0 ◦ h(y)i0)f(x)⊤j0A3,∗,i1

• Part 2.

⟨f(x)j0 , A3,∗,i1⟩ · ⟨f(x)j0 , h(y)i0⟩ · ⟨f(x)j0 ,Aj0,i⟩ = ⟨f(x)j0 , h(y)i0⟩ · A⊤
j0,i f(x)j0f(x)

⊤
j0A3,∗,i1

• Part 3.

⟨f(x)j0 ◦ A⊤
j0,i, A3,∗,i1⟩ = A⊤

j0,i diag(f(x)j0)A3,∗,i1

• Part 4.

⟨f(x)j0 , A3,∗,i1⟩ · ⟨f(x)j0 ,Aj0,i⟩ = A⊤
j0,i f(x)j0f(x)

⊤
j0A3,∗,i1

Proof. Proof of Part 1.

⟨f(x)j0 , A3,∗,i1⟩ · ⟨f(x)j0 ◦ Aj0,i, h(y)i0⟩ = ⟨f(x)j0 ◦ h(y)i0 ,Aj0,i⟩f(x)⊤j0A3,∗,i1

= A⊤
j0,i(f(x)j0 ◦ h(y)i0)f(x)⊤j0A3,∗,i1

where the first step follows from Fact A.1, and the second step follows from Fact A.1.

Proof of Part 2.

⟨f(x)j0 , A3,∗,i1⟩ · ⟨f(x)j0 , h(y)i0⟩ · ⟨f(x)j0 ,Aj0,i⟩ = ⟨f(x)j0 , h(y)i0⟩A⊤
j0,i f(x)j0f(x)

⊤
j0A3,∗,i1

where the first step follows from Fact A.1.

Proof of Part 3.

⟨f(x)j0 ◦ Aj0,i, A3,∗,i1⟩ = (f(x)j0 ◦ Aj0,i)
⊤A3,∗,i1

= (diag(f(x)j0)Aj0,i)
⊤A3,∗,i1

= A⊤
j0,i diag(f(x)j0)A3,∗,i1

where the first, second, and last step follows from Fact A.1.

Proof of Part 4.

⟨f(x)j0 , A3,∗,i1⟩ · ⟨f(x)j0 ,Aj0,i⟩ = A⊤
j0,i f(x)j0f(x)

⊤
j0A3,∗,i1

where the first step follows from Fact A.1.



H.3 CREATING B(x, y)

In this section, we give a formal definition of B(x, y).

Definition H.3. We define B(x, y)

B(x, y) = B1
diag +B1

rank +B2
rank +B1

rank

where

• B1
rank(x, y) = (f(x)j0 ◦ h(y)i0)f(x)⊤j0

• B2
rank(x, y) = −⟨f(x)j0 , h(y)i0⟩f(x)j0f(x)⊤j0

• B1
diag(x, y) = −c(x, y)j0,i0 diag(f(x)j0)

• B3
rank(x, y) = c(x, y)j0,i0f(x)j0f(x)

⊤
j0

Lemma H.4. If the following conditions

• Let B(x, y) be defined as Definition H.3.

Then, we have

• Part 1.

d2Lj0,i0

dyi0dx
= A⊤

j0 B(x, y)A3 ∈ Rd2×d

• Part 2. i1 ̸= i0

d2Lj0,i0

dyi1dx
= A⊤

j0 0n×nA3 ∈ Rd2×d = 0d2×d

Proof. Proof of Part 1. We have

d2Lj0,i0

dyi0,i2dxi
= A⊤

j0,i B(x, y)A3,∗,i2

where the first step follows from combining Lemma H.1 and Lemma H.2.

Then, we can have

d2Lj0,i0

dyi0dx
= A⊤

j0 B(x, y)A3

Proof of Part 2. We have

d2Lj0,i0

dyi1,i2dxi
= A⊤

j0,i 0n×nA3,∗,i2 = 0n×n

where the first step follows from combining Lemma H.1 and Lemma H.2.

Then, we can have

d2Lj0,i0

dyi1dx
= A⊤

j0 0n×nA3 = 0n×n



I LIPSCHITZ FOR HESSIAN OF x, y

In Section I.1, we present the main results of the Lipschitz property of Hx,y. In Section I.2, we summarize the results
from the following steps 1-4. In Section I.3, we compute the upper bound of basic functions for the following proof. In
Section I.4, we compute the Lipschitz Property of basic functions for the following proof. In Section I.5, we analyze the
first step of Lipschitz function (f(x)j0 ◦ h(y)i0)f(x)⊤j0 . In Section I.6, we analyze the second step of Lipschitz function
−⟨f(x)j0 , h(y)i0⟩f(x)j0f(x)⊤j0 . In Section I.7, we analyze the third step of Lipschitz function −c(x, y)j0,i0 diag(f(x)j0).
In Section I.8, we analyze the fourth step of Lipschitz function c(x, y)j0,i0f(x)j0f(x)

⊤
j0

. In Section I.9, we compute the
PSD upper bound for the Hessian matrix. In Section I.10, we summarize PSD upper bound of G(x, y).

I.1 MAIN RESULTS

In this section, we present the main result of Section I.

Lemma I.1. If the following conditions hold

• maxj0∈[n] ∥Aj0 ∥ ≤ R

• Let H(x, y)j0,i0 ∈ Rd2×d denote d2Lj0,i0

dxdyi0

• d2Lj0,i0

dxdyi1
= 0d2×d

• Let H(x, y) ∈ Rd2×d2

be

H(x, y) :=
[∑n

j0=1 Hj0,1(x, y)
∑n

j0=1 Hj0,2(x, y) · · · ∑n
j0=1 Hj0,d(x, y)

]

Then we have

• Part 1. For j0 ∈ [d], i0 ∈ [n]

∥H(x, y)j0,i0 −H(x̃, ỹ)j0,i0∥ ≤ n1.5 exp(20R2) · (∥x− x̃∥2 + ∥y − ỹ∥2)

• Part 2.

∥H(x, y)−H(x̃, ỹ)∥ ≤ n2.5d exp(20R2)(∥x− x̃∥2 + ∥y − ỹ∥2)

Proof. Proof of Part 1. It follows from Lemma I.2.

Proof of Part 2. We can show that

∥H(x, y)−H(x̃, ỹ)∥ ≤ nd · n1.5 exp(20R2)(∥x− x̃∥2 + ∥y − ỹ∥2)
where the first step follows from that we can write H as summation of nd terms Hj0,i0 for all j0 ∈ [d], i0 ∈ [d].

I.2 SUMMARY OF FOUR STEPS ON LIPSCHITZ FOR MATRIX FUNCTIONS

In this section, we summarize the four steps for analyzing the Lipschitz for different matrix functions.

Lemma I.2. If the following conditions hold

• G1(x, y) = (f(x)j0 ◦ h(y)i0)f(x)⊤j0
• G2(x, y) = −⟨f(x)j0 , h(y)i0⟩f(x)j0f(x)⊤j0
• G3(x, y) = −c(x, y)j0,i0 diag(f(x)j0)
• G4(x, y) = c(x, y)j0,i0f(x)j0f(x)

⊤
j0

Then, we have
4∑

k=1

∥Gk(x, y)−Gk(x̃, ỹ)∥ ≤ n1.5 exp(20R2)(∥x− x̃∥2 + ∥y − ỹ∥2)

Proof. The proof follows from Lemma I.5, Lemma I.6, Lemma I.7, and Lemma I.8.



I.3 A CORE TOOL: UPPER BOUND FOR SEVERAL BASIC FUNCTIONS

In this section, we give an upper bound for each of the basic functions.

Lemma I.3. If the following conditions hold

• Let f(y)j0 ∈ Rn be defined as Definition A.10.

• Let h(y)i0 ∈ Rn be defined as Definition A.11.

• Let c(x, y)j0,i0 ∈ R be defined as Definition A.12.

• Let R ≥ 4

• ∥A3∥ ≤ R

• ∥yi0∥ ≤ R

• ∥bj0,i0∥2 ≤ R

Then, we have

• Part 1. ∥h(y)i0∥2 ≤ R2

• Part 2. |c(x, y)j0,i0 | ≤ 2R2

Proof. Proof of Part 1.

∥h(y)i0∥2 = ∥A3yi0∥2
≤ ∥A3∥∥yi0∥2
≤ R2

where the first step is due to Definition A.11, the second step is based on Fact A.3 and the third step is because of Lemma E.4.

Proof of Part 2.

|c(x, y)j0,i0 | = |⟨f(x)j0 , h(y)i0⟩ − bj0,i0 |
≤ ∥f(x)j0∥2∥h(y)i0∥2 + |bj0,i0 |
≤ R2 +R

≤ 2R2

where the first step is because of Definition A.12, the second step is based on triangle inequality and Cauchy–Schwarz
inequality, the third step is due to Lemma E.4, and the last step follows from R ≥ 4.

I.4 A CORE TOOL: LIPSCHITZ PROPERTY FOR SEVERAL BASIC FUNCTIONS

In this section, we introduce the Lipschitz property for several basic functions.

Lemma I.4. If the following conditions hold

• Let f(y)j0 ∈ Rn be defined as Definition A.10.

• Let h(y)i0 ∈ Rn be defined as Definition A.11.

• Let c(x, y)j0,i0 ∈ R be defined as Definition A.12.

• Let R ≥ 4

• ∥A3∥ ≤ R

• ∥yi0∥ ≤ R

• ∥bj0,i0∥2 ≤ R

• Let R0 be defined as Definition E.6.



Then, we have

• Part 1. ∥h(y)i0 − h(ỹ)i0∥2 ≤ R∥y − ỹ∥2
• Part 2. |c(x, y)j0,i0 − c(x̃, y)j0,i0 | ≤ R2 ·R0∥x− x̃∥
• Part 3. |c(x, y)j0,i0 − c(x, ỹ)j0,i0)| ≤ R∥y − ỹ∥2

Proof. Proof of Part 1.

∥h(y)i0 − h(ỹ)i0∥2 = ∥A3yi0 −A3ỹi0∥2
≤ ∥A3∥∥yi0 − ỹi0∥2
≤ R∥y − ỹ∥2

where the first step follows from Definition A.11, the second step is based on Fact A.3, and the third step is due to Lemma E.4.

Proof of Part 2.

|c(x, y)j0,i0 − c(x̃, yj0,i0)| = |⟨f(x)j0 , h(y)i0⟩ − bj0,i0 − (⟨f(x̃)j0 , h(y)i0⟩ − bj0,i0)|
≤ ∥f(x)j0 − f(x̃)j0∥2∥h(y)i0∥2
≤ R2 ·R0∥x− x̃∥2

where the first step is due to Definition A.12, the second step follows from Cauchy–Schwarz inequality, and the third step is
because of Part 1 of Lemma I.3 and Part 3 of Lemma E.5.

Proof of Part 3.

|c(x, y)j0,i0 − c(x, ỹ)j0,i0)| = |⟨f(x)j0 , h(y)i0⟩ − bj0,i0 − (⟨f(x)j0 , h(ỹ)i0⟩ − bj0,i0)|
≤ ∥f(x)j0∥2 · ∥h(y)i0 − h(ỹ)i0∥2
≤ R∥y − ỹ∥2

where the first step follows from Definition A.12, the second step is due to Cauchy–Schwarz inequality and the third step is
because of Part 4 of Lemma E.4 and Part 1 of this Lemma.

I.5 CALCULATION: STEP 1 LIPSCHITZ FOR MATRIX FUNCTION (f(x)j0 ◦ h(y)i0)f(x)⊤j0

In this section, we calculate the Lipschitz for (f(x)j0 ◦ h(y)i0)f(x)⊤j0 .

Lemma I.5. If the following conditions

• Let G1(x, y) = (f(x)j0 ◦ h(y)i0)f(x)⊤j0
• Let R0 be defined in Definition E.6.

• Let α(x)j0 ∈ R be defined as Definition A.9

• Let f(x)j0 ∈ Rn be defined as Definition A.10

• Let c(x, y)j0,i0 ∈ R be defined as Definition A.12

• Let γ(x)j0 = ⟨f(x)j0 , v⟩ ∈ R

• ∥A1∥, ∥A2∥, ∥A3∥ ≤ R, ∥Aj0 ∥ ≤ R, ∥x∥2 ≤ R,|bj0,i0 | ≤ R, ∥v∥2 ≤ R2

• Let R ≥ 4

Then, we have

∥G1(x, y)−G1(x̃, ỹ)∥ ≤ 2R2 ·R0(∥x− x̃∥2 + ∥y − ỹ∥2)



Proof. We define

G1,1 = (f(x)j0 ◦ h(y)i0)f(x)⊤j0 − (f(x̃)j0 ◦ h(y)i0)f(x)⊤j0
G1,2 = (f(x̃)j0 ◦ h(y)i0)f(x)⊤j0 − (f(x̃)j0 ◦ h(ỹ)i0)f(x)⊤j0
G1,3 = (f(x̃)j0 ◦ h(ỹ)i0)f(x)⊤j0 − (f(x̃)j0 ◦ h(ỹ)i0)f(x̃)⊤j0

where the first step follows from definition of G1,1, the second step is based on Fact A.2 and the third step is due to
Lemma E.4.

We have

∥G1,1∥ = ∥(f(x)j0 ◦ h(y)i0)f(x)⊤j0 − (f(x̃)j0 ◦ h(y)i0)f(x)⊤j0∥
≤ ∥f(x)j0 − f(x̃)j0∥∞ · ∥h(y)i0∥2 · ∥f(x)j0∥2
≤ R2 ·R0∥x− x̃∥2

where the first step follows from definition of G1,1, the second step is due to Fact A.3, and the third step is based on
combining Lemma E.4, Lemma E.5, and Lemma I.3.

Also, we have

∥G1,2∥ = ∥(f(x̃)j0 ◦ h(y)i0)f(x)⊤j0 − (f(x̃)j0 ◦ h(ỹ)i0)f(x)⊤j0∥
≤ ∥f(x̃)j0∥2 · ∥h(y)i0 − h(ỹ)i0∥2 · ∥f(x)j0∥2
≤ R∥y − ỹ∥2

where the first step is based on definition of G1,2, the second step is because of Fact A.3, and the third step follows from
Lemma I.4.

Additionally,

∥G1,3∥ = ∥(f(x̃)j0 ◦ h(ỹ)i0)f(x)⊤j0 − (f(x̃)j0 ◦ h(ỹ)i0)f(x̃)⊤j0∥
≤ ∥f(x̃)j0∥2 · ∥h(ỹ)i0∥2 · ∥f(x)j0 − f(x̃)j0∥2
≤ R2 ·R0∥x− x̃∥2

where the first step follows from the definition of G1,3, the second step follows from Fact A.3, and the third step is because
of Lemma E.5.

Combining all the above equations we complete the proof.

I.6 CALCULATION: STEP 2 LIPSCHITZ FOR MATRIX FUNCTION −⟨f(x)j0 , h(y)i0⟩f(x)j0f(x)⊤j0

In this section, we calculate the Lipschitz for −⟨f(x)j0 , h(y)i0⟩f(x)j0f(x)⊤j0 .

Lemma I.6. If the following conditions

• Let α(x)j0 ∈ R be defined as Definition A.9

• Let f(x)j0 ∈ Rn be defined as Definition A.10

• Let c(x, y)j0,i0 ∈ R be defined as Definition A.12

• Let γ(x)j0 = ⟨f(x)j0 , v⟩ ∈ R
• ∥A1∥, ∥A2∥, ∥A3∥ ≤ R, ∥Aj0 ∥ ≤ R, ∥x∥2 ≤ R,|bj0,i0 | ≤ R, ∥v∥2 ≤ R2

• Let R ≥ 4

• Let G2(x, y) = −⟨f(x)j0 , h(y)i0⟩f(x)j0f(x)⊤j0
Then, we have

∥G2(x, y)−G2(x̃, ỹ)∥ ≤ 3R2R0(∥x− x̃∥2 + ∥y − ỹ∥2)



Proof. We define

G2,1 = − ⟨f(x)j0 , h(y)i0⟩f(x)j0f(x)⊤j0 − (−⟨f(x̃)j0 , h(y)i0⟩f(x)j0f(x)⊤j0)
G2,2 = − ⟨f(x̃)j0 , h(y)i0⟩f(x)j0f(x)⊤j0 − (−⟨f(x̃)j0 , h(ỹ)i0⟩f(x)j0f(x)⊤j0)
G2,3 = − ⟨f(x̃)j0 , h(ỹ)i0⟩f(x)j0f(x)⊤j0 − (−⟨f(x̃)j0 , h(ỹ)i0⟩f(x̃)j0f(x)⊤j0)
G2,4 = − ⟨f(x̃)j0 , h(ỹ)i0⟩f(x̃)j0f(x)⊤j0 − (−⟨f(x̃)j0 , h(ỹ)i0⟩f(x̃)j0f(x̃)⊤j0)

We have

∥G2,1∥ = ∥ − ⟨f(x)j0 , h(y)i0⟩f(x)j0f(x)⊤j0 − (−⟨f(x̃)j0 , h(y)i0⟩f(x)j0f(x)⊤j0)∥
≤ ∥f(x)j0 − f(x̃)j0∥2 · ∥h(y)i0∥2 · ∥f(x)j0∥2 · ∥f(x)j0∥2
≤ R2 ·R0∥x− x̃∥2

where the first step is based on the definition of G2,1, the second step follows from Fact A.1, and the third step is because of
Lemma E.4.

and

∥G2,2∥ = ∥ − ⟨f(x̃)j0 , h(y)i0⟩f(x)j0f(x)⊤j0 − (−⟨f(x̃)j0 , h(ỹ)i0⟩f(x)j0f(x)⊤j0)∥
≤ ∥f(x̃)j0∥2 · ∥h(y)i0 − h(ỹ)i0∥ · ∥f(x)j0∥2 · ∥f(x)j0∥2
≤ R∥y − ỹ∥2

where the first step is due to the definition of G2,1, the second step is based on Fact A.1, and the third step follows from
Lemma I.4.

Similarly, we have

∥G2,3∥ ≤ R2 ·R0∥x− x̃∥2
∥G2,4∥ ≤ R2 ·R0∥x− x̃∥2

Combining all the above equations we complete the proof.

I.7 CALCULATION: STEP 3 LIPSCHITZ FOR MATRIX FUNCTION −c(x, y)j0,i0 diag(f(x)j0)

In this section, we calculate the Lipschitz for −c(x, y)j0,i0 diag(f(x)j0).

Lemma I.7. If the following conditions

• Let α(x)j0 ∈ R be defined as Definition A.9

• Let f(x)j0 ∈ Rn be defined as Definition A.10

• Let c(x, y)j0,i0 ∈ R be defined as Definition A.12

• Let γ(x)j0 = ⟨f(x)j0 , v⟩ ∈ R

• ∥A1∥, ∥A2∥, ∥A3∥ ≤ R, ∥Aj0 ∥ ≤ R, ∥x∥2 ≤ R,|bj0,i0 | ≤ R, ∥v∥2 ≤ R2

• Let R ≥ 4

• Let R0 be defined as Definition E.6.

• Let G3(x, y) = −c(x, y)j0,i0 diag(f(x)j0)

Then, we have

∥G3(x, y)−G3(x̃, ỹ)∥ ≤ 3R2 ·R0(∥x− x̃∥2 + ∥y − ỹ∥2)



Proof. We define

G3,1 = − c(x, y)j0,i0 diag(f(x)j0)− (−c(x̃, y)j0,i0 diag(f(x)j0))
G3,2 = − c(x̃, y)j0,i0 diag(f(x)j0)− (−c(x̃, ỹ)j0,i0 diag(f(x)j0))
G3,3 = − c(x̃, ỹ)j0,i0 diag(f(x)j0)− (−c(x̃, ỹ)j0,i0 diag(f(x̃)j0))

For G3,1, we have

∥G3,1∥ = ∥ − c(x, y)j0,i0 diag(f(x)j0)− (−c(x̃, y)j0,i0 diag(f(x)j0))∥
≤ |c(x, y)j0,i0 − c(x̃, y)j0,i0 | · ∥f(x)j0∥2
≤ R2 ·R0∥x− x̃∥2

where the first step follows from definition of G3,1, the second step is based on Fact A.2 and the third step is because of
Lemma I.4.

Similarly, we have

∥G3,2∥ ≤ R∥y − ỹ∥2
∥G3,3∥ ≤ 2R2 ·R0∥x− x̃∥2

Combining all the above equations we complete the proof.

I.8 CALCULATION: STEP 4 LIPSCHITZ FOR MATRIX FUNCTION c(x, y)j0,i0f(x)j0f(x)
⊤
j0

In this section, we calculate the Lipschitz for c(x, y)j0,i0f(x)j0f(x)
⊤
j0

.

Lemma I.8. If the following conditions

• Let α(x)j0 ∈ R be defined as Definition A.9

• Let f(x)j0 ∈ Rn be defined as Definition A.10

• Let c(x, y)j0,i0 ∈ R be defined as Definition A.12

• Let γ(x)j0 = ⟨f(x)j0 , v⟩ ∈ R
• ∥A1∥, ∥A2∥, ∥A3∥ ≤ R, ∥Aj0 ∥ ≤ R, ∥x∥2 ≤ R,|bj0,i0 | ≤ R, ∥v∥2 ≤ R2

• Let R ≥ 4

• Let R0 be defined in Definition E.6.

• Let G4(x, y) = c(x, y)j0,i0f(x)j0f(x)
⊤
j0

Then, we have

∥G4(x, y)−G4(x̃, ỹ)∥ ≤ 5R2 ·R0(∥x− x̃∥2 + ∥y − ỹ∥2)

Proof. We define

G4,1 = c(x, y)j0,i0f(x)j0f(x)
⊤
j0 − c(x̃, y)j0,i0f(x)j0f(x)

⊤
j0

G4,2 = c(x̃, y)j0,i0f(x)j0f(x)
⊤
j0 − c(x̃, ỹ)j0,i0f(x)j0f(x)

⊤
j0

G4,3 = c(x̃, ỹ)j0,i0f(x)j0f(x)
⊤
j0 − c(x̃, ỹ)j0,i0f(x̃)j0f(x)

⊤
j0

G4,4 = c(x̃, ỹ)j0,i0f(x̃)j0f(x)
⊤
j0 − c(x̃, ỹ)j0,i0f(x̃)j0f(x̃)

⊤
j0

For G4,1, we have

∥G4,1∥ = ∥c(x, y)j0,i0f(x)j0f(x)⊤j0 − c(x̃, y)j0,i0f(x)j0f(x)
⊤
j0∥

≤ |c(x, y)j0,i0 − c(x̃, y)j0,i0 | · ∥f(x)j0∥2 · ∥f(x)j0∥2



≤ R2 ·R0∥x− x̃∥2

where the first step is due to definition of G4,1, the second step is because of Fact A.2 and the third step follows from
Lemma E.4 and Lemma E.5.

Similarly, we have

∥G4,2∥ ≤ R∥y − ỹ∥2
∥G4,3∥ ≤ 2R2 ·R0∥x− x̃∥2
∥G4,4∥ ≤ 2R2 ·R0∥x− x̃∥2

Combining all the above equations we complete the proof.

I.9 PSD UPPER BOUND FOR HESSIAN x, y

In this section, we analyze the PSD upper bound for Hessian.

Lemma I.9. If the following conditions hold

• maxj0∈[n] ∥Aj0 ∥ ≤ R

• Let H(x, y)j0,i0 ∈ Rd2×d denote d2Lj0,i0

dxdyi0

• d2Lj0,i0

dxdyi1
= 0d2×d

• Let H(x, y) ∈ Rd2×d2

be

H(x, y) :=
[∑n

j0=1 Hj0,1(x, y)
∑n

j0=1 Hj0,2(x, y) · · · ∑n
j0=1 Hj0,d(x, y)

]

Then we have

• Part 1. For j0 ∈ [d], i0 ∈ [n]

∥H(x, y)j0,i0∥ ≤ 10R2

• Part 2.

∥H(x, y)∥ ≤ nd · 10R2

Proof. Proof of Part 1. It follows from Lemma I.10.

Proof of Part 2. We can show that

∥H(x, y)∥ =
d∑

j0=1

n∑

i0=1

∥H(x, y)j0,i0∥

≤ nd · 10R2

where the first step is due to the assumption of H(x, y), and the second step comes from Part 1.

I.10 UPPER BOUND ON HESSIAN SPECTRAL NORMS

In this section, we find the upper bound for the Hessian spectral norms.

Lemma I.10. If the following conditions hold

• G1(x, y) = (f(x)j0 ◦ h(y)i0)f(x)⊤j0
• G2(x, y) = −⟨f(x)j0 , h(y)i0⟩f(x)j0f(x)⊤j0



• G3(x, y) = −c(x, y)j0,i0 diag(f(x)j0)
• G4(x, y) = c(x, y)j0,i0f(x)j0f(x)

⊤
j0

Then, we have

• Part 1. ∥G1(x, y)∥ ≤ R2

• Part 2. ∥G2(x, y)∥ ≤ R2

• Part 3. ∥G3(x, y)∥ ≤ 2R2

• Part 4. ∥G4(x, y)∥ ≤ 2R2

• Part 5.
4∑

k=1

∥Gk(x, y)∥ ≤ 10R2

Proof. The proof is straightforward by using upper bound on each term

J GENERATING A SPECTRAL SPARSIFIER VIA TENSORSKETCH

Tensor type sketching has been widely used in problems Song et al. [2019], Diao et al. [2018, 2019], Ahle et al. [2020],
Song et al. [2021a, 2024b, 2022], Zhang [2022], Song et al. [2023]. Section J.1 presents the definition of oblivious subspace
embedding. In Section J.2, we give an overview of TensorSRHT and introduce its basic property. In Section J.3, we present
the definition of the property of TensorSparse. In Section J.4, we introduce the fast approximation for hessian via sketching.

J.1 OBLIVIOUS SUBSPACE EMBEDDING

We define oblivious subspace embedding,

Definition J.1 (Oblivious subspace embedding, Sarlos [2006]). We define (ϵ, δ, d, n)-Oblivious subspace embedding (OSE)
as follows: Suppose Π is a distribution on m × n matrices S, where m is a function of n, d, ϵ, and δ. Suppose that with
probability at least 1 − δ, for any fixed n × d orthonormal basis U , a matrix S drawn from the distribution Π has the
property that the singular values of SU lie in the range [1− ϵ, 1 + ϵ].

J.2 TENSORSRHT

We define a well-known sketching matrix family called TensorSRHT Lu et al. [2013], Ahle et al. [2020]. It has been used in
many optimization literature Song et al. [2021a, 2024b, 2022].

Definition J.2 (Tensor subsampled randomized Hadamard transform (TensorSRHT) Ahle et al. [2020], Song et al. [2021a]).
The TensorSRHT S : Rn × Rn → Rm is defined as

S :=
1√
m
P · (HD1 ⊗HD2),

where each row of P ∈ {0, 1}m×n2

contains only one 1 at a random coordinate and one can view P as a sampling matrix.
H is a n× n Hadamard matrix, and D1, D2 are two n× n independent diagonal matrices with diagonals that are each
independently set to be a Rademacher random variable (uniform in {−1, 1}).

It is known Ahle et al. [2020] that TensorSRHT matrices imply the OSE.

Lemma J.3 (Ahle et al. [2020], Song et al. [2021a] , see for example, Lemma 2.12 in Song et al. [2021a]). Let S be a
TensorSRHT matrix defined in Definition J.2. If

m = O(ϵ−2d2 log3(nd/ϵδ)),

then S is an (ϵ, δ, d2, n2)-OSE for degree-2 tensors.

Further for matrices A1, A2 ∈ Rn×d, S(A1 ⊗A2) can be computed in Õ(nd+md2) time.



J.3 TENSORSPARSE

Song et al. [2022] define TensorSparse by compose Sparse embedding Nelson and Nguyên [2013], Cohen [2016] with
tensor operation Pagh [2013].

Definition J.4 (TensorSparse, see Definition 7.6 in Song et al. [2022]). Let h1, h2 : [n]× [s]→ [m/s] be O(log 1/δ)-wise
independent hash functions and let σ1, σ2 : [n]× [s]→ {±1} be O(log 1/δ)-wise independent random sign functions. Then,
the degree two tensor sparse transform, S : Rn × Rn → Rm is given as:

Rr,(i,j) = ∃k ∈ [s] : σ1(i, k)σ2(j, k)/
√
s · 1[((h1(i, k) + h2(j, k)) mod m/s) + (k − 1)m/s = r]

Lemma J.5 (Theorem 7.10 in Song et al. [2022]). Let ϵ ∈ (0, 1) be precision parameter and δ ∈ (0, 1) be success
probability. Let S ∈ Rm×n2

be a TensorSparse matrix (Def. J.4). Suppose m = Ω(ϵ−2d2 log(n/δ)) and s = ϵ−1 log(n/δ),
then TensorSparse provides (ϵ, δ, d2, n2)-OSE.

Further for matrices A1, A2 ∈ Rn×d, S(A1 ⊗A2) can be computed in O((nnz(A1) + nnz(A2))s+md2) time

J.4 FAST APPROXIMATION FOR HESSIAN VIA SKETCHING

In this section, we present the fast approximation for hessian via sketching.

Lemma J.6. If the following conditions hold

• Let A1 ∈ Rn×d, let A2 ∈ Rn×d

• Let A = (A1 ⊗A2) ∈ Rn2×d2

• Let W ∈ Rn×n denote a positive diagonal matrix

• Let A1 = WA1

• Let A = (A1 ⊗A2) ∈ Rn2×d2

Then, we have

• Part 1.

A⊤(W 2 ⊗ In)A = A
⊤
A

• Part 2. For any constant ϵ ∈ (0, 0.1), there is an algorithm runs in Õ(nd+ d4) time to compute SA such that

(1− ϵ) · A⊤
A ⪯ A

⊤
S⊤SA ⪯ (1 + ϵ) · A⊤

A

holds with probability 1− δ.

• Part 3. For any ϵ ∈ (0, 0.1), there is an algorithm runs in Õ(nnz(A1) + nnz(A2) + d4) time to compute SA such that

(1− ϵ) · A⊤
A ⪯ A

⊤
S⊤SA ⪯ (1 + ϵ) · A⊤

A

holds with probability 1− δ.

Proof. Proof of Part 1.

We can show

A⊤(W 2 ⊗ In)A = A⊤(W ⊗ In) · (W ⊗ In)A

= ((W ⊗ In)(A1 ⊗A2))
⊤ · ((W ⊗ In)(A1 ⊗A2))

= (A1 ⊗A2)
⊤(A1 ⊗A2)

= A
⊤
A



where the first step follows from (W 2 ⊗ I) = (W ⊗ In) · (W ⊗ In) (where ⊗ operation and W is a diagonal matrix), the
second step follows from the definition of A,

the third step follows from the definition of A1, and the last step follows from the definition of A.

Proof of Part 2.

It follows from using Lemma J.3.

Proof of Part 3.

It follows from using Lemma J.5.

K ANALYSIS OF ALGORITHM 1

We introduce the concept of a (l,M)-good function in Section K.1 and discuss the notion of a well-initialized point.
Subsequently, we will present our approximation and update rule methods in Section K.2. In light of the optimization
problem introduced in Definition 1.2, we put forward Algorithm 1, and in this section, we establish the correctness and
convergence of the algorithm.

K.1 (l,M)-GOOD LOSS FUNCTION

We will now introduce the definition of a (l,M)-Good Loss Function. Next, let’s revisit the optimization problem defined in
Definition A.7 as follows:

L(X,Y ) := 0.5 · ∥D(X)−1

︸ ︷︷ ︸
n×n

exp(A1XA⊤
2 )︸ ︷︷ ︸

n×n

A3︸︷︷︸
n×d

Y︸︷︷︸
d×d

− B︸︷︷︸
n×d

∥2F

We will now demonstrate that our optimization function possesses the following properties.

Definition K.1 ((l,M)-good Loss function). For a function L : Rd → R, if the following conditions hold,

• Hessian is M -Lipschitz. If there exists a positive scalar M > 0 such that

∥∇2L(x, y)−∇2L(x̃, ỹ)∥ ≤M · (∥x− x̃∥2 + ∥y − ỹ∥2)

• l-local Minimum. Given l > 0 as a positive scalar. If there exists a vector x∗ ∈ Rd2

and y∗ ∈ Rd2

such that the
following holds

– ∇L(x∗, y∗) = 0d.
– ∇2L(x∗, y∗) ⪰ l · I2d2 .

• Good Initialization Point. Let x0 and y0 denote the initialization point. If r0 := (∥x0 − x∗∥2 + ∥y0 − y∗∥2) satisfies

r0M ≤ 0.1l.

we say L is (l,M)-good

Drawing upon Lemma C.1 and Lemma I.1, we can establish that our loss function (See Definition A.7) satisfies the
aforementioned assumption.

K.2 CONVERGENCE

After introducing the approximation method ’Sparsifier via TensorSketch’ in Section J, we will now proceed to introduce
the update method employed in Algorithm 1. In this section, we demonstrate the concept of approximate update and present
an induction hypothesis.

Definition K.2 (Approximate Update). The following process is considered by us
[
x(t+ 1)
y(t+ 1)

]
←

[
x(t)
y(t)

]
−
[
g(x(t))
g(y(t))

]
H̃−1



A tool from previous work is presented by us now.

Lemma K.3 (Iterative shrinking, a variation of Lemma 6.9 on page 32 of Li et al. [2023c]). If the following conditions hold

• Loss Function L is (l,M)-good (see Definition K.1).

• Let ϵ0 ∈ (0, 0.1) (see Lemma J.6).

• Let x∗, y∗ be defined in Definition K.1 and xt, yt be defined in Definition K.2.

• Let rt := ∥xt − x∗∥2 + ∥yt − y∗∥2.

• Let rt := M · rt
It follows that

rt+1 ≤ 2 · (ϵ0 + rt/(l − rt)) · rt.

In this context, where T denotes the total number of iterations in the algorithm, we require the following lemma based on
the induction hypothesis to apply Lemma K.3. This lemma is a well-established concept in the literature, and for further
details, you can refer to Li et al. [2023c].

Lemma K.4 (Induction hypothesis, Lemma 6.10 on page 34 of Li et al. [2023c]). If the following condition hold

• ϵ = 0.01 (see Lemma J.6)

• Let x∗, y∗ be defined in Definition K.1 and xt, yt be defined in Definition K.2.

• Let rt := ∥xt − x∗∥2 + ∥yt − y∗∥2.

• For each i ∈ [T ], ri ≤ 0.4 · ri−1, for all i ∈ [t]

• Let l and M be Defined in Definition K.1

• M · ri ≤ 0.1l, for all i ∈ [t].

It follows that

• rt+1 ≤ 0.4rt

• M · rt+1 ≤ 0.1l

L MAIN THEOREM

In this section, we incorporate our analysis together and present our main Theorem.

Theorem L.1 (Main Theorem, Formal version of Theorem 1.4). If the following conditions hold:

• Let A1, A2, A3, B ∈ Rn×d.

• Let X,Y ∈ Rd×d.

• Let D(X) ∈ Rn×n be defined as D(X) := diag(exp(A1XA⊤
2 )1n).

• Let ϵ ∈ (0, 0.1).

• Let ω ≈ 2.37.

• Let r0 = ∥x0 − x∗∥2 + ∥y0 − y∗∥2
Then, there exists an algorithm (see Algorithm 1) that runs in log(r0/ϵ) iterations and spends

Õ(Tmat(n, d, n) + Tmat(n, d, d) + d2ω)

per iteration and solves the attention optimization problem (defined in Definition 1.2):

min
X,Y ∈Rd×d

∥D(X)−1 exp(A1XA⊤
2 )A3Y −B∥2F ,

and finally outputs x̃, ỹ such that

(∥x̃− x∗∥2 + ∥ỹ − y∗∥2) ≤ ϵ

with probability 1− 1/ poly(n).



Proof. This follows from combining Lemma B.4, Lemma B.5, Lemma B.3, Lemma C.1, Lemma E.1, Lemma F.1,
Lemma G.1, Lemma H.1, and Lemma I.1.

Number of iterations.

By Lemma K.4, we have that

(∥xT − x∗∥2 + ∥yT − y∗∥2) ≤ 0.4T (∥x0 − x∗∥2 + ∥y0 − y∗∥2)

By choosing T = log(r0/ϵ), the accuracy is satisfied.

Analysis of time complexity.

The analysis of the time complexity can be divided into two parts (forward computation and backward computation ).

Proof of forward computation.

This follows from Lemma B.3, where we can compute f, h, c in

O(Tmat(n, d, d) + Tmat(n, n, d))

time.

Proof of gradient computation.

This follows from Lemma B.4 and Lemma B.5, which takes

O(Tmat(n, n, d) + Tmat(n, d, d))

time.

Proof of Hessian computation.

This follows from Lemma J.6, which takes

Õ(nd) + Tmat(d
2, d2, d2)

time.

Proof of g times inverse of approximate Hessian.

The running time of g times inverse of approximate hessian is as follows

Tmat(d
2, d2, d2) = d2ω

Therefore, for each iteration, the time spent is as follows

Õ(Tmat(n, d, n) + Tmat(n, d, d) + d2ω)

M MORE RELATED WORKS

Second-order Method Second-order method have been used for solving many convex optimization and non-convex
optimization problems, such as linear programming Cohen et al. [2019], Brand [2020], Jiang et al. [2021], Song and Yu
[2021], Gu and Song [2022], Huiberts et al. [2023], empirical risk minimization Lee et al. [2019], Qin et al. [2023b], support
vector machines Gu et al. [2025], cutting plan method Lee et al. [2015], Jiang et al. [2020b], semi-definite programming
Jiang et al. [2020a], Huang et al. [2022], Gu and Song [2022], Song et al. [2023], hyperbolic programming/polynomials
Deng et al. [2023e], Zhang and Zhang [2023], streaming algorithm Liu et al. [2023b], Brand and Song [2023], Song et al.
[2023], federated learning Bian et al. [2023].



Convergence and Deep Neural Network Optimization Many works focus on analyzing optimization, convergence guar-
antees, and training improvement. Li and Liang [2018] shows that stochastic gradient descent optimizes over-parameterized
neural networks on structured data, while Du et al. [2019] demonstrates that gradient descent optimizes over-parameterized
neural networks. In Allen-Zhu et al. [2019a], a convergence theory for over-parameterized deep neural networks via
gradient descent is developed. Allen-Zhu et al. [2019b] analyzes the convergence rate of training recurrent neural networks.
Arora et al. [2019a] provides a fine-grained analysis of optimization and generalization for over-parameterized two-layer
neural networks. Arora et al. [2019b] studies exact computation with an infinitely wide neural network. Cai et al. [2019]
proposes a Gram-Gauss-Newton method for optimizing over-parameterized neural networks. Zou and Gu [2019] improves
the analysis of the global convergence of stochastic gradient descent when training deep neural networks, requiring a
milder over-parameterization compared to prior research. Other research, such as Oymak and Soltanolkotabi [2020], Ji
and Telgarsky [2020a], Zhang et al. [2020b], focuses on optimization and generalization, while Gao et al. [2023a], Li et al.
[2023c] emphasize the convergence rate and stability. Works like Brand et al. [2021], Song et al. [2024b], Alman et al.
[2024], Munteanu et al. [2022], Zhang [2022], Cao et al. [2024] concentrate on specialized optimization algorithms and
techniques for training neural networks, and Lee et al. [2020], Huang et al. [2021] concentrate on leveraging neural network
structure.

Algorithmic Regularization There is a significant body of research exploring the latent bias inherent in gradient descent
when applied to separable classification tasks. This research typically employs logistic or exponentially-tailed loss functions
to maximize margins, as demonstrated in previous studies Ji and Telgarsky [2020b], Gunasekar et al. [2018], Kini et al.
[2021], Ji and Telgarsky [2021], Soudry et al. [2018], Moroshko et al. [2020], Nacson et al. [2019]. These novel findings
have also been applied to non-separable data through the utilization of gradient-based techniques Ji et al. [2020], Ji and
Telgarsky [2019, 2018]. Analysis of implicit bias in regression problems and associated loss functions is carried out using
methods such as mirror descent Yun et al. [2021], Amid and Warmuth [2020a,b], Vaskevicius et al. [2019], Sun et al. [2022],
Woodworth et al. [2020], Azizan et al. [2021], Gunasekar et al. [2018] and stochastic gradient descent HaoChen et al. [2021],
Li et al. [2022], Liang and Rakhlin [2020], Zou et al. [2021], Damian et al. [2021], Li et al. [2019], Blanc et al. [2020].
These findings extend to the implicit bias of adaptive and momentum-based optimization methods Ji et al. [2021], Wang
et al. [2021], Qian and Qian [2019].
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