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Abstract
Overcoming the limited context limitations in001
early-generation LLMs, retrieval-augmented002
generation (RAG) has been a reliable solution003
for context-based answer generation in the past.004
Recently, the emergence of long-context LLMs005
allows the models to incorporate much longer006
text sequences, making RAG less attractive.007
Recent studies show that long-context LLMs008
significantly outperform RAG in long-context009
applications. Unlike the existing works favor-010
ing the long-context LLM over RAG, we ar-011
gue that the extremely long context in LLMs012
suffers from a diminished focus on relevant in-013
formation and leads to potential degradation in014
answer quality. This paper revisits the RAG in015
long-context answer generation. We propose016
an order-preserve retrieval-augmented genera-017
tion (OP-RAG) mechanism, which significantly018
improves the performance of RAG for long-019
context question-answer applications. With020
OP-RAG, as the number of retrieved chunks021
increases, the answer quality initially rises, and022
then declines, forming an inverted U-shaped023
curve. There exist sweet points where OP-RAG024
could achieve higher answer quality with much025
less tokens than long-context LLM taking the026
whole context as input. Extensive experiments027
on public benchmark demonstrate the superior-028
ity of our OP-RAG.029

1 Introduction030

Due to the limited context window length031

(eg, 4096) of early-generation large language032

models (LLMs), retrieval augmented generation033

(RAG) (Guu et al., 2020; Lewis et al., 2020) is an034

indispensable choice to handle a large-scale context035

corpus. Since the answer quality is heavily depen-036

dent on the performance of the retrieval model, a037

lot of efforts are devoted to improving the retrieval038

recall/precision when designing the RAG system.039

Recently, the state-of-art LLMs support much040

longer context windows. For example, GPT-041

4O (OpenAI, 2023), Claudi-3.5 (Anthropic, 2024),042

(a) F1 score.

(b) Input token count.

Figure 1: Comparisons between the proposed order-
preserve retrieval-augmented generation (OP-RAG) and
approaches using long-context LLMs without RAG
on En.QA dataset of ∞Bench. Our OP-RAG uses
Llama3.1-70B as generator, which significantly outper-
forms its counterpart using Llama3.1-70B without RAG.

Llama3.1 (Meta, 2024b), Phi-3 (Abdin et al., 2024), 043

and Mistral-Large2 (AI, 2024) all support 128-K 044

context. Gemini-1.5-pro even supports a 1M con- 045

text window. The recent emergence of long-context 046

LLMs naturally leads to the question: is RAG nec- 047

essary in the age of long-context LLMs? Li et al. 048

(2024) recently systematically compares RAG with 049

long-context (LC) LLMs (w/o RAG) and demon- 050

strates that LC LLMs consistently outperform RAG 051

in terms of answer quality. 052

In this work, we re-examine the effectiveness 053

of RAG in long-context answer generation. We 054

observe that the order of retrieved chunks in the 055
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context of LLM is vital for the answer quality. Dif-056

ferent from traditional RAG which places the re-057

trieved chunks in a relevance-descending order, we058

propose to preserve the order of retrieved chunks059

in the original text. Our experiments show that the060

proposed order-preserving mechanism significantly061

improves the answer quality of RAG.062

Meanwhile, using the proposed order-preserve063

RAG, as the number of retrieved chunks increases,064

the answer quality initially rises and then declines.065

This is because, with more retrieved chunks, the066

model has access to more potentially relevant in-067

formation, which improves the chances of retriev-068

ing the correct context needed to generate a high-069

quality answer. However, as more chunks are re-070

trieved, the likelihood of introducing irrelevant or071

distracting information also increases. This excess072

information can confuse the model, leading to a073

decline in answer quality. The trade-off, therefore,074

is between improving recall by retrieving more075

context and maintaining precision by limiting dis-076

tractions. The optimal point is where the balance077

between relevant and irrelevant information maxi-078

mizes the quality of the answer. Beyond this point,079

the introduction of too much irrelevant information080

degrades the model’s performance. It explains the081

inferior performance of the approach taking the082

whole long context as the input of LLM.083

Different from the conclusion from Li et al.084

(2024), with the proposed order-preserving mech-085

anism, RAG achieves higher answer quality com-086

pared with its counterparts that rely solely on Long-087

Context LLMs. As shown in Figure 4a, On En.QA088

dataset of ∞Bench (Zhang et al., 2024), using only089

16K retrieved tokens, we achieve 44.43 F1 score090

with Llama3.1-70B. In contrast, without RAG,091

Llama3.1-70B making full use of 128K context092

only achieves 34.32 F1 score, GPT-4O achieves093

only 32.36 F1 score and Gemini-1.5-Pro obtains094

only 43.08 F1 score as evaluated by Li et al. (2024).095

That is, RAG could achieve a higher F1 score even096

with a significant reduction on input length.097

2 Related Work098

Retrieval-augmented generation. By incorporat-099

ing the external knowledge as context, retrieval-100

augmented generation (RAG) (Guu et al., 2020;101

Lewis et al., 2020; Mialon et al., 2023) allows lan-102

guage model to access up-to-date and specific in-103

formation, reducing hallucinations and improving104

factual accuracy. Before the era of long-context105

Figure 2: Vanilla RAG versus the proposed order-
preserve the RAG. As shown in the example, a long
document is cropped into 13 chunks, {ci}13i=1. The sim-
ilarity score is appended to each chunk. We retrieve
top 4 chunks with the highest similarity scores. Vanilla
RAG places the chunks in a score-descending order,
whereas the proposed order-preserve RAG places the
chunks based on the order in the original document.

LLMs, RAG is a promising solution to overcoming 106

the limitation of short context window. 107

Long-context LLM. To support the long sequence 108

of language models, many efforts have been de- 109

voted to improving the computing efficiency of 110

self-attention (Choromanski et al., 2020; Zaheer 111

et al., 2020; Tay et al., 2020; Dao et al., 2022; Dao, 112

2024) and boosting extensibility of positional en- 113

coding (Press et al., 2021; Sun et al., 2022; Chen 114

et al., 2023). Recently, the flagship LLMs such as 115

GPT-4O (OpenAI, 2023), Gemini-1.5-Pro (Reid 116

et al., 2024), Claudi-3.5 (Anthropic, 2024), Grok- 117

2 (xAI, 2024), and Llama3.1 (Meta, 2024a) have 118

supported extremely large context. With the ex- 119

istence of long-context LLMs, RAG is no longer 120

a indispensable module for long-context question- 121

answering task. Recently, Li et al. (2024) con- 122

cludes that using long-context without RAG could 123

significantly outperforms RAG. Different from the 124

conclusion from (Li et al., 2024), in this work, 125

we demonstrate the proposed order-preserve RAG 126

could beat the long-context LLMs without RAG. 127

3 Order-Preserve RAG 128

Let us denote the long textual context, e.g., a long 129

document, by d. We split d into N chunks sequen- 130

tially and uniformly, {ci}Ni=1. The index i implies 131

the sequential order of the chunk ci in d. That is, 132

ci−1 denotes the chunk before ci whereas ci+1 de- 133

notes the chunk right after ci. Given a query q, we 134

obtain the relevance score of the chunk ci by com- 135

puting cosine similarity between the embedding of 136

q and that of ci: 137

si = cos(emb(q), emb(ci)), (1) 138
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(a) EN.QA (b) EN.MC

Figure 3: The influence of context length on the performance of RAG. The evaluations are conducted on En.QA and
EN.MC datasets of ∞Bench.

where cos(·, ·) denotes the cosine similarity func-139

tion and emb(·) denotes the embedding function.140

We retrieve the top k chunks with the highest141

similarity scores with the query and denote the in-142

dices of top k chunks by J = {ji}ki=1. We preserve143

the order of chunks in the original long context d,144

that is, we constrain145

jl > jm ⇐⇒ l > m. (2)146

Figure 2 visualizes the difference between the147

vanilla RAG and the proposed order-preserve RAG.148

Different from vanilla RAG placing the chunks in149

the order of similarity descending, the proposed150

order-preserve RAG keep the order of chunks in151

the original document.152

4 Experiments153

4.1 Datasets.154

We conduct experiments on EN.QA and EN.MC155

datasets of ∞Bench (Zhang et al., 2024) bench-156

mark, specially designed for long-context QA eval-157

uation. To be specific, En.QA consists of 351158

human-annotated question-answer pairs. On av-159

erage, the long context in En.QA contains 150,374160

words. We use F1-score as metric for evaluation on161

En.QA. EN.MC consists of 224 question-answer162

pairs, which are annotated similarly to En.QA, but163

each question is provided with four answer choices.164

On average, the long context in En.MC contains165

142,622 words. We use accuracy as metric for eval-166

uation on En.MC. We notice there is another bench-167

mark termed LongBench (Bai et al., 2023). Never-168

theless, the average context length of LongBench169

is below 20K words, which is not long enough to 170

evaluate the recent long-context LLMs supporting 171

128K-token window size. 172

4.2 Implementation details. 173

We set the chunk size as 128 tokens on all datasets. 174

Chunks are non-overlapped. We use BGE-large-en- 175

v1.5 (Xiao et al., 2023) to extract the embedding 176

of queries and chunks, by default. 177

4.3 Ablation Study 178

The influence of context length. We evaluate 179

the influence of the context length on the perfor- 180

mance of the proposed order-preserve RAG. Since 181

each chunk contains 128 tokens, the context length 182

is 128m, where m is the number of the retrieved 183

chunks as the context for generating the answer. As 184

shown in Figure 3, as the context length increases, 185

the performance initially increases. This is because 186

more context might have a greater chance of cover- 187

ing the relevant chunk. Nevertheless, as the context 188

length further increases, the answer quality drops 189

since more irrelevant chunks are used as distrac- 190

tions. To be specific, Llama3.1-8B model achieves 191

the performance peak when the context length is 192

16K on both EN.QA dataset and EN.MC dataset, 193

whereas the best performance of Llama3.1-70B 194

model is achieved at 48K on EN.QA and 24K on 195

EN.MC. The fact that the peak point of Llama3.1- 196

70B comes later than Llama3.1-8B model might 197

be because the larger-scale model has a stronger 198

capability to distinguish the relevant chunks from 199

irrelevant distractions. 200

Order-preserve RAG versus vanilla RAG. As 201
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(a) EN.QA (b) EN.MC

Figure 4: Comparisons between the proposed order-preserve RAG and vanilla RAG. The evaluations are conducted
on En.QA and EN.MC datasets of ∞Bench, using Llama3.1-70B model.

shown in Figure 4, when the number of retrieved202

chunks are small (e.g, 8), the advantage of the pro-203

posed order-preserve RAG over vanilla RAG is not204

considerably. In contrast, when the number of re-205

trieved chunks is large, our order-preserve RAG206

significantly outperforms vanilla RAG. To be spe-207

cific, on EN.QA dataset, when the number of re-208

trieved chunk is 128, vanilla RAG only achieves209

38.40 F1-score whereas our order-preserve RAG210

achieves 44.43 F1-score. On EN.MC dataset, re-211

trieving 192 chunks, vanialla RAG only achieves212

81.22 accuracy whereas our order-preserve RAG213

obtains 88.65 accuracy.214

4.4 Main Results215

We compare the proposed order-preserve RAG with216

two types of baselines. The first category of ap-217

proaches uses the long-context LLM without RAG.218

As shown in Table 1, without RAG, LLM takes a219

huge number of tokens as input, which is inefficient220

and costly. In contrast, the proposed order-preserve221

RAG not only significantly reduces the number of222

tokens, but also significantly improves the answer223

quality. For instance, using Llama3.1-70B model,224

the approach without RAG only achieves a 34.26225

F1 score on EN.QA with an average of 117K to-226

kens as input. In contrast, our OP-RAG with 48K227

tokens as input attains a 47.25 F1 score. The sec-228

ond category of baselines takes the SELF-ROUTE229

mechanism (Li et al., 2024), which routes queries230

to RAG or long-context LLM based on the model231

self-reflection. As shown in Table 1, ours signifi-232

cantly outperforms them using much fewer tokens233

in the input of LLMs.234

Method EN.QA EN.MC
F1 Score Tokens Acc. Tokens

Long-context LLM w/o RAG
Llama3.1-70B 34.26 117K 71.62 117K

GPT-4O 32.36 117K 78.42 117K
Gemini-1.5-Pro 43.08 196K 85.57 188K

SELF-ROUTE (Li et al., 2024)
GPT-4O 34.95 85K 77.29 62K

Gemini-1.5-Pro 37.51 83K 76.86 62K
Llama3.1-70B order-preserve RAG (ours)

OP-RAG-16K 44.43 16K 84.72 16K
OP-RAG-24K 45.45 24K 88.65 24K
OP-RAG-48K 47.25 48K 85.59 48K

Table 1: Comparisons among the long-context LLM
without RAG, SELF-ROUTE mechanism (Li et al.,
2024) and the proposed order-preserve (OP) RAG.

5 Conclusion 235

In this paper, we have revisited the role of retrieval- 236

augmented generation (RAG) in the era of long- 237

context language models (LLMs). While recent 238

trends have favored long-context LLMs over RAG 239

for their ability to incorporate extensive text se- 240

quences, our research challenges this perspective. 241

We argue that extremely long contexts in LLMs 242

can lead to a diminished focus on relevant infor- 243

mation, potentially degrading answer quality in 244

question-answering tasks. To address this issue, we 245

proposed the order-preserve retrieval-augmented 246

generation (OP-RAG) mechanism. Our extensive 247

experiments on public benchmarks have demon- 248

strated that OP-RAG significantly improves the 249

performance of RAG for long-context question- 250

answer applications. OP-RAG’s superior perfor- 251

mance suggests that efficient retrieval and focused 252

context utilization can outperform the brute-force 253

approach of processing extremely long contexts. 254
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6 Limitation255

The proposed method only considers the English256

evaluation benchmark. Its effectiveness on the257

other languages are not evaluated. Meanwhile,258

the experiments are conducted based on the open-259

source Llama3.1 model, and the effectiveness of260

the proposed method on the close-source models261

like GPT4 and Gemini are not evaluated due to the262

limited budget.263
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