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Abstract

Domain adaptation allows generative language001
models to address specific flaws caused by the002
domain shift of their application. However, the003
traditional adaptation by further training on in-004
domain data rapidly weakens the model’s abil-005
ity to generalize to other domains, making the006
open-ended deployments of the adapted mod-007
els prone to errors. This work introduces novel008
training objectives built upon a semantic simi-009
larity of the predicted tokens to the reference.010

Our results show that (1) avoiding the common011
assumption of a single correct prediction by012
constructing the training target from tokens’ se-013
mantic similarity can mitigate catastrophic for-014
getting during domain adaptation, while (2) pre-015
serving the quality of adaptation, (3) with negli-016
gible additions to compute costs. In the broader017
perspective, the objectives grounded in a soft018
token alignment pioneer the exploration of019
the middle ground between the efficient but020
naive exact-match token-level objectives and021
expressive but computationally- and resource-022
intensive sequential objectives.023

1 Introduction024

Large language models (LLMs) based on instances025

of encoder-decoder architecture (Neyshabur et al.,026

2015) nowadays serve as a strong default in gener-027

ative applications of NLP, such as summarization028

or machine translation, mainly thanks to their out-029

standing ability to fluently model language. These030

models still face issues with adequacy of the gen-031

erated text (Ustaszewski, 2019) when applied to a032

domain of data that differ from the training domain,033

but such errors can be mitigated using domain adap-034

tation (Saunders, 2021).035

Identically to the pre-training of the generative036

LLMs, the adaptation is commonly carried out us-037

ing Maximum Likelihood Estimation (MLE) objec-038

tive with teacher forcing (Bahdanau et al., 2015).039

The widespread of such approach might be dedi-040

cated to its data and resource efficiency.041
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Figure 1: In-domain (ID) and out-of-domain (OOD)
change of the original BLEU in domain adaptation of
a translation model using MLE and the two introduced
objectives: TokenAlign and SeqAlign. Adaptation of
Transformer-base model on Wikipedia, evaluated on a
held-out set of the adapted domain (in-domain, ID) and
a variety of out-of-domain (OOD) datasets (§4.2).

Despite these benefits, model adaptation us- 042

ing MLE notoriously comes for a price of over- 043

specialisation to the target domain, also referred to 044

as catastrophic forgetting (Goodfellow et al., 2014), 045

characterized by a continuous decay of model per- 046

formance on the inputs from the domains other 047

than the adaptation domain (see Figure 1). 048

Our work addresses the loss of robustness char- 049

acteristic for domain adaptation by extending the 050

MLE objective with complementary objectives. We 051

construct targets of these objectives through soft 052

alignment of model predictions to the reference and 053

quantify the instantaneous quality of model outputs 054

by the quality of such alignment. 055

In our experiments, we find that using such ob- 056

jectives in domain adaptation can address the loss 057

of model robustness, eliminating a major portion of 058

model performance loss on out-of-domain (OOD), 059

caused by conventional adaptation while reach- 060
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ing comparable or higher qualitative gains on the061

adapted domain.062

The main contributions of our work are the fol-063

lowing. (i) We present a framework for train-064

ing generative language models with an alterna-065

tive training signal based on token similarity pro-066

vided by an arbitrary embedding model. A similar067

methodology can be applied for robust training and068

adaptation of any language model. (ii) We intro-069

duce efficient and accurate training objectives that070

alleviate catastrophic forgetting of domain adap-071

tation in NMT without losing adaptation quality.072

(iii) We study the aspects that impact LLMs’ ro-073

bustness, relevant for the training and fine-tuning074

of any generative LLM. Among others, we find that075

a more robust model can be obtained merely by ex-076

posing a generative model to its own predictions077

during the training.078

This paper is structured as follows. Section 2 sur-079

veys and compares our work to the existing work080

in training and adapting robust generative LLMs.081

Section 3 introduces two main objectives that we082

experiment with: TokenAlign and SeqAlign. Sec-083

tion 4 describes our experimental methodology and084

ablation analyses and Section 5 summarizes our085

findings, highlighting the broader implications.086

2 Background087

Language generation is the modus operandi for a088

set of problems requiring open-ended sequence of089

tokens as the answer. Machine translation is the090

representative of this group that we focus on, but091

other tasks such as summarization (Lewis et al.,092

2020), vision captioning (Wang et al., 2022), or093

more recently prompting (Carlsson et al., 2022) are094

also applications of the described framework.095

In the commonly-used auto-regressive settings,096

for each encoded input Xj and reference Yj , a097

language model Θ: Θ(Xj , Yj,1..i−1) → R|vocab|098

is trained to generate a sequence by maximis-099

ing the probability of generating the i-th token100

yji = argmax(Θ(Xj , Yj,1..i−1)) matching the ref-101

erence Yji, while minimising the probability of the102

other tokens of the vocabulary, as conditioned by103

the previous reference tokens Yj,1..i−1:104

max p(yji = Yji|Yj,1..i−1, Xj ,Θ) (1)105

This objective is implemented in the commonly-106

used Maximum Likelihood Estimation (MLE) ob-107

jective, that minimises a cross-entropy (CE) of108

predicted distribution of Θ(Xj , Yj,1..i−1) to the ex- 109

pected distribution, which is a one-hot encoding 110

Eji of the true reference token Yji over the model 111

vocabulary, on the position i: 112

LMLE(Θ) = min

(
− log

exp(Θ(Xj , Yj,1..i−1))

exp(Eji)

)
(2) 113

This objective is commonly used both for train- 114

ing (Bahdanau et al., 2016; Vaswani et al., 2017) 115

and adaptation (Servan et al., 2016; Saunders, 116

2021) of generative LLMs. 117

While the adaptation brings benefits in modeling 118

domain-specific terminology (Sato et al., 2020) or 119

in avoiding inadequate generation artifacts such as 120

repetitions or hallucinations (Etchegoyhen et al., 121

2018), it comes for a price of model generalization, 122

known also as catastrophic forgetting (Fig. 1). The 123

adapted models improve on the adapted domain 124

but gradually perform worse on other domains. 125

Selected work in domain adaptation of MT also 126

addresses the mitigation of catastrophic forgetting. 127

Freitag and Al-Onaizan (2016) obtain more robust 128

model by ensembling the original model with the 129

adapted one. Thompson et al. (2019) regularize 130

the training using Fischer Information Matrix. Chu 131

et al. (2017) enhance model robustness with mix- 132

ing the pre-training and adaptation samples. More 133

similar to ours, Dakwale and Monz (2017) use 134

regularization of the loss based on the distillation. 135

Our work differs from this branch in both data and 136

computational requirements. We do not presume 137

availability of pre-training data, nor do we need to 138

perform the simultaneous inference with the origi- 139

nal models. 140

Specific problem of MLE and other approaches 141

is referred to as exposure bias: while in the teacher- 142

forced training, the model’s i-th prediction Θ(Xj)i 143

is conditioned by the correctly-generated previous 144

tokens from the reference Yj,1..i−1, in generation, 145

the model conditions its predictions on its own 146

outputs Θ(Xj)1..i−1. This discrepancy might be 147

magnified under a domain shift where the model 148

does not learn to follow reference in generation. 149

Exposure bias can be addressed by sampling 150

strategies constructing the sequence of previous 151

tokens Yj,1..i−1 by sampling from both reference 152

and generated tokens (Bengio et al., 2015; Zhang 153

et al., 2019), but such mixed priors do not always 154

persist the original meaning. Different work 155

utilize sequential objectives, such as Minimum 156

Risk Training (MRT) (Ranzato et al., 2016) that 157
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optimize model weights based on a complete158

output sequence, regardless of specific tokens.159

Such evaluation is provided by one of the MT160

measures (Shen et al., 2016; Wang and Sennrich,161

2020; Unanue et al., 2021) or by a feedback of162

adversarial model, penalizing Θ, for instance, for163

distinguishing generated and original text (Yang164

et al., 2018; Yu et al., 2016) or violating language165

morphology (Mi et al., 2020). Despite some gains,166

sequence-level objectives face specific problems167

of reinforcement learning (RL), such as a fragility168

to the optimization settings (Pineau et al., 2021),169

and are also more resource-demanding as they170

require a sequence of predictions for a single171

update, which constrain their applicability in172

low-resource domain adaptation. Additionally,173

further analyses of Choshen et al. (2020) show174

that sequential objectives reach performance gains175

comparable to a constant training signal, raising176

doubts about the justification of their extensive177

data and compute demands. Inspired by this178

finding, we also critically assess our methods179

against a random feedback baseline (§4.3).180

Closer to our work, others construct the train-181

ing signal from alignment of model’s instanta-182

neously generated sequence to the reference. Xu183

et al. (2019) build soft alignment between fully-184

generated hypotheses based on hidden states of185

bidirectional LSTM encoder-decoder and weigh186

the predicted probability distribution by such align-187

ment in the training objective. Similarly, Lu et al.188

(2020) complement MLE and sentence-level objec-189

tive with the objective minimizing a dot-product190

of the best-matching hidden representations of to-191

kens of a hypothesis and a reference. Chen et al.192

(2019) and later Zhang et al. (2020a) introduce193

the matching scheme that use the Optimal trans-194

port cost (Kusner et al., 2015) of the embeddings195

of reference to the hypothesis as their objective196

loss. All of these studies use instances of recur-197

rent encoder-decoder networks and hidden encoder198

representations as to the token embeddings.199

Our work extends the branch of research utiliz-200

ing token representations in the training but differs201

in some important aspects; We focus on more chal-202

lenging settings of very-low to medium-resource203

adaptation, instead using more recent Transformer204

models pre-trained on a large mixture of domains205

(Tiedemann and Thottingal, 2020). Additionally,206

instead of building the alignment on the trained207

model embeddings, our framework uses static pre-208
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Figure 2: Token alignment mechanism allows us to
represent tokens (sθ) of the trained model Θ using an
arbitrary Embedding model Θemb. We define alignment
of a Θ’s segment eiθ to another text t2 through a distance
of their embeddings given by Θemb.

trained embeddings as token representations that 209

remain domain-agnostic in adaptation. 210

3 Soft Alignment Objectives 211

Following section introduces two novel objectives 212

that use the described alignment mechanism as 213

their target. 214

3.1 Token Alignment 215

Unlike the previous work (Xu et al., 2019; Lu et al., 216

2020; Chen et al., 2019), our alignment circum- 217

vents the representation using model’s own embed- 218

dings, as we argue that model’s own feedback in 219

adaptation is likely impacted by the forgetting. 220

The alignment mechanism is overviewed in Fig- 221

ure 2. As the vocabulary of our chosen embedding 222

model Θemb is usually not aligned with the vocab- 223

ulary of the trained model Θ, we first tokenize 224

input text t1 using both Θ and Θemb’s tokenizer, 225

obtaining segments sθ and se respectively. We 226

match each segment siθ with a segment sje of Θemb 227

such that sje has the largest spatial overlap with 228

siθ. Therefore, each Θ’s segment siθ gets associated 229

with an embedding of Θemb. 230

Subsequently, we define an alignment A of any 231

segment siθ to another text t2: 232

A(siθ, t2) = 1− min
ej∈Θemb(t2)

dist(eiθ, e
j) (3) 233

where dist is a distance measure defined for the 234

selected embedding system. In our experiments, 235

we use standard Euclidean distance as the measure. 236

A more explicit description of the alignment algo- 237

rithm can be found in Appendix D. 238

3.2 TokenAlign Objective 239

TokenAlign is designed as a minimal adjustment to 240

MLE (Eq. (2)), inheriting most of its efficiency. 241
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Figure 3: TokenAlign objective replaces one-hot tar-
gets of MLE with alignment A (§3.1) computed as a
maximum similarity between the embeddings of the
candidate and reference tokens, guiding the model Θ to
predict higher probabilities for the tokens similar to the
reference, according to the representations of Θemb.

However, TokenAlign circumvents the naive as-242

sumption of MLE that only a single token of the243

reference is a correct prediction by also encourag-244

ing the model to up-weight predictions that can be245

accurately aligned to the reference (Fig. 3):246

LTAlign(Θ) = min

(
− log

exp(Θ(Xj , Yj,1..i−1))

exp(A(vocθ, Yj))

)
(4)247

where vocθ is the token vocabulary of Θ, and248

A(s1..|θ|θ , Yj) are the alignments for each token of249

the vocabulary (siθ) to the given reference Yj .250

Relying on the same training approach as251

with the conventional MLE objective, TokenAlign252

presents a alternative of the MLE of similar data253

and compute efficiency (Appendix C). However,254

TokenAlign still does not address the exposure bias255

as the model Θ is still updated conditionally to the256

previous reference tokens Y1..i−1 as the prefixes,257

rather than its own outputs.258

3.3 SeqAlign Objective259

By utilizing the token-level embeddings, we cir-260

cumvent the feedback sparsity of conventional261

sequence-level objectives and provide the language262

model with updates for every prediction step, rather263

than its whole hypothesis.264

Hence, instead of constructing the prediction265

prefixes from the references Y , we construct the266

prefixes by iteratively selecting the tokens accord-267

ing to the current outputs of Θ; Specificaly, we use268

Θ’s outputs as a probability distribution and con-269

struct a generation strategy Πθ that stochastically270

samples next token(s) from this distribution.271

Consequentially, instead of generating a single272

hypothesis for each input, we can obtain a set of273
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embJ'ai

embvé
emb#cu
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Figure 4: SeqAlign objective further replaces the refer-
ence prefixes in the training with Θ’s own predictions.
Using the token alignment scheme A (§3.1), we differ-
entiate the quality of the predicted tokens as their best
possible match to the reference, according to the aligned
tokens’ embeddings.

hypotheses Ŷj ∼ Πθ(Xj ,Θ) that can be aligned 274

to Yj and used by SeqAlign to condition the up- 275

dates of Θ (Fig. 4). A desirable property of this 276

approach is that the prefixes of such hypotheses are 277

realistically likely to occur during Θ’s generation. 278

Similar approach has been applied in most of the 279

work on sequence objectives (Neubig, 2016; Shen 280

et al., 2017; Edunov et al., 2018) to approximate 281

REINFORCE algorithm (Williams, 1992). 282

SeqAlign associates the tokens of model vocabu- 283

lary vocθ with their alignment quality A(s1..|θ|θ , Yj) 284

and utilizes such quality as the target. Finally, by 285

incorporating the described generation strategy Πθ, 286

we formulate SeqAlign loss as following: 287

LSAlign(Θ) = min
[
Θ(Xj , Ŷj,1..i−1)−A(vocθ,Yj)

]
where Ŷj ∼ Πθ(Xj ,Θ) (5) 288

Note that given the embeddings for all tokens 289

of the vocabulary, this objective can also be for- 290

mulated as a minimization of the cross-entropy, 291

similarly to TokenAlign. We further investigate the 292

impact of the loss formulation in Section 4.3. 293

3.4 Embeddings Contextualization 294

Both TokenAlign and SeqAlign assess the model 295

prediction quality by its alignment to the reference, 296

which require the embeddings of Θemb. Given the 297

pre-computed embedding vocabulary of context- 298

insensitive embedding models, such as GloVe (Pen- 299

nington et al., 2014) or FastText (Bojanowski et al., 300

2017), both objectives can be used without further 301

adjustments. However, the use of context-sensitive 302

embedding models faces the following issues. 303

(i) Computation of contextual embeddings re- 304
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quires expensive inference of large language mod-305

els, such as BERT. Without refinements, an exam-306

ple of obtaining contextual representations for each307

possible token in generating a 10-token hypothesis,308

i.e. computing a loss for a single sample would309

require 10|θ| inferences of Θemb, where |θ| is a size310

of the vocabulary of Θ, commonly in ranges of311

30,000–60,000 tokens.312

(ii) Bidirectional contextual embeddings inferred313

in incomplete context are less accurate. Given the314

exponential growth of hypotheses space, the con-315

textual embeddings can be (a) either inferred within316

a synthetic context, or (b) inferred incrementally317

for the each following token using a unidirectional318

model. We find that both these heuristics signif-319

icantly alter the pairwise distance of contextual320

embeddings.321

In the SeqAlign objective, we address this prob-322

lem by limiting the embedded vocabulary to the323

top-n highest-scored tokens of Θ in each predic-324

tion step (denoted Θ↑n). By fixing n = 3 over our325

experiments, we need to infer the contextual em-326

beddings of only
∑K

k=1 3|Πθ
k(Xj)| of the highest-327

scored tokens for each sampled hypothesis Πθ
k(Xj).328

In our experiments, we also keep the number of329

sampled hypotheses K fixed to K = 10 and we330

do not adjust Θ by the scores of the tokens other331

than the top ones. As the context, we use the com-332

plete hypothesis from which the token siθ ∈ Θ↑n is333

sampled. Therefore, the alignment A for distance-334

based objectives is adjusted as:335

A′(siθ, t2) =

{
A(siθ, t2) if siθ ∈ Θ↑n

0 otherwise
(6)336

In TokenAlign, which require embeddings of all337

tokens of the vocabulary, we address the compu-338

tational overhead in a decontextualization process.339

We obtain the decontextualized embedding ei for340

each segment sie as an average of the contextual-341

ized embeddings corresponding to all the occur-342

rences of sie in the texts of the training domain X:343

344

eidec = Θdec
emb(s

i
e) =

1

#sie

∑
Xj∈X; sie∈Xj

Θemb(Xj)
i (7)345

where #sie is the number of occurrences of a seg-346

ment sie in X.347

While such process also causes qualitative de-348

cay of the contextual representations, it has been349

shown that decontextualized representations still350

outperform context-agnostic embeddings in ma- 351

chine translation evaluation (Štefánik et al., 2021). 352

Nevertheless, we further analyze decontextualiza- 353

tion impact in Section 4.3. 354

In our experiments, we use the decontextual- 355

ized multilingual BERT embeddings (Devlin et al., 356

2019), extracted from 9-th hidden layer chosen as 357

optimal for evaluation (Zhang et al., 2020b). 358

4 Methodology 359

We evaluate the impact of the proposed training 360

objectives in the domain adaptation experiments 361

and compare the results with the adaptation using 362

the commonly-used MLE objective as the baseline 363

(§2). We use the novel objectives as the weighted 364

complements of the MLE objective (Eq. (2)), aim- 365

ing to extend the modeled space of the problem 366

complexity: 367

L*Align(Θ) = LMLE(Θ) + α · LNewObj(Θ) (8) 368

4.1 Datasets 369

We choose the data configurations of our experi- 370

ments to allow the reader to extrapolate trends and 371

conclusions invariant to the covariates of adapta- 372

tion quality that we consider essential. 373

Domains. To assess the distributional robust- 374

ness of the models, we train and evaluate among all 375

pairs of the following OPUS domains (Tiedemann, 376

2012): Wikimedia, OpenSubtitles, Bible, TEDTalks, 377

DGT/Law and EMEA/Medical. We choose the set 378

of domains that reflects both minor (Wikimedia 379

→ OpenSubtitles) and major (EMEA/Medical → 380

Bible) domain shifts between the training and eval- 381

uation. Our selection reflects on real-world settings 382

where practitioners commonly adapt the model to 383

a specialized domain such as law or medicine, but 384

need to keep an operational level of quality on any 385

input. 386

Data size. We focus on the applications where 387

the size of parallel corpora available for adapta- 388

tion ranges from very low-resource (50,000 aligned 389

sentences, Bible) to medium-resource (5,100,000 390

sentences, DGT/Law). 391

Language pairs. Our evaluated language pairs 392

are: Estonian → English, German → English En- 393

glish → Czech, English → Ukrainian, English → 394

German and English → Chinese. We pick the 395

English-centric pairs in order to maximize the num- 396

ber of out-of-domain evaluation sources for the 397

adapted language pair. Our settings cover target 398

languages of Latin, Cyrillic and Chinese alphabets. 399
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4.2 Experimental Setup400

Data configuration As the OPUS sources do not401

contain standard splits, we split the data into train-402

validation-test. We first de-duplicate the samples403

and draw 500 validation and 1,000 test samples404

from each domain.405

Hyperparameters & training We perform the406

adaptations from the bilingual Transformer-base407

models of Vaswani et al. (2017) using the check-408

points of Tiedemann and Thottingal (2020) pre-409

trained for a translation of the corresponding lan-410

guage pair on a mixture of OPUS sources.411

We perform a hyperparameter search over the412

parameters of learning rate, objectives weights α413

and objective-specific batch size. We detail the414

values and ranges of this search in Appendix B.415

After fixing the objectives’ parameters, we set416

up the experiments to closely resemble the tradi-417

tional training process; We run each experiment un-418

til early-stopping by in-domain validation BLEU,419

with the patience of 20 evaluations, i.e., 10,000420

updates and evaluate the model with the best val-421

idation score for testing. If the model does not422

improve over the first 10,000 updates, we evaluate423

the resulting model after the 10,000 updates.424

We implement our experiments using Adaptor425

library (Štefánik et al., 2022), allowing the release426

of our implementations in a transparent but self-427

contained and easy-to-reproduce form.1428

Evaluation To discourage the effect of the ran-429

dom variance in the performance of the trained430

model, we report all test scores as the average of431

the performance in the interval of 5 preceding and432

5 succeeding checkpoints, resulting in a single, av-433

erage test evaluation for each domain.434

We collect evaluations of BLEU in the default435

settings of SacreBLEU (Post, 2018), obtaining436

a single (average) evaluation of in-domain (ID)437

BLEU and a set of corresponding evaluations438

for all listed domains other than the in-domain439

(OOD). Given the availability of the sources, this440

results in four OOD evaluations for all pairs except441

(en→ukr) and (en→zh) with the datasets for two442

OOD evaluations.443

To enable mutual comparability, we finally nor-444

malize both ID and OOD results by the perfor-445

mance of the initial checkpoint and report the446

1Each of our experiments can be reproduced by running a
single script; see the README in the attached repository (to
be linked here: github.com/attached/repository)

change of performance in percentage. We report 447

a single scalar value, or an interval in a form 448

<mean±range covering all results>. 449

4.3 Ablation Experiments 450

In a set of additional experiments, we estimate the 451

impact of the crucial components of the soft align- 452

ment objectives on the adaptation accuracy and 453

robustness. While these assessments are also an 454

ablation study quantifying the impact of our design 455

decisions, significantly, these experiments also as- 456

sess the impact of different aspects of training of 457

generative language models on their robustness. 458

Impact of teacher forcing Teacher forcing, i.e. 459

replacing model’s own outputs with the preceding 460

tokens of the reference (§2), commonly used in 461

both training and adaptation, circumvents the prob- 462

lem of alignment of the model’s generated output 463

to the reference. We suspect that the discrepancy 464

between the training and generation can be magni- 465

fied under the distribution shift and hence, can be 466

one of the causes of the catastrophic forgetting. 467

To assess this assumption, we implement a min- 468

imal objective conditioning the training by the 469

model’s own outputs and compare the difference in 470

the model robustness to MLE. We adjust the Seq- 471

Align by replacing A with a random alignment as 472

target(s) Arand, while providing the model with its 473

own-generated outputs as prefixes: 474

LSRand(Θ) = min
[
Θ(Xj ,Π

θ
1..i−1)−Arand

]
(9) 475

This approach is similar to Choshen et al. (2020), 476

using a constant training signal in sequential 477

training and showing the gains similar to expen- 478

sive MRT maximising BLEU (§2). Additionally, 479

this experiment also quantifies the impact of the 480

embedding-based training signal of SeqAlign. 481

Impact of decontextualization While the Token- 482

Align utilize the decontextualized grounding em- 483

beddings (§3.4), the decontextualization likely af- 484

fects the quality of the grounding embeddings, de- 485

creasing the quality of such-constructed targets by 486

unknown level. 487

However, as described in Section 3.4, it is not 488

computationally feasible to simply infer the contex- 489

tualized embeddings for each candidate token of 490

the generated hypotheses. To allow the comparison 491

of the contextualized and decontextualized version 492

of the same system, we circumvent this problem by 493

adjusting the SeqAlign’s alignment A′ (Eq. (6)) to 494

6
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∆ BLEU
Bible
(de→en)

TEDTalks
(en→zh)

Opensubs
(en→ukr)

Wiki
(en→cze)

Medical/EMEA
(est→en)

Law/DGT
(en→de)

62,000 pairs 155,000 pairs 877,000 pairs 1,003,000 pairs 1,021,000 pairs 5,105,000 pairs

Orig. BLEU 21.89 29.01 26.12 34.04 54.85 33.56

MLE ID − 8% + 7% + 4% + 9% +38% − 1%
OOD −53%± 36% −23%± 23% −15%± 9% −15%± 5% −35%± 10% −19%± 11%

TokenAlign ID −21% + 2% + 8% +12% +45% + 1%
OOD − 2%± 1% −10% ±12% − 1% ±1% − 6% ±6% − 6% ± 7% + 6% ±20%

SeqAlign ID −23% + 7% − 8% + 8% +31% + 7%
OOD − 1% ±1% −20%± 22% − 2%± 3% −12%± 5% − 1% ± 2% + 3%± 13%

Table 1: Evaluation of adaptation quality and robustness: A change of BLEU score relative to the original model,
when adapting pre-trained Transformer-base on the titled domain, as measured on a held-out set of the training
domain (in-domain, ID) and other listed domains available for the same language pair (out-of-domain, OOD).

utilize the decontextualized embeddings instead of495

the contextualized ones:496

LSeqAlign-dec(Θ) = LSAlign(Θ,A′
dec)

A′
dec(s

i
θ, t2) = min

ejdec∈Θdec(t2)
D(eidec , e

j
dec)

(10)497

All other parameters (§4.2) remain unchanged.498

Impact of the loss formulation While for the499

sequential objectives, the choice of distance-based500

loss is compulsed by the lack of alignment A, in501

our cases, the alignment is known. Hence we can502

formulate the training objective(s) as the minimiza-503

tion of either a distance loss or a cross-entropy loss.504

This analysis evaluates the impact of this choice505

by introducing an analogous objective to SeqAlign-506

dec (§4.3), which, on the contrary, utilizes the CE507

loss composing the targets for every predicted to-508

ken as the quality of its alignment to the reference:509

510

LSCE(Θ)= min

(
− log

exp(Θ(Xj ,Π
θ
1..i−1(Xj)))

exp(Adec(vocθ,Yj))

)
(11)511

Identically to SeqAlign, we sample the conditioning512

prefixes from the model’s own hypotheses using513

the stochastic generation strategy Πθ. To avoid the514

overhead of inference of contextual embeddings,515

we also use the alignment A′
dec based on decon-516

textualized embeddings (Eq. (10)).517

5 Results518

Table 1 compares the results of adaptation using519

the standard MLE objective and our two main ob-520

jectives: TokenAlign and SeqAlign, as trained on a521

selected domain and evaluated on a held-out set of522

the same domain (ID) and other domains (OOD).523

The domains are ordered ascending by the size of524

∆BLEU: ID OOD

0. MLE + 8%± 31% −21%± 29%

1. TokenAlign +9%±30% − 2%± 9%
2. SeqAlign + 3%± 27% − 1%± 8%

3. SRand + 3%± 31% − 6%± 5%
4. SeqAlign-dec + 5%± 31% − 6%± 27%
5. SCE + 4%± 32% −17%± 44%

Table 2: Results of Ablation experiments: Average
change of BLEU scores relative to the original model,
when adapting Transformer-base model with a given
objective. The intervals cover the averages of 6 in-
domain and 20 out-of-domain evaluations (§4.2).

the training data. Table 2 further aggregates the 525

results per-objective and additionally includes the 526

objectives from our Ablation experiments. More 527

detailed, per-domain results including the ablation 528

objectives can be found in Table 4 in Appendix E. 529

Alignment-based objectives improve robustness 530

Both TokenAlign and SeqAlign objectives consis- 531

tently improve the model robustness (OOD) over 532

the MLE in all the evaluated cases. In addition, 533

comparing TokenAlign to MLE, we also see the ad- 534

vances in the adaptation quality (ID), in three out 535

of four cases where MLE was able to deliver any 536

ID improvements. In ID performance, SeqAlign 537

is the only one able to utilize the higher resource 538

availability of the Law/DGT domain, but lacks in 539

ID substantially on Medical/EMEA domain. In 540

OOD evaluations, SeqAlign performs comparably 541

to TokenAlign. Nevertheless, all objectives remain 542

to fail to adapt in very low-resource adaptation of 543

a significant domain shift (Bible). 544

While the results confirm our main hypothesis 545

that circumventing MLE’s assumption of a single- 546

truth prediction largely improve model’s distribu- 547
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tional robustness, we observe discrepancies in in-548

domain performance over different sizes of the549

training data similar to MLE. Even though Seq-550

Align utilizes larger volumes of conditioning pre-551

fixes, its performance on the two smallest domains552

is inferior to both TokenAlign and MLE, while on553

the contrary, it is the most efficient among objec-554

tives in medium-resource Law/DGT. This could be555

a consequence of the lower quality of the model’s556

self-generated prefixes under large domain shifts557

(Bible domain).558

Avoiding teacher-forcing improves robustness559

A comparison of the results of SRand and MLE560

in Table 2 shows that the mere exposition of the561

model to its own hypotheses reduces the forget-562

ting of MLE by 71% in average (−21%→ −6%).563

However, constructing the non-informative targets564

for self-generated inputs also causes a decay in565

adaptation quality (+8%→ +3%).566

Alignment-based targets complement avoiding567

teacher-forcing A comparison of the results of568

SRand to SeqAlign (Table 4 in Appendix E) shows569

robustness superiority of SeqAlign in four out of570

five scenarios, suggesting that the enhancements571

in robustness might be attributed both to the572

semantically-constructed targets and avoidance of573

the teacher forcing. While the aggregate in-domain574

results of SeqAlign and SRand in Table 2 are very575

similar, the per-domain results reveal that their576

results vary over domains and the suggested ID577

tie of SRand to SeqAlign and is largely attributed578

to SRand’s better result on Bible, where both579

objectives fail to improve ID nevertheless.580

Decontextualization does not carry a large qual-581

itative drop Both objectives grounding its tar-582

gets in decontextualized embeddings (TokenAlign583

and SeqAlign-dec) show relatively good average584

results on both in-domain and out-of-domain (Ta-585

ble 2), where TokenAlign is the only objective586

reaching in-domain gains superior to MLE in aver-587

age. A comparison of SeqAlign to its decontextual-588

ized instance (SeqAlign-dec) specifically evaluates589

the impact of decontextualization, in the settings590

of absolute distance loss and no teacher forcing.591

We see that while the decontextualization leads592

to a relatively large average loss in the robust-593

ness (−1% → −6%), SeqAlign-dec outperforms594

SeqAlign on the in-domain (+3% → +5%). Per-595

domain results (Table 4 in Appendix E) show that596

this is attributed mainly to the superior adaptation597

performance of SeqAlign-dec in the low-resource 598

Opensubs (en→ukr) domain, suggesting that the 599

averaging of decontextualization might also have a 600

denoising effect in the low-resource settings. This 601

case opposes our suspicion that decontextualization 602

by embeddings’ averaging might produce quality 603

representations only in higher-resource settings. 604

Loss formulation impacts model robustness 605

A comparison of SeqAlign-dec and SCE in Ta- 606

ble 2 assesses the difference in performance when 607

varying the loss formulation in the sequence align- 608

ment objective. The difference is significant in 609

OOD evaluation, where changing a distance-based 610

loss to the entropy-based causes a significant drop 611

(−6% → −17%), comparable to the drop of the 612

traditional MLE, also built upon CE loss (−21%). 613

However, the superior performance of CE-based 614

TokenAlign contradicts that distance-based loss is 615

always a better choice and optimal selection of the 616

loss remains convoluted by other covariates. 617

6 Conclusion 618

Our work sets out to explore the alternatives 619

between the efficient yet naive MLE objective 620

and expressive but resource- and computationally- 621

demanding sequential objectives, building the train- 622

ing signal in the alignment of the semantic token 623

representations. We build an alignment mechanism 624

applicable with any chosen embedding system and 625

propose two main objectives that utilize the con- 626

structed alignment as its target; either (i) keeping 627

or (ii) circumventing the teacher-forcing of the ref- 628

erence in training. We find that both approaches 629

persist robustness of the adapted model much bet- 630

ter than the traditional approach while obtaining 631

comparable results in the quality of adaptation. 632

We thoroughly investigate the impact of selected 633

design choices on the robustness of generative 634

LLMs in the ablation experiments. Among oth- 635

ers, we find that a relatively large portion of the 636

model’s robustness can be recovered by including 637

the model’s own outputs among the inputs. Future 638

work might also benefit from the qualitative assess- 639

ment of the impact of the decontextualization elim- 640

inating the computational overhead of applying the 641

contextualized embeddings in dynamic contexts. 642

We look forward for future work that will 643

explore the potential of applying semantically- 644

grounded objectives in a more robust and efficient 645

pre-training and adaptation for numerous other ap- 646

plications of language models. 647
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A Limitations893

Our work experiments with a range of adaptation894

domains that we draw systematically to capture the895

covariates enumerated in Section 4.1. However,896

future work should acknowledge that these are not897

all the covariates responsible for the success of898

adaptation and the robustness of the final model.899

Following is the non-exhaustive list of possible co-900

variates that we do not control in this work. (i) the901

adapted model size, (ii) the size of pre-training data,902

(iii) pre-training configuration parameters, but also903

(iv) the broad variance of adapted language pair(s);904

(v) the variance of mutual similarity of languages905

within the pair, and hence (vi) the difficulty of train-906

ing the translation model.907

To avoid difficulty with normalizing BLEU val-908

ues over different writing systems, we did not per-909

form our experiments on languages using other910

than Latin and Cyrillic script and hence, our results911

are not representative of some major languages912

such as Chinese or Arabic. However, the alignment913

approach presented in Section 3.1 and adapted by914

all the proposed objectives is also applicable to915

other writing systems.916

The evaluation of our experiments did not con- 917

sider the effect of randomness of the training pro- 918

cess. Despite the fact that our experiments were 919

run with a fixed random seed and initial value, mak- 920

ing our results deterministically reproducible, the 921

variance of the results among the experiments of 922

different random seeds was not investigated due 923

to the related infrastructural costs. However, all 924

our results are aggregated over larger set of check- 925

points and/or domains, ranging from 10 (IDs in 926

Table 1) to 720 (OODs in Table 2), as described in 927

Section 4.2. 928

The alignment scheme proposed in Section 3.1 929

has known biases; for instance, in the cases utiliz- 930

ing decontextualized embeddings, where both the 931

hypothesis and reference contain the multiple oc- 932

currences of the same word, the alignment scheme 933

will make the prediction of the same target token 934

equally good, regardless of the position. This flaw 935

could be further addressed by using the Optimal 936

transport alignment (Kusner et al., 2015), similarly 937

to Zhang et al. (2020a). 938

B Hyperparameter search 939

For each of the evaluated objectives, we perform 940

a hyperparameter search independently over the 941

selected parameters in the denoted range, based on 942

the best in-domain validation BLEU reached in the 943

adaptation to Wikimedia domain. 944

(1) learning rate: ranging from 2 · 10−7 to 945

2 · 10−4, with step 10. (2) objectives ratio α (Eq. 946

(8)): we manually set the weight of the additional 947

objective such that the loss values for both compo- 948

nents of the final loss are approximately balanced, 949

based the first 10 valuations. We do not perform 950

further tuning and use the same weights over all 951

experiments. (3) Batch size: For ML experiments, 952

we fix the effective batch size to 60, we pick the 953

optimal batch size for TokenAlign and SeqAlign 954

objectives over [1, 5, 10, 20]. 955

Other parameters that we adjust and re- 956

main fixed over the experiments are following: 957

warmup steps = 1, 000, LR schedule as con- 958

stant decay. Distance-based objectives including 959

SeqAlign introduce two new parameters: (i) K: a 960

number of the sampled hypotheses and (ii) n: a 961

number of most-likely tokens to align. To keep 962

the computation time feasible, we do not perform 963

further tuning and set these parameters to K = 10 964

and n = 3 over all the experiments. All other 965

parameters can be retrieved from the defaults of 966
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TrainingArguments of Transformers (Wolf et al.,967

2020), version 4.10.2.968

We treat the optimized hyperparameters as in-969

dependent; hence we optimize each variable sepa-970

rately. Our configuration results in experimenting971

with 9 hyperparameter search runs for each objec-972

tive, including MLE baseline.973

C Computational demands974

We performed the adaptation of each of the pro-975

posed objectives on a server with a single NVidia976

Tesla A100, 80 GB of graphic memory, 512 GB of977

RAM and 64-Core Processor (AMD EPYC 7702P).978

We also tested to train all our experiments using979

lower configuration using a single NVidia Tesla T4,980

16 GB of graphic memory, 20 GB of RAM and a981

single core of Intel(R) Xeon(R) processor.982

We benchmark the running times of the time-983

demanding parts of the adaptation process in the984

first-mentioned configuration. We find that the985

proposed decontextualization process required by986

TokenAlign, SCE and SeqAlign-dec takes in these987

settings between 50 minutes on the smallest domain988

to 25 hours on the largest domain. Table 3 shows989

the average speed of updates and a number of steps990

that each of the designed objectives requires to991

converge. Further details on our methodology are992

described in Section 4.2.993

Objective Updates / hour Updates to converge

MLE 451 15,500

TokenAlign 404 24,000
SeqAlign 287 11,875
SRand 152 10,100
SeqAlign-dec 295 7,500
SCE 585 23,740

Table 3: Adaptation speed: Average number of updates
per hour and average number of updates to converge
that we measure over objectives in our experiments.

D Details of Alignment Algorithm994

Algorithm 1 describes the alignment procedure that995

we propose to obtain grounding embeddings for the996

tokens of the trained model.997

Our approach first aligns the model and embed-998

dings vocabulary; Given a text t, we obtain two999

ordered sequences of textual segments (tokens):1000

grounding embeddings tokens se(t) and model to-1001

kens sθ(t). We obtain the model grounding embed-1002

dings eiθ of each model segment siθ ∈ sθ(t) to each 1003

grounding segment se,i ∈ sθ(t) by (i) assigning 1004

the coverage intervals of t to each model and em- 1005

bedding segment sθ(t) and se(t), and (ii) for each 1006

model segment siθ ∈ sθ(t), searching for the seg- 1007

ment sie(t) with largest intersection of the covering 1008

intervals |siθ ∩ sje|. 1009

proc align_to_grounding(sθ, se):
foreach i ∈ 1..|sθ| do

while |siθ ∩ sje| > best_cov do
pairsi ← j

best_cov ← |siθ ∩ sje|
j ← j + 1

return pairs

Algorithm 1: Ability to pair each model to-
ken siθ with the best-matching grounding seg-
ment sje allows us to use alignment grounded in
domain-agnostic representations. Relying on
the consistent ranking of the aligned sequences,
the grounding alignment algorithm requires at
most (|sθ|+ |se|) steps to finish.

E Detailed results of all objectives 1010

Table 4 shows a comparison of all objectives over 1011

all evaluated domains, providing a finer-grained 1012

report of results presented in Table 2. Note that in 1013

order to eliminate the effect of different scaling of 1014

BLEU evaluations in character-segmented BLEU 1015

results, we exclude the (en→zh) pair from the ab- 1016

lations. The methodology of results collections is 1017

described in Section 4.2. The discussion including 1018

these results is present in Section 5. 1019

F Training validation reports 1020

We report and compare the change of validation 1021

BLEU of our two main objectives, relative to the 1022

MLE objective over the course of our experiments 1023

and overview the results in Figures 5 and 6 for 1024

SeqAlign and TokenAlign objective, respectively. 1025

The plots aggregate 5 training logs and their cor- 1026

responding out-of-domain logs into the in-domain 1027

and out-of-domain reports, for easy comparabil- 1028

ity with MLE, both in-domain and out-of-domain 1029

BLEUs of MLE are averaged and paired with the 1030

corresponding BLEUs of the inspected objective 1031

over the shared evaluation domain. Finally, the 1032

plots of the inspected objective consist of 50% 1033

quantile intervals and the average of BLEU rel- 1034

12



∆ BLEU
Bible
(de→en)

Opensubs
(en→ukr)

Wiki
(en→cze)

Medical/EMEA
(est→en)

Law/DGT
(en→de)

50,000 pairs 80,000 pairs 100,000 pairs 300,000 pairs 5,100,000 pairs

Orig. BLEU 21.89 26.12 34.04 54.85 33.56

MLE ID − 8% + 4% +9% +38% − 1%
OOD −53%± 36% −15%± 9% −15%± 5% −35%± 10% −19%± 11%

TokenAlign ID −21% + 8% +12% +45% + 1%
OOD − 2%± 1% − 1% ± 1% − 6% ± 6% − 6%± 7% + 6% ± 20%

SeqAlign ID −23% − 8% + 8% +31% + 7%
OOD − 1% ± 1% − 2%± 3% −12%± 5% − 1% ± 2% + 3%± 13%

SRand ID −14% − 7% + 8% +34% − 7%
OOD − 8%± 2% − 3%± 3% − 9%± 3% − 7%± 5% − 7%± 5%

SeqAlign-dec ID −26% +11% + 5% +35% + 2%
OOD −13%± 8% − 1%± 1% −11%± 19% −12%± 7% + 4%± 17%

SCE ID + 8% + 9% +11% + 1% −11%
OOD −78%± 9% −32%± 1% −12%± 5% − 1%± 2% −14%± 13%

Table 4: Evaluation of adaptation quality and robustness over all designed objectives: A change of BLEU score
relative to the original model, when adapting pre-trained Transformer-base on selected domain, as measured on
a test set of the training domain (in-domain, ID) and out-of-domain (OOD). The aggregates over all domains are
listed in Table 2.

ative to both the MLE BLEU and initial model per-1035

formance. Note that while the relative distances of1036

MLE to the corresponding plots of the other objec-1037

tive always correspond, some training runs are ter-1038

minated in the course of the plotted steps, explain-1039

ing some sudden performance gains in the plot.1040

While the performance decay of MLE by the1041

time of early-stopping by in-domain BLEU is close-1042

to linear, TokenAlign in average maintains none,1043

or minimal decays of the out-of-domain perfor-1044

mance, although the variance of the initial decay1045

significantly varies over domains. This trend im-1046

plies that the early-stopping strategy based on in-1047

domain performance does not significantly decay1048

the robustness results and favours the deployment1049

of TokenAlign in situations where no validation1050

out-of-domain data is present.1051

The robustness of the model trained using Seq-1052

Align behaves differently and the initial robustness1053

decay is more significant. However, the decay soon1054

diverges from MLE and noticeably, after the 5,000-1055

th step all the robustness evaluations of SeqAlign1056

report robustness gains over MLE.1057

Although we restrain from drawing conclusions1058

based exclusively on these plots, the comparisons1059

suggest that while the decay of robustness of MLE1060

training is continuous, in the case of soft objectives,1061

the decay gradually slows, while the model incre-1062

mentally reaches potential in-domain gains similar1063

to MLE.1064
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Figure 5: Comparison of validation BLEU of MLE and SeqAlign objective reported over the training on
5 different domains and 20 corresponding out-of-distribution domains until the in-domain early-stopping. For easier
comparison, both MLE logs are averaged and reported intervals correspond to the 50%-quantile of difference to the
MLE run on the corresponding evaluation domain. While the training with MLE objective consistently magnifies
the forgetting of adaptation, the soft objectives report a higher OOD score over all experiments while reaching
comparable adaptation gains on the in-domain. Note that the two major gains of SeqAlign before steps 12,000
and 14,000 are attribute to early-stopping of specific runs at these points and hence, should be excluded from the
conclusions. See Appendix F for further description.
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Figure 6: Comparison of validation BLEU of MLE and TokenAlign objective as reported over the training on
5 different domains and 20 corresponding out-of-distribution domains until in-domain early-stopping. See Figure 5
and Appendix F for further description.
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