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Abstract

Knowledge Base Question Answering (KBQA)001
aims to answer natural language questions us-002
ing structured knowledge from KBs. While003
LLM-only approaches offer generalization,004
they suffer from outdated knowledge, halluci-005
nations, and lack of transparency. Chain-based006
KG-RAG methods address these issues by in-007
corporating external KBs, but are limited to008
simple chain-structured questions due to the009
absence of planning and logical structuring. In-010
spired by semantic parsing methods, we pro-011
pose PDRR: a four-stage framework consisting012
of Predict, Decompose, Retrieve, and Reason.013
Our method first predicts the question type and014
decomposes the question into structured triples.015
Then retrieves relevant information from KBs016
and guides the LLM as an agent to reason over017
and complete the decomposed triples. Experi-018
mental results show that our proposed KBQA019
model, PDRR, consistently outperforms exist-020
ing methods across different LLM backbones021
and achieves superior performance on various022
types of questions.023

024

1 Introduction025

Knowledge bases (KBs) offer rich, structured026

repositories of world knowledge, where facts are or-027

ganized as (subject, relation, object) triples. Large-028

scale KBs such as Freebase (Bollacker et al., 2008),029

DBpedia (Lehmann et al., 2015), Wikidata (Pel-030

lissier Tanon et al., 2016), and YAGO (Suchanek031

et al., 2007) provide useful resources for down-032

stream applications. Knowledge base question an-033

swering (KBQA) leverages this structured informa-034

tion to translate natural language question queries035

into precise, verifiable answers, which poses chal-036

lenges since it requires accurate multi-hop reason-037
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Lack of Plan: We need to precisely adjust each step of chain reasoning as planned

what nation was a notable person who once lived in Solvychegodsk in charge of ?

Solvychegodsk
location.containedby Russia

people.place_live.person Joseph Stalin nation.charge Soviet Union

❌

Lack of Logical: Only chain reasoning cannot solve complex structure question

What country bordering France contains an airport that serves Nijmegen?

France
country.border

Belgium Nijmegan

country.border Italy

❌

country.border Germany
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: Pruned Relation

TOG:     {Solvychegodsk, location.location.containedby, Russia}
PDRR: {[UnName_Entity, people.place_lived.location, Solvychegodsk],         
               [UnName_Entity, people.place_lived.person, Joseph Stalin]},
               {Joseph Stalin, nation.charge, Soviet Union}

Germany

PDRR

PDRR

Figure 1: Drawbacks of ToG (a chain-based KG-RAG
approach). ToG and similar chain-based KG-RAG meth-
ods lack a planning module for explicit reasoning con-
trol and are limited to chain-type questions due to their
insufficient logical structuring. Our PDRR framework
resolves both issues.

ing. This capability is essential for domains that 038

require accurate and verifiable retrieval of facts. 039

In response to the costly human effort required 040

to annotate training data, recent studies have turned 041

to leveraging large language models (LLMs) based 042

methods for KBQA, for example, IO (Brown et al., 043

2020), CoT (Wei et al., 2022), and SC (Wang et al., 044

2022). These methods harness broad, pre-trained 045

knowledge of LLMs and exhibit strong generaliza- 046

tion across datasets. Nonetheless, LLM’s knowl- 047

edge may not reflect recent or domain-specific 048

facts; they could also exhibit hallucinations, which 049

is difficult to audit or verify, leading to unfaithful 050

and unsupported response. To address these limi- 051

tations, knowledge-graph retrieval-augmented gen- 052

eration (KG-RAG) methods further extend LLMs 053

with retrieved structural knowledge. Various stud- 054

ies such as ToG (Sun et al., 2023), GoG (Xu et al., 055
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2024), and CoK (Li et al., 2023) leverage chain-056

based KG-RAG approaches that performs reason-057

ing over retrieved chains of KG facts. Specifically,058

they infer intermediate “bridge” entities at each059

hop, which repeatedly fetches triplets linked to the060

current entities from the KG, and uses the LLM to061

choose which relation and entity to retain for the062

next step. These chain-based KG-RAG methods063

ground multi-step reasoning in explicit KG paths,064

thereby mitigating outdated knowledge, reducing065

hallucinations through factual grounding and ren-066

dering each inference step to be transparent.067

Despite their strengths, existing chain-based KG-068

RAG methods exhibit two principal limitations as069

shown in Figure 1. First, they reason over the070

question in a holistic manner and lack a mecha-071

nism to structure the inference into targeted sub-072

tasks. In the upper half “Lack of Plan” exam-073

ple, one should first identify the notable person074

and then determine the nation they governed. In-075

stead, ToG treats the query as an indivisible whole,076

leading it to select the superficially matching lo-077

cation.containedby relation rather than the correct078

people.place_live.person.079

Second, chain-based approaches cannot handle080

richer logical structures beyond simple, linear hops,081

such as conjunction questions that require the inter-082

section of multiple constraint sets. Logic structure083

refers to the structural form of reasoning required to084

answer a question. In the lower half “Lack of Logi-085

cal” example, the answer hinges on intersecting (a)086

countries bordering France and (b) countries with087

airports serving Nijmegen. ToG’s linear, single-088

path search prunes away additional candidates after089

the first hop, making it incapable of resolving the090

conjunction and thus yielding an incorrect result.091

Motivated by these challenges, we propose092

the Predict–Decompose–Retrieve–Reason (PDRR)093

framework. Inspired by pre-LLM semantic-parsing094

(SP-based) methods (Lan et al., 2022) that translate095

questions into executable KB logic forms, PDRR096

introduces a planning module (Predict, Decom-097

pose) for structuring multi-step inference, followed098

by a retrieval and reasoning module (Retrieve, Rea-099

son) that grounds the plan in KB facts and guides100

the LLM to execute it step by step, effectively sim-101

ulating logical form execution over KGs. Finally,102

the question answering module utilizes the reason-103

ing triples provided by the previous step to generate104

an answer.105

First, our Predict stage classifies each query by106

type (i.e., chain or parallel) to determine an appro-107

priate reasoning strategy and plan structure before 108

retrieval begins. Next, the Decompose stage con- 109

verts the question into a set of partial KG triples 110

that reflect the plan, which breaks the overall query 111

into manageable inference units, ensuring each rea- 112

soning step is focused and auditable. The Retrieve 113

stage issues targeted KB lookups to fill in missing 114

triple elements, which grounds the planned infer- 115

ence steps in factual knowledge. Finally, the Rea- 116

son stage leverages the LLM to verify and complete 117

each triple in accordance with the plan. By unify- 118

ing logical-form-style planning with LLM-driven 119

execution, PDRR supports a variety of reasoning 120

patterns while preserving transparency. 121

We evaluate PDRR on two standard KBQA 122

benchmarks: CWQ (Talmor and Berant, 2018) and 123

WebQSP (Berant et al., 2013). Experimental re- 124

sults show that our proposed KBQA model, PDRR, 125

consistently outperforms existing methods across 126

different LLM backbones and achieves superior 127

performance on various types of questions, demon- 128

strating the effectiveness of PDRR’s explicit plan- 129

ning module and the precise control over retrieval 130

and reasoning modules. 131

2 Related Work 132

Sementic Parsing-Based Methods Before 133

LLMs, KBQA was dominated by SP-based 134

approaches, which generate logical forms to 135

query structured KBs. CBR-KBQA (Das et al., 136

2021) combines a non-parametric memory of 137

question–logical form pairs with a parametric 138

retriever to guide logical form generation. Tem- 139

plateQA (Zheng et al., 2018) bypasses complex 140

parsing by matching questions to a large set of 141

binary templates. SPARQA (Sun et al., 2020) 142

uses a skeleton grammar and a BERT-based 143

coarse-to-fine parser to handle complex questions. 144

While interpretable, SP-based methods are limited 145

by incomplete KBs and the need for additional 146

model training. 147

LLM retrieval augmented methods The emer- 148

gence of LLMs has led to LLM-only approaches 149

that require no additional training and leverage in- 150

ternalized general knowledge to mitigate KB in- 151

completeness, such as IO (Brown et al., 2020), 152

CoT (Wei et al., 2022), and SC (Wang et al., 2022). 153

Despite their simplicity, these methods struggle 154

with outdated knowledge, limited reasoning trans- 155

parency, and hallucinations. To mitigate these is- 156

sues, LLM+KG approaches have been developed. 157
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ToG (Sun et al., 2023) uses an LLM to guide rea-158

soning over KGs by dynamically selecting relations159

and entities. CoK (Li et al., 2023) adaptively se-160

lects KGs and performs stepwise retrieval. GoG161

(Xu et al., 2024) augments KG coverage by letting162

LLMs infer missing links.163

However, most chain-based KG-RAG methods164

lack explicit planning and are confined to chain rea-165

soning, limiting reasoning control. Recent methods166

like chatKBQA (Luo et al., 2023a) and RoG (Luo167

et al., 2023b) introduce planning by fine-tuning168

LLMs to generate logic forms or reasoning paths,169

but they remain training-intensive. To address this,170

we propose PDRR: a training-free framework with171

explicit planning, enabling precise reasoning con-172

trol and handling of complex question structures.173

3 Preliminary174

In this section, we first introduce Knowledge175

Graphs (KGs). Then, we use notations of KGs176

to describe reasoning triples and Knowledge Base177

Question Answering (KBQA).178

Knowledge Graphs A KG G consists of factual179

triples (eh, r, et) ∈ G ⊆ E ×R× E , where eh, et180

represent head and tail entities, and E and R denote181

the sets of entities and relations, respectively.182

Reasoning Triples The Reasoning Triples T q183

denote the set of triples retrieved from the KG G to184

answer the question q, formally defined as:185

T q =
{
T q
n =

(
ehn, rn, e

t
n

)
| n = 1, 2, . . . ,m

}
⊆ G186

Here, T q
n denotes the n-th reasoning triple.187

Knowledge Base Question Answering KBQA188

involves reasoning over a KG to answer natural189

language questions. Formally, given a question190

q and a knowledge graph G, the objective is to191

learn a function f that returns answers a ∈ Aq192

based on the information in G, i.e., a = f(q,G). In193

line with previous studies (Sun et al., 2019; Jiang194

et al., 2022), we assume that the entities eq ∈ Qq195

mentioned in the question and the gold answers196

a ∈ Aq are annotated and linked to entities in the197

KG, such that Qq,Aq ⊆ E , where E denotes the198

entity set of G.199

4 Approach200

We propose a training-free method to address the201

lack of planning and logical structure handling in202

existing chain-based KG-RAG approaches. Our203

approach consists of three main modules: Plan, 204

Retrieval and Reasoning, and Question Answering. 205

The Plan module predicts the question type (i.e., 206

chain or parallel) and decomposes the question 207

accordingly. The Retrieval and Reasoning module 208

retrieves the KB for relevant facts and employs the 209

LLM to reason over and complete the decomposed 210

triples. Finally, the Question Answering Module 211

generates the final answer. Figure 2 illustrates the 212

overall framework of our approach. All prompts 213

used in the approach are provided in Appendix A.3. 214

4.1 Plan Module 215

Our Plan module resembles logical form gener- 216

ation in SP-based methods. It first predicts the 217

question type (i.e., chain or parallel) and then de- 218

composes the question into decomposition triples, 219

which serve a similar role to logical forms by guid- 220

ing subsequent retrieval and reasoning. The moti- 221

vation is to support not only chain-structured ques- 222

tions but also more complex reasoning patterns, 223

while enabling precise downstream control through 224

the generated decomposition triples. 225

4.1.1 Question Type Prediction 226

Given a question q, we first use few-shot learning 227

with LLMs predict its structural type, which we 228

classify into two main categories: chain structure 229

qc and parallel structure qp. The chain structure is 230

the most common type in chain-based KG-RAG 231

methods. Its reasoning process is sequential, where 232

each step depends on the bridge entity eBn identified 233

in each step of reasoning triple T q
n . Therefore, 234

the reasoning steps are interdependent and must 235

be performed in order. In contrast, the parallel 236

structure comprises multiple logically independent 237

sub-steps that can be executed concurrently. More 238

detail refers to section 4.2.3. 239

4.1.2 Question Decomposition 240

Based on the predicted question type, question q is 241

decomposed into KG-style triples T q,D, providing 242

precise control for downstream processing. 243

For chain-structured questions qc, we identify 244

all bridge entities eBn (denoted as entity#index) to 245

distinguish them in multi-hop reasoning. Each de- 246

composition triple T nqc,D = (ehn, rn, e
t
n) connects 247

entities via relation rn, with adjacent triples linked 248

through eBn such that ehn+1 = etn = eBn , forming 249

a reasoning chain. For example, in Figure 2, the 250

bridge entity artist#1 connects two steps: identi- 251

fying the artist#1 of Country Nation World Tour, 252
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1. Question Type Prediction

Chain Structure

Parallel Structure
or

Chain
2.1 Question Decomposition (Chain)

:{      : "Country Nation World Tour",       : "was concert tour by",             : "artist#1"}
:{              : "artist#1",       : "went to college at",       : "college#1"}

Chain Question    : where did the "Country Nation World Tour" concert artist go to college?

Decomposition 
Triples       :

3.1 Chain retrieval and reasoning

Relation Search and Prune

album.suporting
.tour

Country Nation
Word Tour

concert_tour.artist

event.held_with
...

Triple Search and Prune

Country Nation
Word Tour

concert_to
ur.artist

event.held_with

       Kraft Foods 

Brad Paisley

Triple 1 (      ): {Country Nation World Tour, was concert tour by, artist#1}

Triple 2 (      ): {Brad Paisley (artist#1), went to college at, college#1}

Relation Search and Prune

award_nom
inations

Brad Paisley education.student

personal.owns
...

Triple Search and Prune

educatio
n.studen

t
Belmont

University 

Brad Paisley

Randy
Houser

personal.owns Nashville
Predators 

Best Reasoning Triple (        ) Selection:

chain 1: {Country Nation World Tour, concert_tour.artist, Brad Paisley}, {Brad Paisley, personal.owns, Nashville Predators}

chain 2: {Country Nation World Tour, concert_tour.artist, Brad Paisley}, {Brad Paisley, education.student, Belmont University}

chain 3: {Country Nation World Tour, event.held_with, Randy Houser}, {Randy Houser, education.student, East Central Community College}

Parallel

2.2 Question Decomposition (Parallel)

What country bordering France contains an airport that serves Nijmegen?
{             : "country#1",         : "borders",         : "France"},
{             : "country#2",         : "contains an airport serves",         : "Nijmegen"}

Parallel Question    and Decomposition Triples       :

3.2 Parallel retrieval and reasoning

Example: {            : country#1,      : borders,       : France}

Relation Search and Prune

country.capital

France
country.border

...

Triple Search (Not Prune)

France country.border Belgium

...

Germany

Reasoning Triples:
{{Belgium, borders, France}, 

 {Germany, borders, France}, 

 {Italy, borders, France}, 

 {Switzerland, borders,France}},

{{Germany, contains an airport that serves, Nijmegen}, 

 {Netherlands, contains an airport that serves, Nijmegen}}

4. Question Answering with Reasoning Triples

Plan

Retrieval and Reasoning

Figure 2: The framework of the PDRR method. The process follows the Predict-Decompose-Retrieve-Reason
pipeline. Dashed lines and circles indicate pruned components with low relevance to the specific decomposed
triple T q,D

n . Red-labeled entity#index (e.g., artist#1) elements denote key bridge entities eBn that are essential for
reasoning.

and determining the college that the artist#1 at-253

tended. The corresponding decomposition triples254

are illustrated in the figure 2.255

For parallel-structured questions, we similarly256

identify bridge entities and construct KG-style257

triples along independent reasoning paths. Unlike258

chain structures, these steps are mutually indepen-259

dent and can be executed in parallel. For example,260

in Figure 2, the reasoning involves two conditions:261

identifying country#1 bordering France and coun-262

try#2 with an airport serving Nijmegen, as reflected263

in the decomposition triples.264

4.2 Retrieval and Reasoning Module265

In this module, we adopt different reasoning strate-266

gies based on the identified question type. Simi-267

lar to how SP-based methods use logic forms to268

retrieve information from KBs, we leverages KB269

knowledge and employs the LLM as an agent to270

complete missing information in the decomposition271

triples T q,D generated by the plan module. The272

SPARQL code used for Freebase retrieval in this273

module is presented in Appendix A.4. 274

4.2.1 Chain Retrieval and Reasoning 275

Given a chain-type question qc and its decomposi- 276

tion triples T qc,D, we sequentially complete them 277

by identifying bridge entities step by step, enabling 278

accurate construction of reasoning triples and final 279

answer derivation. 280

Complete first Decomposition triples We first 281

extract T qc,D
1 = (eh1 , r1, e

t
1(e

B
1 )) and retrieve the 282

bridge entity eB1 using the method illustrated in 283

Figure 2. 284

• Relation Serach and Prune We first apply 285

SPARQL fuzzy matching to obtain the Free- 286

base entity ID of the non-bridge entity in the 287

triple thought its string. In the Search phase, 288

we query the KB with this entity ID to obtain 289

all connected relations rs1. In the case of Fig- 290

ure 2, we first identify the entity ID of eh1 ( 291

Country Nation World Tour), and then retrieve 292

all connected relations rs1. 293
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We then prune the retrieved relation set rs1.294

Unlike ToG (Sun et al., 2023), which ranks re-295

lations rs1,i by their similarity Sim(rs1,i, q) to296

the entire question q and may overlook local297

information, we rank them by their similar-298

ity Sim(rs1,i, T
qc,D
1 ) to the specific decompo-299

sition triple T 1qc,D. This yields the pruned300

set rs,p1 . This helps avoid errors such as the301

one in Figure 1, where ToG selects contained302

by, which aligns with the global semantics of303

“What nation” instead of the correct local304

relation people.place_live.person.305

By aligning pruning with the decomposition306

triple, our approach ensures precise control307

and preserves step-level semantics. As shown308

in the Figure 2, we obtain a pruned relation set309

rs,p1 = {concert_tour.artist, event.held_with},310

which is most similar to the decomposition311

triple T qc,D
1 .312

• Triple Search and Prune Given ID of eh1 and313

the pruned relation set rs,p1 , we use SPARQL314

to search all tail entities (bridge entities)315

et1(e
B
1 ) to construct the candidate triple set316

T qc,Cand
1 . In the Triple Prune stage, instead317

of pruning only entities as in ToG, which in-318

herits the same limitations as its relation prun-319

ing, we rank candidate triples T qc,Candi
1 based320

on their similarity Sim(T qc,Candi
1 , T qc,D

1 ) to321

the decomposition triple T qc,D
1 and retain the322

top two: T qc,Top1
1 = {Country Nation World323

Tour, concert_tour.artist, Brad Paisley}, and324

T qc,Top2
1 .325

Complete rest Decomposition triples Through326

Relation Search and Prune and Triple Search and327

Prune, we identify the top two bridge entities in328

first decompostion triple: eB,top1
1 and e

B,top2
1 . We329

then replace the bridge entity in next decompostion330

triple T qc,D
2 with the bridge entities from the pre-331

vious step and repeat the same procedure until all332

decomposition triples in T qc,D are completed.333

Choose Best Reasoning Triples We apply beam334

search to retain the top-2 triples at each hop, pre-335

serving sufficient information. For example, for a336

2-hop question, this yields 4 reasoning triples. The337

LLM then selects the most relevant triple:T qc,R for338

answering the question.339

4.2.2 Parallel Retrieval and Reasoning340

Parallel-structured questions qp follow a non-341

sequential reasoning logic, where the decomposi-342

tion triples T qp,D are mutually independent, allow- 343

ing all retrieval and reasoning steps to be executed 344

concurrently. 345

For example, given the first decomposition triple 346

T qp,D
1 in Figure 2, we perform relation search and 347

pruning, followed by triple search, using the same 348

procedure as in the chain setting. Unlike the chain 349

case, we skip triple pruning, as all reasoning triples 350

are needed for the final answer. This process results 351

in a set of reasoning triples T qp,R
1 . 352

We repeat this process for all decomposition 353

triples T qp,D
k to obtain the corresponding reasoning 354

triples T qp,R
k , where k indexes each decomposition 355

triple. 356

4.2.3 Discussion of Chain and Parallel 357

Reasoning 358

While our question type classification is based on 359

reasoning strategy, another key criterion is the num- 360

ber of bridge entities that the model should memo- 361

rize during the reasoning process. Chain-structured 362

questions require exactly one bridge entity between 363

each pair of triples to support step-by-step reason- 364

ing, whereas parallel-structured questions allow 365

multiple bridge entities without such constraints. 366

When applying chain reasoning to parallel- 367

structured questions, retaining all retrieved triples 368

without pruning can still lead to correct answers. 369

For example, in Figure 2, all countries (bridge enti- 370

ties) bordering France are considered and individu- 371

ally checked for containing an airport that serves 372

Nijmegen, which can lead to the right answer. How- 373

ever, this significantly increases computational cost. 374

Introducing pruning in chain reasoning mitigates 375

this cost but risks discarding correct answers. 376

Therefore, parallel reasoning can be regarded 377

as a complementary strategy to chain reasoning, 378

particularly in cases with numerous bridge entities 379

where computational efficiency becomes critical. 380

In practice, the logical structures or types of 381

questions are not limited to just chain and parallel. 382

For example, SP-based methods often train models 383

using the training set to generate logic forms that 384

can handle more complex logical structures. In our 385

work, we focus only on chain and parallel logic 386

structures because a well-designed parallel struc- 387

ture that complements the chain structure, com- 388

bined with the general knowledge and reasoning 389

capabilities of LLMs, is sufficient to address the 390

majority of KBQA questions. This also allows our 391

method to remain training-free, avoiding additional 392
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Question
type

Question Example Canonical Reasoning Logic Expected Rea-
soning Type

Composition Where did the "Country Nation World
Tour" concert artist go to college?

First, identify the artist of the concert tour "Country Nation World Tour,"
and then determine which college this artist attended.

Chain

Conjunction What country bordering France contains an
airport that serves Nijmegen?

Find the intersection of two sets: (1) all countries that border France, and
(2) all countries that contain an airport that serves Nijmegen.

Parallel

Comparative Which of the countries bordering Mexico
have an army size of less than 1050?

First, identify all countries bordering Mexico, and then select those with
an army size of less than 1050.

Parallel

Superlative What movies does taylor lautner play in
and is the film was released earliest?

First, identify all films in which Taylor Lautner appeared, and then find
the one that was released the earliest.

Parallel

Table 1: Examples of the four question types in the CWQ dataset, their corresponding canonical reasoning logic,
and the expected reasoning type for each.

Method
CWQ WebQSP

All Composition Conjunction Comparative Superlative All

Without KB Knowledge, Without Training
IO (Brown et al., 2020) 44.3 41.3 50.6 33.8 27.9 70.8
CoT (Wei et al., 2022) 44.8 44.2 49.5 30.5 27.4 72.1
PDR (ours) 45.7 49.3 46.4 31.5 26.4 68.9

With KB Knowledge, With Training
SPARQA (Sun et al., 2020)α 31.6 - - - - -
UniKGQA (Jiang et al., 2022) β 51.2 - - - - 77.2
RoG (Luo et al., 2023b) γ 62.6 - - - - 85.7
CBR-KBQA (Das et al., 2021) σ 67.1 - - - - 69.9

With KB Knowledge, Without Training
ToG (Sun et al., 2023) 48.9 49.9 50.1 42.7 37.1 80.2
PDRR(ours) 59.6 66.2 59.1 38.5 34.5 79.2
PDRR(gold type)(ours) 62.2 65.5 64.6 43.7 36.6 -

Table 2: Hit@1 accuracy results with different baselines on KGQA datasets. Bold denotes the best performance
among the training-free methods, and underline indicates the second-best. Results marked with superscripts
α, β, γ, σ are taken directly from the original papers. All other results are reproduced using GPT-4o as the backbone
model. Our proposed methods include PDR, PDRR, and PDRR (gold type). In the gold type setting (an ablation
setup), ground-truth question types from CWQ are used instead of LLM predictions. Composition-type questions
are handled with chain reasoning, while all others use parallel reasoning, as we explained in Appendix A.1.3.

computational costs.393

4.3 Question Answering Module394

Given the original question q, the decomposition395

triples T q,D, and the reasoning triples T q,R. The396

LLM is guided to answer the question q by lever-397

aging the information in retrieved reasoning triples398

T q,R in accordance with the reasoning logic en-399

coded in T q,D.400

5 Experiment401

5.1 Experiment Setup402

Dataset To evaluate performance beyond simple403

chain-structured QA, we evaluate the model on the404

CWQ (Talmor and Berant, 2018) test set (3,531405

questions), which includes four question types:406

composition (45%), conjunction (45%), compar-407

ative (5%), and superlative (5%). Composition 408

questions are expected to follow chain reasoning, 409

while the other three suit parallel reasoning. Table 1 410

shows examples, reasoning logic, and expected 411

types, with further explanations in Appendix A.1.3. 412

We also evaluate the model on WebQSP (Berant 413

et al., 2013) (license: CC License) test set (1,639 414

questions) for additional validation. The questions 415

in the WebQSP dataset are all of chain structure, 416

with most being one- or two-hop questions. 417

Evaluation metrics Consistent with prior studies 418

(Luo et al., 2023b; Sun et al., 2023), we adopt 419

Hits@1 as the evaluation metric, which reflects the 420

percentage of questions for which the top-1 rank 421

predicted answer is correct. 422

Baseline We divide the baselines into three 423

groups. The first group includes LLM-only meth- 424
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ods including IO (Brown et al., 2020) and CoT (Wei425

et al., 2022), and our ablated variant PDR (Predict-426

Decompose-Reason), which removes the retrieve427

stage from PDRR. The second group incorporates428

external KBs and require additional training, in-429

cluding UniKBQA (Jiang et al., 2022), ROG (Luo430

et al., 2023b), CBR-KBQA (Das et al., 2021), and431

SPARQA (Sun et al., 2020). The third group lever-432

ages external KBs without additional training, such433

as ToG (Sun et al., 2023) and our model, PDRR.434

Implementation For all intermediate steps, the435

max token length is 256, and 1024 for final answer436

generation. A temperature of 0.1 is used to reduce437

hallucinations and improve control. We adopt 5-438

shot prompting for answer generation and question439

type classification, and 3-shot for all other compo-440

nents. More detail refers to Appendix A.1.2441

5.2 Result442

5.2.1 Main Results443

In this section, we compare PDRR with various444

baselines across KGQA datasets as shown in Ta-445

ble 2. On the more challenging CWQ dataset,446

which features diverse question structures beyond447

simple chains, PDRR performs competitively with448

training-based methods and outperforms training-449

free ones like ToG by nearly 10% in accuracy.450

By question type, PDRR significantly surpasses451

ToG on composition questions (66.2 vs. 49.9), high-452

lighting the effectiveness of the Plan Module in453

guiding step-by-step reasoning. It also achieves454

higher accuracy on conjunction questions and re-455

mains competitive on comparative and superlative456

types, showing that augmenting the Retrieval and457

Reasoning Module with complementary parallel458

reasoning enhances performance on complex, di-459

verse questions.460

On the simpler WebQSP dataset, which includes461

only composition-type questions, PDRR slightly462

underperforms ToG due to occasional errors in463

question type prediction.464

5.2.2 Different Backbone Models465

To evaluate the robustness of PDRR, we test its per-466

formance on the CWQ dataset using different LLM467

backbones to assess its effectiveness beyond GPT-468

4o. Specifically, we compare CoT, ToG, PDRR,469

and PDRR (gt) across four models: GPT-3.5-turbo,470

DeepSeek-V3, and GPT-4o. Additionally, we eval-471

uate CoT, PDRR, and PDRR (gt) on LLaMA-3.3B-472

Instruct. As shown in Table 3, PDRR consistently473

Method
CWQ

All Compo Conju Compa Super

GPT-3.5-turbo-0125
CoT 36.8 33.8 43.0 26.8 20.8
ToG 30.9 30.1 35.6 16.4 15.8
PDRR 37.7 34.5 43.9 26.3 25.9
PDRR(gt) 40.7 36.1 48.6 29.6 26.4

Llama3.3-Instruct
CoT 46.0 41.5 52.4 42.7 33.5
PDRR 54.1 54.9 57.7 36.2 38.1
PDRR(gt) 58.7 56.4 65.0 46.5 39.1

Deepseek-V3
CoT 44.3 43.0 48.5 35.7 29.9
ToG 48.0 48.5 51.7 35.7 27.4
PDRR 56.0 60.3 57.0 41.3 30.5
PDRR(gt) 57.1 60.3 57.5 43.7 42.6

GPT-4o-2024-11-20
CoT 44.8 44.2 49.5 30.5 27.4
ToG 48.9 49.9 50.1 42.7 37.1
PDRR 59.6 66.2 59.1 38.5 34.5
PDRR(gt) 62.2 65.5 64.6 43.7 36.6

Table 3: Performance of PDRR with different backbone
models on overall accuracy and by question type in the
CWQ dataset. ‘gt’ denotes the gold type setting.

outperforms across all models. The performance 474

gap is modest on GPT-3.5-turbo but becomes more 475

significant on the stronger LLMs. These results 476

confirm that PDRR is robust and not dependent on 477

any specific language model. 478

5.2.3 Discussion of Question Structure 479

A core component of PDRR is the use of the Plan 480

Module to predict the question structure type and 481

apply corresponding decomposition and reasoning 482

strategies. Thus, investigating this process is essen- 483

tial. 484

Question Type Prediction We analyze how dif- 485

ferent LLMs predict the structure type (chain or 486

parallel) for various CWQ question types, as shown 487

in Figure 3. 488

For composition-type questions, most LLMs cor- 489

rectly predict a chain structure, consistent with ex- 490

pectations. For conjunction-type questions, which 491

are best handled by parallel reasoning, GPT-3.5- 492

turbo and DeepSeek-V3 predict the correct struc- 493

ture in most cases, while Llama3.3-Instruct and 494

GPT-4o achieve a much lower rate. Despite this, 495

the results in Table 2 reveal that many misclassified 496

conjunction questions still lead to correct answers, 497

as they can be effectively addressed by either chain 498

or parallel reasoning. 499
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the question as a chain structure, while orange indicates
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strategies. The evaluation includes 500 chain, 500 inter-
section, 213 comparative, and 197 superlative questions.
GPT-4o is used as the LLM backbone.

This phenomenon can be explained by the num-500

ber of bridge entities: when only one is involved,501

both chain and parallel reasoning are generally ef-502

fective; with more, parallel reasoning becomes no-503

tably more robust. This supports the discussion504

in Section 4.2.3. Two detailed case examples in505

Appendix A.2.1 further illustrate and explain how506

both strategies succeed when only a single bridge507

entity is present.508

Additional case studies and analysis of compara-509

tive and superlative questions are provided in Ap-510

pendix A.2.2.511

Different reasoning strategies We evaluate the512

effectiveness of chain and parallel reasoning across513

four CWQ question types using Hits@1 accu-514

racy, as shown in Figure 4. Chain reason-515

ing performs significantly better than parallel on516

composition-type questions (67.2% vs. 57.0%),517

while parallel reasoning clearly outperforms chain518

Top1 Top2 Top3
Number of Retained Triples

60
62
64
66
68
70

Hi
ts

@
1 

(%
)

61.2

67.2 67.8

Figure 5: Hits@1 accuracy on the first 500 composition-
type questions in CWQ using chain reasoning with dif-
ferent number of retained triples.

on conjunction-type questions (71.2% vs. 56.0%) 519

and slightly outperforms it on comparative and su- 520

perlative questions. 521

These results align with our hypothesis: 522

composition-type questions favor chain reasoning, 523

whereas the others benefit more from parallel rea- 524

soning. In contrast, methods like ToG, which rely 525

solely on chain reasoning, underperform on non- 526

chain questions. This highlights the need to adapt 527

reasoning strategies to question type. 528

5.2.4 Ablation Study 529

We aim to explore the impact of the Number of Re- 530

tained Triples within Chain Reasoning on the exper- 531

imental results. As shown in Figure 5, increasing 532

the number of retained triples from top-1 to top- 533

2 significantly improves performance (61.2% to 534

67.2%). Although top-3 offers a minor additional 535

gain (+0.6%), we adopt top-2 to balance accuracy 536

and computational cost. More ablation study refers 537

to Appendix A.2.3. And we present some case 538

study in Appendix A.2.2 and A.2.4. 539

6 Conclusion 540

To address the limitation of chain-based KG-RAG 541

methods, which are restricted to simple chain- 542

structured questions due to the lack of planning 543

and logical structuring. We propose PDRR, which 544

first predicts the question type and decomposes the 545

question into structured triples. Then retrieves rel- 546

evant information from KBs and guides the LLM 547

as an agent to reason over and complete the de- 548

composed triples. Experimental results show that 549

PDRR consistently outperforms existing methods 550

across various LLM backbones, with up to a 10% 551

gain on CWQ using GPT-4o. It also performs ro- 552

bustly across diverse question types. Additionally, 553

our in-depth analysis of question structures reveals 554

that LLMs rely not only on the structural form of 555

the question but also on the number of bridging 556

entities they must retain during reasoning. 557
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Limitations558

Unnecessary Decomposition on Simple Dataset559

When applied to simpler datasets like WebQSP,560

PDRR tends to perform unnecessary decomposi-561

tion by converting inherently 1-hop questions into562

2-hop structures. This introduces superfluous re-563

trieval and reasoning steps for questions that could564

have been answered in the first step, ultimately565

leading to incorrect results.566

Limitations on questions with highly complex567

logical structures Even though a well-designed568

parallel structure that complements the chain struc-569

ture, combined with the general knowledge and570

reasoning capabilities of LLMs, is sufficient to han-571

dle most KBQA questions, it remains inadequate572

for highly complex cases, particularly during the573

question decomposition phase in the plan module.574

Although we incorporate question type prediction575

prior to decomposition to improve accuracy, the576

current method struggles with highly complex log-577

ical structure. In these cases, relying solely on578

the LLM for decomposition leads to suboptimal579

retrieval and reasoning performance. Due to the ab-580

sence of benchmark datasets for hybrid questions,581

we leave this challenge for future work. In the582

next stage, we plan to construct a dedicated hybrid583

dataset and design new methods tailored to such584

complex questions.585
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A Appendix699

A.1 Experiment Detail700

A.1.1 Experiment Dataset Detail701

CWQ (Talmor and Berant, 2018) and WebQSP (Be-702

rant et al., 2013) were designed for KBQA task,703

and we employ them for KBQA tasks, and all two704

datasets have no individual people or offensive con-705

tent.706

A.1.2 Experiment Implementation Deatil707

We use four LLMs as backbones in our experi-708

ments: GPT-3.5-turbo (gpt-3.5-turbo-0125), GPT-709

4o (gpt-4o-2024-11-20), LLaMA3.3-70B-Instruct1,710

and DeepSeek-V3. GPT-3.5-turbo and GPT-4o are711

accessed via the OpenAI API2, while DeepSeek-712

V3 is accessed through the DeepSeek API3. All713

experiments and datasets are conducted using Free-714

base (Bollacker et al., 2008) as the underlying715

knowledge base.716

Furthermore, the training of models was carried717

out on four A100 GPUs for the Llama3.3-Instruct718

inference task. Specifically, for the PDRR model,719

the running durations were roughly 120 hours for720

the CWQ dataset, 30 hours for WebQSP. Our ex-721

periments were facilitated by leveraging PyTorch,722

Huggingface, and Numpy as essential tools. Fur-723

thermore, We use ChatGPT in our paper writing724

and programming. Finally, we obtain results by725

using a single run for all results.726

A.1.3 question type details of CWQ dataset727

Table 1 provides examples of the four question728

types in the CWQ dataset, along with their cor-729

responding canonical reasoning logic and the ex-730

pected reasoning type for each.731

From the reasoning logic, we observe that Com-732

position questions align with standard chain reason-733

ing, which can also be effectively handled by chain-734

based methods. In contrast, Conjunction questions735

are expected to be addressed using parallel reason-736

ing.737

The main challenge lies in classifying Compar-738

ative and Superlative questions. Logically, they739

follow a chain reasoning pattern, as identifying740

bridge entity is a prerequisite for the next reason-741

ing step, and chain reasoning typically retains only742

one such entity. However, given the often large743

1https://www.llama.com.
2https://openai.com.
3https://www.deepseek.com

number of bridge entities involved, parallel reason- 744

ing becomes necessary to reduce computational 745

cost while preserving relevant information—an is- 746

sue we previously discussed in the Comparison of 747

Chain and Parallel Reasoning section 4.2.3. Con- 748

sidering that our approach leverages LLMs instead 749

of relying solely on KBs as in traditional SP-based 750

methods, we opt for parallel reasoning to retain as 751

many bridge entities as possible. The subsequent 752

reasoning is then delegated to the LLM, which can 753

effectively handle this complexity. 754

A.2 Result Detail 755

A.2.1 Detail case example of Chain and 756

Parallel reasoning type for Conjunction 757

question 758

Table 4 presents two representative examples to 759

illustrate under what conditions conjunction ques- 760

tions can be successfully answered using either 761

chain or parallel reasoning. 762

In the first example, the correct reasoning logic 763

is to find the intersection of two sets: (1) regions 764

where William Morris serves as the religious head, 765

and (2) regions that are part of the United King- 766

dom. This clearly aligns with a parallel reasoning 767

structure. However, when using chain reasoning, 768

even though the second set contains multiple bridge 769

entities, the first set includes only a single bridge 770

entity—Wales. As shown in the reasoning triples in 771

the table, chain reasoning can still correctly answer 772

the question. 773

In the second example, although the second set 774

of bridge entities—countries in Eastern Europe — 775

includes many candidates, the first set, referring to 776

the countries that appointed Mikheil Saakashvili to 777

a governmental position, contains only one entity: 778

Georgia, which is also the correct answer. Thus, 779

chain reasoning can be used to answer the question 780

as well. 781

These two examples demonstrate that for 782

conjunction-type questions, if one reasoning chain 783

(independent of the others) contains only a single 784

bridge entity, the question can be answered using 785

either parallel or chain reasoning. This supports 786

the explanation of experimental results discussed 787

in Section 5.2.3. 788

A.2.2 Experiment explanation and case study 789

on Comparative and Superlative type 790

question 791

First, as shown by the main accuracy results for 792

each question type in Table 2, both baseline meth- 793
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Question William Morris is religions head in which region that is part of the United Kingdom? (question type: Conjunction)
Reasoning
Logic

Find the intersection of two sets:(1) regions where William Morris serves as the religious head, and (2) regions that are part of the
United Kingdom.

Answer Wales
Reasoning
type

Reasoning Triples Result

Chain T qc,R
1 : [UnName Entity, religion.religious-organization-

leadership.leader, William Morris], [UnName Entity,
religion.religious-organization-leadership.jurisdiction,
Wales],
T qc,R
2 : [Wales, location.location.containedby, United King-

dom]

Step 1: Identify the region where William Morris is a religious head.
According to the retrieved reasoning chains, William Morris is associated
with an unnamed religious entity that has jurisdiction over Wales.
Step 2: Confirm that Wales is part of the United Kingdom. The retrieved
reasoning chains confirm that Wales is contained within the United
Kingdom.

Parallel T qp,R
1 : [William Morris, religion.religious-leader.religious-

leadership, UnName Entity], [Wales, religion.religious-
leadership-jurisdiction.leader, UnName Entity]
T qp,R
2 : [Wales, location.location.containedby, United

Kingdom], [England, location.location.containedby,
United Kingdom], [Northern Ireland, loca-
tion.location.containedby, United Kingdom], [Scotland,
location.location.containedby, United Kingdom]

Step 1: Identify the region where William Morris is a religious head.
based on the retrieved triples, Wales is the region linked to religious
leadership.
Step 2: Identify regions that are part of the United Kingdom. Based on
the retrieved triples, the United Kingdom consists of England, Scotland,
Wales, and Northern Ireland.
Step 3: Combine the information. Since Wales is part of the United
Kingdom and is associated with religious leadership, it is the region
where William Morris is likely the religious head.

Question What location that appointed Mikheil Saakashvili to governmental position is a country in Eastern Europe?
Reasoning
Logic

Find the intersection the following two sets: (1) the countries that appointed Mikheil Saakashvili to governmental position, (2) the
countries in Eastern Europe

Answer Georgia
Reasoning
type

Reasoning Triples Result

Chain Reasoning step 1:
[UnName Entity, government.government-position-
held.appointed-by, Mikheil Saakashvili], [UnName Entity,
government.government-position-held.jurisdiction-of-
office, Georgia]
Reasoning step 2:
[Georgia, location.location.containedby, Eastern Europe]

Step 1: Identify the location that appointed Mikheil Saakashvili to a
governmental position. According to the retrieved reasoning chain, the
jurisdiction of the office held by Mikheil Saakashvili is Georgia.
Step 2: Determine if Georgia is a country in Eastern Europe. According
to the retrieved reasoning chain, Georgia is contained within Eastern
Europe.

Parallel Triple group 1:
[UnName Entity, government.government-position-
held.appointed-by, Mikheil Saakashvili], [UnName Entity,
government.government-position-held.jurisdiction-of-
office, Georgia]
Triple group 2:
[Eastern Europe, location.location.partially-
contains, Atyrau Region], [Eastern Europe,
location.location.partially-contains, Georgia], ...(other
triples)

Step 1: Identify the location that appointed Mikheil Saakashvili to
a governmental position. According to the retrieved triples, Mikheil
Saakashvili was appointed by an unnamed entity, and the jurisdiction of
office is Georgia.
Step 2: Determine the region that is located in Eastern Europe. According
to the retrieved triples, Georgia, the Atyrau Region in Kazakhstan, and
many other regions are geographically located in Eastern Europe.
Step 3: Find the intersection of the two sets. The final answer is Georgia.

Table 4: Case study of Conjunction-type question that can be correctly answered using either chain or parallel
reasoning. "Reasoning Logic" in the table denotes standard reasoning logic for the question.

ods and our PDRR perform significantly worse on794

comparative and superlative questions compared795

to composition and conjunction questions. This796

is due to the higher structural complexity of the797

former two types. As indicated by the canonical798

reasoning logic in Table 1, comparative and su-799

perlative questions require not only the sequential800

reasoning process of chain reasoning, but also the801

ability to handle a larger number of bridge entities,802

as provided by parallel reasoning.803

Nevertheless, we favor using parallel reasoning804

for these two question types, as it enables maxi-805

mal retention of the retrieved bridge entities, which806

are essential for subsequent reasoning steps. In807

contrast, chain reasoning reduces computational808

cost by retaining only one bridge entity at each 809

step, often at the expense of losing key informa- 810

tion. This hypothesis is supported by the results in 811

Figure 4, which show that parallel reasoning out- 812

performs chain reasoning on both comparative and 813

superlative questions. 814

To further validate this, we provide case studies 815

in Table 6. For the comparative question, parallel 816

reasoning successfully retrieves and retains all rel- 817

evant bridge entities (Italy, Lazio, Province of 818

Roma), allowing for accurate comparison and judg- 819

ment in the next step. However, chain reasoning 820

retains only one entity (Italy), losing the other 821

two critical bridge entities. A similar issue arises 822

in the superlative question, where chain reasoning 823

12



Methods All Compo Conju Compa Super
Sentence 63.4 64.1 68.8 30.0 41.0
Triple 66.8 67.3 73.2 34.0 35.9

Table 5: Hits@1 accuracy on the CWQ dataset when
generating answers using the LLM by either directly
inputting the reasoning triples or first converting them
into natural language sentences. The evaluation is con-
ducted on the first 1000 questions.

discards key information, while parallel reasoning824

preserves the complete context.825

In summary, for comparative and superlative826

question types, parallel reasoning is the preferred827

approach when choosing between chain and paral-828

lel reasoning.829

A.2.3 Ablation study830

We aim to investigate whether using triples or nat-831

ural language sentences as input to the LLM in832

the final question answering stage yields better833

performance. As shown in Table 5, directly in-834

putting reasoning triples into the LLM yields higher835

Hits@1 accuracy than converting them into natu-836

ral language. Thus, PDRR adopts triples directly837

without transformation.838

A.2.4 Case Study on Composition and839

Conjunction type question840

We illustrate the answering process with concrete841

examples by analyzing the final retrieved reasoning842

triples. ToG, PDRR (chain), and PDRR (parallel)843

are applied to composition and conjunction ques-844

tions for comparison.845

Composition type question From Table 7, we846

observe that PPDR(C) retrieves triples that strictly847

follow the reasoning logic and successfully derives848

the final answer. In contrast, when using PPDR(P)849

with parallel reasoning, only the first step is com-850

pleted, and the second step leads to logical confu-851

sion. With ToG, although the first step correctly852

identifies the artist as Taylor Swift, the lack of a853

concrete planning process in the second step re-854

sults in selecting relations or entities that merely855

resemble the overall question. As a consequence,856

all relevant triples are pruned, making it impossible857

to answer the question correctly.858

Conjunction type question From Table 8, we859

observe that PPDR(P) retrieves triples that strictly860

follow the reasoning logic and successfully leads861

to the correct answer. In contrast, PPDR with chain862

reasoning falls into logical confusion and fails to863

produce the correct answer, even after multiple 864

reasoning steps. Similarly, ToG also fails to follow 865

the parallel reasoning logic and cannot arrive at the 866

correct answer. 867

A.3 Prompt 868

Table 9and 10 present prompts for question type 869

prediction, question decomposition, relation prun- 870

ing, triple pruning, best chain selection, chain ques- 871

tion answering, parallel question answering, IO, 872

CoT, and PDR (for both chain and parallel question 873

answering). 874

A.4 SPARQL code 875

Table 11 presents four core sparql functions: En- 876

tity Match with Freebase, Head Relation Search, 877

Tail Relation Search, Head Entity Search, and Tail 878

Entity Search. 879
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Question Where with a population once of less than 5732212 is Rome, Italy located?
Type Comparative
Reasoning
Logic

First, identify all regions that contains Roma, and then select those with a population once less than 5732212.

Answer Province of Rome
Reasoning
type

Reasoning Triples Result

Chain Reasoning step 1:
[Rome, location.location.containedby, Italy]
Reasoning step 2:
[Italy, location.location.containedby, Europe]

Step 1: Identify where Rome, Italy, is located. According to the retrieved
reasoning chain, Rome is located in Italy. Additionally, Rome is part of the
Lazio region, which is located on the Italian Peninsula and in Southern Europe.
Step 2: Determine if the location had a population of less than 5,732,212. Based
on the reasoning chain, Italy, Lazio, and the Italian Peninsula have populations
that could meet this criterion at certain points in history. However, the question
does not specify a time frame, so the most relevant answer is the broader
location of Italy.
{Italy}

Parallel Triple group 1:
[Rome, location.location.containedby, Italy], [Rome,
location.location.containedby, Lazio], [Rome, loca-
tion.location.containedby, Province of Rome]

Following the question decomposition triples:
Step 1: Identify where Rome, Italy is located. According to the retrieved triples,
Rome is located in Italy, Lazio, and the Province of Rome.
Step 2: Identify which of these locations had a population of less than 5,732,212.
Since the retrieved triples do not provide population data, I will rely on my
own knowledge. The population of Italy is significantly higher than 5,732,212,
so it does not qualify. Lazio, the region containing Rome, has a population
higher than 5,732,212 as well. However, the Province of Rome (now part of
the Metropolitan City of Rome) had a population of less than 5,732,212 at one
point.
Step 3: Based on this reasoning, the location with a population once less than
5,732,212 where Rome is located is the Province of Rome.
{Province of Rome}

Question Which college attended by Tennessee Williams has the largest population of postgraduates?
Type Superlative
Reasoning
Logic

First, identify all the colleges that Tennessee Williams attended, and then find the one that has the largest number of postgraduates.

Answer University of Iowa
Reasoning
type

Reasoning Triples Result

Chain Reasoning Chain 1:
[UnName_Entity, education.education.student,
Tennessee Williams], [UnName_Entity, ed-
ucation.education.institution, University of
Missouri], [University of Missouri, educa-
tion.educational_institution.campuses, University of
Missouri]
Reasoning Chain 2:
[UnName_Entity, education.education.student,
Tennessee Williams], [UnName_Entity, educa-
tion.education.institution, Washington University
in St. Louis], [Washington University in St. Louis,
education.educational_institution.campuses, Wash-
ington University in St. Louis]

Step 1: Identify the colleges attended by Tennessee Williams. According to the
retrieved reasoning chain, Tennessee Williams attended Washington University
in St. Louis and the University of Missouri.
Step 2: Determine the postgraduate population of each college. The reasoning
chain does not provide explicit information about the postgraduate populations
of these institutions. Using my own knowledge:
- Washington University in St. Louis is known for having a significant postgrad-
uate population due to its strong graduate programs.
- The University of Missouri also has a notable postgraduate population, but it
is generally smaller compared to Washington University in St. Louis.
Step 3: Compare the postgraduate populations of the two colleges. Based on
my knowledge, Washington University in St. Louis has a larger postgraduate
population than the University of Missouri.
{Washington University in St. Louis}

Parallel Triple Groups:
[UnName_Entity, education.education.student,
Tennessee Williams], [UnName_Entity, educa-
tion.education.institution, Washington University in
St. Louis]
[UnName_Entity, education.education.student,
Tennessee Williams], [UnName_Entity, educa-
tion.education.institution, University of Missouri]
[UnName_Entity, education.education.student,
Tennessee Williams], [UnName_Entity, educa-
tion.education.institution, University of Iowa]
[UnName_Entity, education.education.student,
Tennessee Williams], [UnName_Entity, educa-
tion.education.institution, The New School]

Step 1: Identify the colleges attended by Tennessee Williams. According to
the retrieved triples, Tennessee Williams attended Washington University in St.
Louis, University of Missouri, University of Iowa, and The New School.
Step 2: Determine the population of postgraduates for each college. Since
the retrieved triples do not provide this information, I will rely on my own
knowledge:
- Washington University in St. Louis has approximately 7,000 postgraduate
students.
- University of Missouri has approximately 7,000 postgraduate students.
- University of Iowa has approximately 8,000 postgraduate students.
- The New School has approximately 3,000 postgraduate students.
Step 3: Compare the postgraduate populations of these colleges. The University
of Iowa has the largest population of postgraduates.
{University of Iowa}

Table 6: Case study of comparative and superlative type questions. Red-highlighted text indicates incorrect parts.
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Question What movies did the artist that had the concert tour called the Taylor Swift Fears 2009 Tour play in?
Reasoning
Logic

First, identify the artist who had the concert tour called the Taylor Swift Fears 2009 Tour, and then determine which movies this
artist appeared in.

Answer The Lorax
Method Retrieved Triples Result
ToG ["Taylor Swift Fearless 2009 Tour", "music.concert-

tour.artist", "Taylor Swift"]
Prune all other relations during prune phase.

Based on the given knowledge triplet, the artist associated with the Taylor
Swift Fearless 2009 Tour is Taylor Swift. However, the triplet does not provide
information about the movies Taylor Swift has acted in.

PDRR(P) T qp,R
1 : [Taylor Swift Fearless 2009 Tour,

music.concert-tour.artist, Taylor Swift]
T qp,R
2 : [Movies 1, music.recording.artist, Honey]

Step 1: Identify the artist associated with the Taylor Swift Fearless 2009 Tour.
According to the retrieved triples, the artist is Taylor Swift.
Step 2: Identify the movies in which Taylor Swift acted. The retrieved triples
do not provide this information.

PDRR(C) T qc,R
1 : [Taylor Swift Fearless 2009 Tour,

music.concert-tour.artist, Taylor Swift]
T qc,R
2 : [UnName Entity, film.performance.actor, Tay-

lor Swift], [UnName Entity, film.performance.film,
The Lorax]

Step 1: Identify the artist who had the concert tour called the Taylor Swift
Fearless 2009 Tour. According to the retrieved reasoning chain, the artist is
Taylor Swift.
Step 2: Determine the movies Taylor Swift acted in. Based on the retrieved
reasoning chain, Taylor Swift acted in "The Lorax"

Table 7: Case study on handling a Composition-type question using ToG, PPDR with chain reasoning (denoted as
PPDR(C) in the table), and PPDR with parallel reasoning (denoted as PPDR(P)). Red-highlighted text indicates
incorrect parts.

Question What is there to see in Mountain Time Zone near the Grand Canyon?
Reasoning
Logic

Find the intersection of two sets: (1) regions that belong to the Mountain Time Zone, and (2) regions near the Grand Canyon.

Answer Phoenix
Method Retrieved Triples Result
ToG ["Grand Canyon", "location.location.time-zones", "Mountain

Time Zone"], ["Grand Canyon", "travel.tourist-attraction.near-
travel-destination", "Grand Canyon National Park"], ["Grand
Canyon", "travel.tourist-attraction.near-travel-destination", "Lake
Powell"]

Based on the given knowledge triplets, the Grand Canyon is in
the Mountain Time Zone, and nearby travel destinations include
Grand Canyon National Park and Lake Powell. Therefore, the
answer to the question is Grand Canyon National Park and Lake
Powell

PDRR(C) T qc,R
1 : [Grand Canyon, location.location.nearby-airports, Grand

Canyon National Park Airport]
T qc,R
2 : [Grand Canyon National Park Airport, loca-

tion.location.containedby, Coconino County]
T qc,R
3 : [Coconino County, location.location.contains, Grand

Canyon National Park]

Step 1: Identify locations near the Grand Canyon that are in the
Mountain Time Zone. According to the retrieved reasoning chain,
Grand Canyon National Park Airport is near the Grand Canyon.
Step 2: Determine attractions in these locations. Based on my own
knowledge, Grand Canyon National Park contains attractions such
as the Tonto Trail.

PDRR(P) T qp,R
1 : [Colorado, location.location.time-zones, Mountain Time

Zone], [Colorado Springs, location.location.time-zones, Mountain
Time Zone], [Phoenix, location.location.time-zones, Mountain
Time Zone], ... (more than 50 triples)
T qp,R
2 : [Grand Canyon, travel.tourist-attraction.near-travel-

destination, Phoenix], [Grand Canyon, travel.tourist-
attraction.near-travel-destination, Grand Canyon National
Park], [Grand Canyon, travel.tourist-attraction.near-travel-
destination, Lake Powell]

Step 1: Identify attractions located in the Mountain Time Zone.
According to the retrieved triples, there are numerous locations in
the Mountain Time Zone, including Phoenix, Flagstaff, Tucson,
Salt Lake City, Denver, and others.
Step 2: Identify attractions near the Grand Canyon. According to
the retrieved triples, attractions near the Grand Canyon include
Phoenix, Grand Canyon National Park, and Lake Powell.
Step 3: Find the intersection of the two sets. Phoenix is both in
the Mountain Time Zone and near the Grand Canyon.

Table 8: Case study on handling a Conjunction-type question using ToG, PPDR with chain reasoning (denoted as
PPDR(C) in the table), and PPDR with parallel reasoning (denoted as PPDR(P)). Red-highlighted text indicates
incorrect parts.
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Function Prompt few-shot example
Question
type Pre-
diction

Please analyze the following
question and determine its type.
Question Type: 1. Chain Struc-
ture 2. Parallel Structure
Question: {question}
Output the question type with
"{’{question type}’}", and pro-
vide explanation. Do NOT for-
mat into markdown or use head-
ers.

Question: {Who is the coach of the team owned by Steve Bisciotti?}
Answer: The type of this question is {Chain Structure}, the bridge entity is "team". We should first
find the team owned by Steve Bisciotti. And then find the coach of the team.

Question
Decom-
position

Please first determine the rea-
soning process of the question.
Then decompose the question
into triples following the reason-
ing process. Each triple should
contain concise head entity, rela-
tion, and tail entity. The entity
with "#number" is what we need
to find.
Question: {question}
Question Type: {question type}

Question: {Who is the coach of the team owned by Steve Bisciotti?}
Answer: Given the question type is chain structure, the sequence of the triples is important. The
bridge entity is "team". We should first find the team owned by Steve Bisciotti. And then find the
coach of the team.
The output triples are:
{"head": "Steve Bisciotti", "relation": "owns", "tail": "team#1"}, {"head": "team#1", "relation": "is
coached by", "tail": "coach#1"}

Relation
Prune

Please retrieve relations that rela-
tive to the triple and rate their rel-
ative on a scale from 0 to 1 (the
sum of the scores of relations is
1). Do NOT format into mark-
down or use headers.
triple: {triple}
Relations: {relations_text}

Triple: {Van Andel Institute, founded in part by, American businessman#1}
Relations: {1. affiliation 2. country 3. donations 4. educated_at 5. employer 6. headquar-
ters_location 7. legal_form 8. located_in_the_administrative_territorial_entity 9. total_revenue}
Answer:
1. {affiliation (Score: 0.4)}: This relation is relevant because it can provide information about
the individuals or organizations associated with the Van Andel Institute, including the American
businessman who co-founded the Amway Corporation.
2. {donations (Score: 0.3)}: This relation is relevant because it can provide information about the
financial contributions made to the Van Andel Institute, which may include donations from the
American businessman in question.
3. {educated_at (Score: 0.3)}: This relation is relevant because it can provide information about the
educational background of the American businessman, which may have influenced his involvement
in founding the Van Andel Institute.

Triple
Prune

Please identify the triples that are
relevant to the given filter-triple
and rate their relevance on a scale
from 0 to 1 (the sum of the scores
of triples is 1). Do NOT include
irrelevant triples. Do NOT for-
mat into markdown or use head-
ers. You should choose at least 1
triple from the triples.
Filter Triple: {filter_triple}
Triples: {triples_text}

Filter Triple: {Rift Valley Province, is located in, nation#1}
Triples: {1. Rift Valley Province, is located in, Kenya 2. Kenya, location.country.currency_used,
Kenyan shilling 3. San Antonio Spurs, home venue, AT&T Center 4. Rift Valley Province,
is located in, UnName_Entity 5. UnName_Entity, education.education.institution, Castlemont
High School 6. Rift Valley Province, location.contains, Baringo County 7. Rift Valley Province,
location.contained_by, Kenya}
Answer:
1. {Rift Valley Province, is located in, Kenya. (Score: 0.5)}: This triple provides significant
information about Kenya’s location, which relatives to the filter-triple.
2. {Rift Valley Province, location.contained_by, Kenya. (Score: 0.4)}: This triple provides
significant information about Kenya’s location, which relatives to the filter-triple.
3. {Rift Valley Province, location.contains, Baringo County. (Score: 0.1)}: This triple provides
information cannot show us the location of it, so it is irrelevant.

Best
Chain
Selection

Please select the best reason-
ing chain to answer the question
from the following chains:
Reasoning Chains: {reasoning
chain str}
Question: {question}

Reasoning Chains:
chain 1: {Country Nation World Tour, music.concert-tour.artist, Brad Paisley}, {Brad Paisley, owns,
Nashville Predators}
chain 2: {Country Nation World Tour, music.concert-tour.artist, Brad Paisley}, {Brad Paisley,
attended, Belmont University}
chain 3: {Country Nation World Tour, is hold by, Steve Bisciotti}, {Steve Bisciotti, attended,
University of Alabama at Birmingham}
Question: Where did the "Country Nation World Tour" concert artist go to college?
Answer: The best reasoning chain is chain 2: {Country Nation World Tour, music.concert-
tour.artist, Brad Paisley}, {Brad Paisley, attended, Belmont University}. It successfully finds the
bridge entity "artist", which refers to Brad Paisley, the artist of the Country Nation World Tour, and
then finds the college he attended: Belmont University.

Table 9: Prompt List 1. The prompt list includes prompts for question type prediction, question decomposition,
relation pruning, triple pruning, and best chain selection.
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Function Prompt few-shot example
Chain
Question
Answer-
ing

Given a question and the associated information, you
are asked to answer the question using the retrieved
reasoning chain and your own knowledge. Please
think setep by step and follow the Question Decom-
position Triples carefully. Do NOT output answer
without reasoning steps. Do NOT format into mark-
down or use headers. At the end, output the final
answer in this format: "{’{answer}’}"
Question: {question}
Question Decomposition Triples: {question decom-
position triples str} Retrieved Reasoning Chain:
{best reasoning chain str}

Question: {Rift Valley Province is located in a nation that uses which form of
currency?}
Question Decomposition Triples: {Rift Valley Province, is located in, na-
tion#1}, {nation#1, uses currency, currency#1}
Retrieved Reasoning Chain: {Rift Valley Province, loca-
tion.administrative_division.country, Kenya}, {Kenya, loca-
tion.country.currency_used, Kenyan shilling}
Answer: Following the question decomposition triples:
Step 1: Identify the nation in which Rift Valley Province is located. According
to the retrieved reasoning chain, Rift Valley Province is located in Kenya.
Step 2: Determine the currency used by Kenya. The retrieved reasoning chain
indicates that Kenya uses the Kenyan shilling.
{Kenyan shilling}

Parallel
Question
Answer-
ing

Given a question and the associated information,
you are asked to answer the question with these Re-
trieved Triples and your own knowledge. Please think
setep by step and follow the Question Decomposition
Triples carefully. Do NOT output answer without
reasoning steps. Do NOT format into markdown or
use headers. At the end, output the final answer in
this format: "{’{answer}’}".
Question: question
Question Decomposition Triples: question decompo-
sition triples str
Retrieved Triples: formatted triples

Question: {What country bordering France contains an airport that serves
Nijmegen?}
Question Decomposition Triples: {country#1, borders, France}, {country#1,
contains an airport that serves, Nijmegen}
Retrieved Triples:
{{{Belgium, borders, France}, {Germany, borders, France}, {Italy, borders,
France}, {Switzerland, borders, France}},
{{Germany, contains an airport that serves, Nijmegen}, {Netherlands, contains
an airport that serves, Nijmegen}}}
Answer: Following the question decomposition Triples:
Step 1: Identify the country that borders France. According to the retrieved
triples, the country are Belgium, Germany, Italy, and Switzerland.
Step 2: Identify the country that contains an airport that serves Nijmegen.
According to the retrieved triples, the country is Netherlands.
Step 3: Find the intersection of the two sets, which is Germany.
{Germany}

IO Please answer the question, and output the answer in
this format: "{’{answer}’}". Do NOT format into
markdown or use headers
Question: {question}

Question: {What state is home to the university that is represented in sports by
George Washington Colonials men’s basketball?}
Answer: {Washington, D.C.}

COT Please think setep by step and answer the question.
Output the answer in this format: "{’{answer}’}".
Do NOT format into markdown or use headers
Question: {question}

Question: {What state is home to the university that is represented in sports by
George Washington Colonials men’s basketball?}
Answer: First, the education institution has a sports team named George
Washington Colonials men’s basketball in is George Washington University ,
Second, George Washington University is in Washington D.C. The answer is
{Washington, D.C.}.

PDR
(Chain
question
answer-
ing)

Answer the question using the provided decompo-
sition triples and your own knowledge. Think step
by step, and strictly follow the triples. Do not skip
reasoning, use markdown or headers. At the end,
output the final answer as: "{’{answer}’}".
Question: {question}
Question Decomposition Triples: {question decom-
position triples str}

Question: {Where did the "Country Nation World Tour" concert artist go to
college?}
Question Decomposition Triples: {{Country Nation World Tour, is concert tour
by, artist#1}, {artist#1, attended, college#1}}
Answer: Following the question decomposition triples:
Step 1: Identify the artist of the "Country Nation World Tour" concert. Based
on my knowledge, the artist is Brad Paisley.
Step 2: Determine the college that Brad Paisley attended. Based on my knowl-
edge, he attended Belmont University.
{Belmont University}

PDR
(Parallel
question
answer-
ing)

Answer the question using the provided decompo-
sition triples and your own knowledge. Think step
by step, and strictly follow the triples. Do not skip
reasoning, use markdown or headers. At the end,
output the final answer as: "{’{answer}’}".
Question: {question}
Question Decomposition Triples: {question decom-
position triples str}

Question: {What country bordering France contains an airport that serves
Nijmegen?}
Question Decomposition Triples: {{country#1, borders, France}, {country#1,
contains an airport that serves, Nijmegen}}
Answer: Following the question decomposition Triples:
Step 1: Identify the country that borders France. Based on my own knowledge,
the country are Belgium, Germany, Italy, and Switzerland.
Step 2: Identify the country that contains an airport that serves Nijmegen. Based
on my knowledge, the country which contains an airport that serves Nijmegen
are Germany and Netherlands.
Step 3: Find the intersection of the two sets, which is Germany.
{Germany}

Table 10: Prompt List 2. The prompt list includes prompts for chain question answering, parallel question answering,
IO, COT, PDR(chain question answering), PDR(parallel question answering).
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Function Sparql code
Entity Match with Freebase: Given the entity string men-
tioned in text, use fuzzy matching to directly search for the
corresponding Freebase entity and its entity ID.

PREFIX ns: <http://rdf.freebase.com/ns/>
SELECT DISTINCT ?entity ?label
WHERE {
?entity ns:type.object.name ?label .
FILTER(LANG(?label) = "en") .
FILTER(bif:contains(?label, "entity_string")) .
}

Head Relation Search: Retrieve all relations where the
head entity is the subject.

PREFIX ns: <http://rdf.freebase.com/ns/>
SELECT ?relation
WHERE {
ns:head_entity_id ?relation ?x .
}

Tail Relation Search: Retrieve all relations where the tail
entity is the object.

PREFIX ns: <http://rdf.freebase.com/ns/>
SELECT ?relation
WHERE {
?x ?relation ns:tail_entity_id .
}

Head Entity Search: Given a tail entity and the relations
where it serves as the object, retrieve all corresponding head
entities.

PREFIX ns: <http://rdf.freebase.com/ns/>
SELECT ?headEntity
WHERE {
?headEntity ns:relation ns:tail_entity_id .
}

Tail Entity Search: Given a head entity and the relations
where it serves as the subject, retrieve all corresponding tail
entities.

PREFIX ns: <http://rdf.freebase.com/ns/>
SELECT ?tailEntity
WHERE {
ns:head_entity_id ns:relation ?tailEntity .
}

Table 11: SPARQL Code for PDRR. This table presents four core functions: Entity Match with Freebase, Head
Relation Search, Tail Relation Search, Head Entity Search, and Tail Entity Search. Inputs to each function are
highlighted in red, and the outputs represent the desired search results.
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