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Abstract

An edit summary is a succinct comment writ-001
ten by a Wikipedia editor explaining the na-002
ture of, and reasons for, an edit to a Wikipedia003
page. Edit summaries are crucial for maintain-004
ing the encyclopedia: they are the first thing005
seen by content moderators and they help them006
decide whether to accept or reject an edit. Ad-007
ditionally, edit summaries constitute a valuable008
data source for researchers. Unfortunately, as009
we show, for many edits, summaries are ei-010
ther missing or incomplete. To overcome this011
problem and help editors write useful edit sum-012
maries, we propose a model for recommend-013
ing edit summaries generated by a language014
model trained to produce good edit summaries015
given the representation of an edit diff. To over-016
come the challenges of mixed-quality training017
data and efficiency requirements imposed by018
the scale of Wikipedia, we fine-tune a small019
generative language model on a curated mix020
of human and synthetic data. Our model per-021
forms on par with human editors. Commercial022
large language models are able to solve this023
task better than human editors, but are not well024
suited for Wikipedia, while open-source ones025
fail on this task. More broadly, we showcase026
how language modeling technology can be used027
to support humans in maintaining one of the028
largest and most visible projects on the Web.029

1 Introduction030

Wikipedia is the largest online encyclopedia, hous-031

ing 60 million articles in over 300 languages, with032

the English Wikipedia alone featuring 6.7 million033

entries. It is edited collaboratively, meaning that034

anyone can be an editor to most of the articles, re-035

sulting in massive numbers of edits performed con-036

tinuously; e.g., on English Wikipedia alone, over 3037

million edits are performed each month (Wikipedia,038

2024d). When performing an edit, the editor can039

leave an edit summary (example in Fig. 1), a short040

comment explaining the content of the edit and,041

Figure 1: An example of an edit diff. The + and – signs
denote the text that was added and removed, respectively.
The edit summary is the text in green in the screenshot.

sometimes, a reason why the edit was performed. 042

It is often the first source of information about an 043

edit that editors see when browsing edit histories 044

for content moderation or other purposes and is an 045

opportunity for an editor to justify their changes. 046

Edit summaries are also valuable to researchers. 047

They provide important insights into editor roles 048

and actions on Wikipedia (Geiger and Ribes, 2010; 049

Arazy et al., 2016; Wattenberg et al., 2007). They 050

are used for building datasets for various purposes, 051

such as the detection of low-quality Wikipedia con- 052

tent (Asthana et al., 2021) or detecting conflicts 053

(Sumi et al., 2011). Edits and edit summaries have 054

also been used to build datasets for iterative text 055

generation, due to their incremental nature (Schick 056

et al., 2022; Faltings et al., 2021). 057

Despite being a valuable asset, edit summaries 058

have a number of drawbacks that prevent them 059

from being used more efficiently. Many users leave 060

them blank when performing an edit. Even when 061

provided, summaries can be misleading—and not 062

necessarily deliberately (as opposed to vandalism). 063

Some editors also use canned edit summaries (Wi- 064

kipedia, 2024b), to quickly insert commonly used 065

summaries in the current Wikipedia space. For in- 066

stance, these can be edit summaries such as “Added 067

links” or “Fixed typo”. They are not intentionally 068

misleading, but frequently do not reflect the content 069

of the edit precisely. Although it is hard to miti- 070
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gate the effects of vandalism on edit summaries,071

our analyses show that a large fraction of edits072

would benefit from a more specific, tailored sum-073

mary. This is currently an unexplored area within074

research, with no previous attempts to automati-075

cally generate Wikipedia edit summaries. Given076

their performance on text generating tasks, genera-077

tive language models arise as a promising solution.078

Generating Wikipedia edit summaries is a tricky079

problem for several reasons. Although blank edit080

summaries are easy to detect, there are no estab-081

lished heuristics for determining whether an edit082

summary is a good description of its edit or not.083

This can lead to mixed-quality data for training084

a model, and, consequently, poor performance at085

deployment time. Furthermore, edit summaries086

should ideally explain why the edit was performed,087

along with what was changed, which often requires088

external context. From an engineering perspective,089

it is also not trivial to design an appropriate prompt090

for this task, in particular because most generative091

models work with a small context size. Finally,092

even though LLMs are promising candidates for093

automatic edit summary generation in theory, plat-094

forms like Wikipedia often have guiding principles095

which limit them to the usage of open-source tech-096

nology (Wikimedia, 2024b), which limits their use097

of commercial LLMs such as OpenAI models.098

In this paper, we perform a detailed qualitative099

analysis of edit summaries, uncovering some of the100

drawbacks of human-written ones. We show that101

this task can be solved with LLMs. Based on these102

results, we carefully select a high-quality subset of103

edits and edit summaries. For a subset of the edits104

lacking summaries, we generate edit summaries105

using an LLM. Due to efficiency and input-size106

constraints, we then fine-tune a range of smaller107

generative language models with longer context108

size, built on LongT5 (Guo et al., 2022), which109

we call Edisum. We use mix of editor-provided110

and synthetic data, using a representation of edit111

diffs as inputs. This approach balances providing112

sufficient context for most edits while remaining113

scalable for platforms like Wikipedia.114

Results. We compare our solution to two baselines,115

human editors1 and the far more resource-heavy116

LLMs (GPT-4, GPT-3.5 and Llama 3 8B), via both117

automatic and human evaluation. Our results indi-118

1We envision that our model could provide a recommended
edit summary to human editors, simplifying the process of
writing it and encouraging uptake.

cate that commercial LLMs (GPT-4 and GPT-3.5) 119

outperform both open-source LLM (Llama 3 8B) 120

and human editors, while Edisum trained on syn- 121

thetic data matches human editors’ performance, 122

offering an ideal solution for a large-scale applica- 123

tion on Wikipedia. 124

Contributions. In short, our contributions are the 125

following: 126

(i) We perform a comprehensive qualitative anal- 127

ysis of the existing Wikipedia edit summaries, 128

which shows that many existing edit summaries 129

have hard-to-detect flaws. 130

(ii) We show that edit summary generation is 131

solvable using high-performance LLMs. 132

(iii) We show that Edisum, which is, to the best 133

of our knowledge, the first solution to automate 134

the generation of highly-contextual Wikipedia edit 135

summaries at large scale, achieves performance 136

similar to the human editors 137

(iv) We release the dataset consisting of cleaned 138

edit summaries and synthetically generated data 139

for future research. The code can be found at 140

[anonymous]. 141

2 Related work 142

Wikipedia edit summaries. Edit summaries play 143

an important role on Wikipedia in helping pa- 144

trollers quickly monitor edits for vandalism or oth- 145

erwise problematic edits (Wikimedia, 2024a). They 146

are simpler and easier to scan than the edit diffs, 147

and thus are important for enabling fast patrolling 148

of content on Wikipedia (Morgan, 2019). Despite 149

this, we are not aware of work that focuses on help- 150

ing editors to improve edit summaries. 151

One related task that was studied more is git 152

commit message generation. While this area is well 153

studies, with many rule-based approaches (Buse 154

and Weimer, 2010; Cortes et al., 2014), retrieval 155

approaches (Huang et al., 2020), learning-based 156

approaches (Jung, 2021; Nie et al., 2021; Loyola 157

et al., 2017), or even an attempt to solve the task 158

with LLMs (Lopes et al., 2024), the difference lies 159

in the data. Code and textual data have many differ- 160

ences, with the most notable one for our problem 161

being the lack of highly structured text that exists 162

in the code. Wikipedia edits and edit summaries 163

have also higher variety in the topics they cover, as 164

well as style they are written with. 165

Edit summaries have been used extensively, how- 166

ever, to understand and model behavior on Wikipe- 167

dia. Researchers who utilize edit summaries occa- 168
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sionally comment on anecdotal patterns in usage,169

but descriptive statistics are minimal. Panciera et al.170

(2009) describe the usage of links to Wikipedia pol-171

icy pages in edit summaries, showing that the like-172

lihood of invoking a policy increases with editor173

experience. Wattenberg et al. (2007) convert edit174

summaries into colors to visualize how different175

editors approach tasks on Wikipedia and Geiger176

and Ribes (2011) describe the importance of edit177

summaries in tracing activity on Wikipedia for un-178

derstanding bots and vandalism, while Stvilia et al.179

(2008) point out that edit summaries are often blank180

or misleading, rendering them less useful. Multi-181

ple works (Yang et al., 2017; Pavalanathan et al.,182

2018; Asthana et al., 2021) construct datasets of183

edits for training models by filtering edits based on184

certain keywords in the edit summaries. Notably,185

Yang et al. (2017) classify edits based on their in-186

tention, including labels commonly found in edit187

summaries, such as “clarification”. In contrast to188

their multi-label classification method, we opt for a189

more flexible generative language model approach.190

Synthetic data generation. Early approaches us-191

ing generative models to produce synthetic data192

focused on finetuning a pretrained model which is193

then used as a generator (Anaby-Tavor et al., 2020;194

Papanikolaou and Pierleoni, 2020; Mohapatra et al.,195

2020; Kumar et al., 2020). This requires an existing196

dataset for finetuning the generator. Recently, the197

focus has shifted on unsupervised methods for syn-198

thetic data generation using pretrained language199

models (PLMs). These methods do not require200

lengthy and expensive labeling. One such example201

is the work by Wang et al. (2021), in which they202

generate synthetic labels by using only unlabeled203

examples sent to the LLM. There have been sev-204

eral attempts to generate data for different natural205

language processing (NLP) tasks by carefully de-206

signing prompts to the PLMs. This includes work207

by Ye et al. (2022) and Gao et al. (2022) in which208

they evaluate this procedure on text classification,209

question answering, and natural language inference210

tasks. Similarly, Meng et al. (2022) do this for211

GLUE (Wang et al., 2018) tasks. There have been212

successful attempts to use synthetic data generated213

in this way for intent classification (Sahu et al.,214

2022), and question answering (Li et al., 2022).215

There are also examples of synthetic data gener-216

ation for more tailored purposes. Shao et al. (2023)217

use the synthetic data as demonstrations to improve218

the propmting of LLMs. Additionally, synthetic219

data has been used to solve tasks that LLMs can- 220

not directly solve, such as closed information ex- 221

traction (Josifoski et al., 2023). Our task is not a 222

standard NLP task, such as text classification or 223

summarization, but can still be seen as a text gen- 224

eration task. As such, it is likely that LLMs can 225

solve it with careful prompting, enabling synthetic 226

data generation for training a more efficient system 227

suitable for large-scale use. 228

3 Qualitative analysis of Wikipedia edit 229

summaries 230

Given the dearth of data on the nature and qual- 231

ity of edit summaries on Wikipedia, we perform 232

qualitative coding to guide our modeling decisions. 233

Specifically, we analyze a sample of 100 random 234

edits made in August 2023 to English Wikipedia 235

stratified among a diverse set of editor expertise 236

levels. Two of the authors each coded all 100 sum- 237

maries and we report the results in Table 1. Since 238

there were only two coders, we report the range for 239

each category instead of the majority label. The 240

lower bound indicates both annotators marked the 241

category, and the upper bound indicates at least 242

one did. Edit summaries were coded by following 243

criteria set by the English Wikipedia community 244

(Wikimedia, 2024a) (see Table 1). For more details 245

on the annotation process, see Appendix A. 246

Overall, we see a relatively high annotator agree- 247

ment. Lower Cohen’s kappa for some categories 248

indicates that these judgements can be difficult and 249

highly subjective. The vast majority (∼80%) of 250

current edit summaries focus on “what” of the 251

edit, with only 30–40% addressing the “why”. 252

This aligns with the raters’ judgement of what a 253

language model can generate from the edit diff 254

alone (see columns ”Generate-able (what)“ and 255

”Generate-able (why)“ in Table 1). Accurately de- 256

scribing the “why” requires external context that 257

the model lacks, such as information about sources 258

added or world events. 259

A sizeable minority (∼35%) of edit summaries 260

were labeled as “misleading”, generally due to 261

overly vague summaries or summaries that only 262

mention part of the edit. This makes training on 263

this data challenging. Almost no edit summaries 264

are inappropriate, likely because highly inappropri- 265

ate edit summaries would be deleted (Wikipedia, 266

2024c) by administrators and not appear in our da- 267

taset. This suggests that it is unlikely for a model 268

trained on edit summaries to learn to suggest in- 269
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Metric Summary (what) Explain (why) Misleading Inappropriate Generate-able (what) Generate-able (why)

Description Attempts to describe what
the edit did. For example,
“added links”

Attempts to describe why
the edit was made. For exam-
ple, “Edited for brevity and
easier reading”.

Overly vague or misleading per En-
glish Wikipedia guidance. For ex-
ample, “updated” without explaining
what was updated is too vague.

Could be perceived as inap-
propriate or uncivil per En-
glish Wikipedia guidance.

Could a language model fea-
sibly describe the “what” of
this edit based solely on the
edit diff.

Could a language model fea-
sibly describe the “why” of
this edit based solely on the
edit diff.

% Agreement 0.89 0.8 0.77 0.98 0.97 0.8
Cohen’s Kappa 0.65 0.57 0.50 -0.01 0.39 0.32
Overall (n=100) 0.75 - 0.86 0.26 - 0.46 0.23 - 0.46 0.00 - 0.02 0.96 - 0.99 0.08 - 0.28

IP editors (n=25) 0.76 - 0.88 0.20 - 0.44 0.40 - 0.64 0.00 - 0.08 0.92 - 0.96 0.04 - 0.16
Newcomers (n=25) 0.76 - 0.84 0.36 - 0.48 0.24 - 0.52 0.00 - 0.00 0.92 - 1.00 0.12 - 0.20
Mid-experienced (n=25) 0.76 - 0.88 0.28 - 0.52 0.16 - 0.36 0.00 - 0.00 1.00 - 1.00 0.08 - 0.28
Experienced (n=25) 0.72 - 0.84 0.20 - 0.40 0.12 - 0.32 0.00 - 0.00 1.00 - 1.00 0.08 - 0.48

Table 1: Statistics on agreement for qualitative coding for each facet and the proportion of how many edit summaries
met each criteria. Ranges are a lower bound (both of the coders marked an edit) and an upper bound (at least one of
the coders marked an edit). The majority of summaries are expressing only what was done in the edit, which we
also expect a language model to do. A significant portion of edits is of low quality, i.e., misleading.

appropriate summaries and thus we do no further270

filtering of summaries for inappropriate language.271

4 Method272

4.1 Synthetic data generation273

From the analysis in Sec. 3, we notice there is a con-274

siderable number of lower quality edits, which are275

not easily detectable. At the same time, as LLMs276

perform well for a wide variety of tasks, often in277

a few-shot setting, we expect them to generate a278

good quality edit summary after some prompt tun-279

ing for majority of the edits, including what was280

done, but also why the edit was performed when281

obvious from the context. Our initial exploration282

on GPT-4 and GPT-3.5 confirms these assumptions.283

Our idea is not to just prompt LLMs to solve the284

task, but to rather generate synthetic data which285

will be used to tune a more efficient model.286

LLM. After experimenting with available OpenAI287

models (OpenAI, 2024), we opt for gpt-3.5-turbo288

model with 4k token context as a good compromise289

between price and quality of the results. This model290

is optimized for the dialogue setting. We prompt291

it by sending the explanation of what an edit sum-292

mary is as a system prompt, while the demonstra-293

tions are presented as alternating dialogue turns by294

the user (edit diff) and the model (edit summary).295

Generating useful synthetic training data re-296

quires an LLM that can already solve the task of297

automated edit summary generation—the very task298

we set out to solve—, which might seem to defeat299

the purpose of this paper. We hence emphasize that300

commercial LLMs are not well suited for this task,301

as they do not follow the open-source guidelines set302

by Wikipedia (Wikimedia, 2024b). In addition, we303

envision this model as an assistant to the editors,304

meaning that it should run virtually in real-time.305

Given the low number of GPUs Wikipedia has ac-306

cess to (Wikitech, 2024), ideally, our model should307

be fairly small to fulfil the real-time constraints.308

Prompt construction. We settle on the five-shot 309

setting, instructing the LLM to only explain what 310

was done in the edit, as the reason why the edit 311

was performed is often too difficult to infer from 312

the context. Nonetheless, we observe that LLMs 313

often generate the reason organically where it is 314

appropriate.2 The examples of edits with good 315

summaries, represented with the edit diff between 316

the revision immediately before vs. after the edit, 317

are used as demonstrations (see Fig. 1). The edit 318

diff is much shorter than the full revisions, which 319

makes it easier to fit our prompt into the length 320

constraints imposed by the LLM. Additionally, the 321

edit diff provides rich information about what was 322

performed during the edit, omitting a large amount 323

of text that was irrelevant for the edit. For more 324

details on the prompt tuning and quality check of 325

generated data, see Appendix C. 326

4.2 Data cleaning and collection 327

We filter Wikipedia data for training the models 328

with two aspects in mind. First, edit summaries 329

for certain types of edits are trivial. For exam- 330

ple, HotCat, a tool that many editors use to change 331

categories on a page, automatically generates rea- 332

sonable summaries via heuristics (e.g. “added Cate- 333

gory:Shoegazing musical groups using HotCat”,3). 334

Based on this, we focus on edits altering the text of 335

the article, where heuristics struggle and a language 336

model would be well-suited. Second, existing edit 337

summaries are of mixed quality, which is reflected 338

in the qualitative coding described in Section 3. 339

This is most salient in IP editors, and, to a lesser 340

degree, new editors. In this context, we exclude the 341

following edits: 342

2For instance, for the edit https://en.wikipedia.org/
w/index.php?diff=1172890678 GPT-4 will generate “Re-
moved unnecessary quotation marks around the name Clau-
dia.”, hinting that the edit was performed because the quotation
marks were unnecessary.

3https://en.wikipedia.org/w/index.php?diff=
1033805631
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(i) Edits which did not change, insert, or re-343

move at least one sentence in the article.344

(ii) Edits with auto-generated summaries by345

Mediawiki software (Wikipedia, 2024a).346

(iii) Edits made by bots, which often have very347

good edit summaries, but it is not useful to have348

a language model learn edit summaries that have349

already been hard-coded into a bot.350

(iv) Reverted edits, as many of them are vandal-351

ism and unlikely to have a useful summary.352

(v) Edits that made the revert to previous edits,353

as these often talk about reason why the revert was354

performed. These reasons are usually external and355

are not easy to infer from the edit diff, and thus are356

difficult to be generated by a language model.357

(vi) Edits with blank edit summaries, as all358

edits should have a basic edit summary. Many edits359

have an indicator of which section of the article360

they affected, which we removed from all edits as361

well, so it does not affect our checking of whether362

the summary is blank.363

We also annotate the edit summaries with the364

various metadata (e.g. length) to enable further365

filtering or balancing of our edit summary sample366

(see Appendix B).367

4.3 Model368

Since 4.6% of our data requires input size longer369

than 512 tokens used by standard small generative370

models (Chung et al., 2022; Lewis et al., 2019), as371

the model to finetune, we use LongT5 (Guo et al.,372

2022), which has the ability to work with longer373

context windows. We denote each finetuned model374

as Edisum[S%], where S is a percentage of syn-375

thetic data in the training set. We intentionally use376

a very small model, because of limitations of Wi-377

kipedia’s infrastructure. In particular, Wikipedia378

does not have access to many GPUs on which we379

could deploy big models (Wikitech, 2024), mean-380

ing that we have to focus on the ones that can run381

effectively on CPUs. Note that this task requires a382

model running virtually in real-time, as edit sum-383

maries should be created when edit is performed,384

and cannot be precalculated to decrease the latency.385

Models of similar size have already been success-386

fully implemented in Wikipedia applications. For387

details on implementation, see Appendix E.388

Because this is an unexplored area, with no pre-389

vious attempts to automatize the generation of Wi-390

kipedia edit summaries, there is no apparent base-391

line to compare against. We thus directly compare392

our method to the actual ground-truth data: edit393

summaries written by Wikipedia editors. In addi- 394

tion to that, we evaluate how close our model is 395

to LLMs. We evaluate GPT-4 and GPT-3.5, which 396

we used to generate synthetic data. Additionally, 397

we evaluate an open-source alternative LLM of a 398

reasonable size, Llama 3 8B (AI@Meta, 2024). We 399

ran all LLMs on 500 randomly chosen edits from 400

the test data and they were all prompted with the 401

same prompt used for synthetic data generation, 402

and with the generation parameters from Table 3. 403

5 Experimental setup 404

5.1 Data 405

We use edits made in August 2023 to articles on 406

English Wikipedia. This includes over 500K edits 407

without a summary, from which we randomly take 408

100k edits to generate synthetic data. After the ini- 409

tial filtering from Sec. 4.2, we are left with ∼600K 410

edits. We additionally limit the data by filtering ed- 411

its with summaries longer than 200 and shorter than 412

5 characters. We leave out edits from the editors 413

who have made less than 30 edits and keep at most 414

3 edits with the same summary to enforce diversity. 415

This leaves us with ∼127K samples. For exper- 416

iments, we combine data obtained in both ways: 417

from existing Wikipedia edit summaries, and by 418

generating synthetic data. We use in total 100K 419

samples for training, and 10K for validation. The 420

rest is used for testing (∼17K samples). 421

We run experiments with 5 different proportions 422

of synthetic data in the training set (0%, 25%, 50%, 423

75%, 100%), by choosing the synthetic and human 424

editor’s data randomly from the collected datasets. 425

As input to the model, we use the edit diff between 426

the two revisions of the article in question to keep 427

the input short while preserving the most important 428

information. We extract the difference and repre- 429

sent the input in the same manner as in Sec. 4.1. To 430

separate the text from the old and the new revision, 431

we use <old_text> and <new_text> prefixes. Each 432

sentence is separated by <sent_sep> prefix. We 433

filter out data points with inputs longer than 1,024 434

tokens for convenience (only 2.3% of our data is 435

longer than that). As the output, we use the (human- 436

or synthetically generated) edit summary. For an 437

example of the constructed input, see Appendix D. 438

5.2 Evaluation 439

We perform a twofold evaluation: (1) a cheap and 440

fast-to-conduct automatic evaluation in which we 441

compare auto-generated summaries to the human- 442
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written ones (ground truth); and (2) an expensive443

and slower-to-conduct human evaluation, where444

human raters compare auto-generated to human-445

written edit summaries. In the former case, the446

best a model can do is reproduce a human-written447

summary, whereas in the latter case, a model can448

in principle outperform humans on this task.449

Automatic evaluation. For automatic evaluation,450

we use MoverScore (Zhao et al., 2019), designed451

for measuring the semantic similarity between two452

texts. It takes values from 0 to 1 (larger is bet-453

ter), and correlates better with human judgement454

than token-matching metrics such as BLEU (Pa-455

pineni et al., 2002) or ROUGE (Lin, 2004). This456

is especially important in settings similar to ours,457

where many good outputs with different phrasing458

may be equally appropriate. To evaluate a single459

Edisum model or a single LLM, for each edit, we460

take edit diff, generate the automatic summary with461

it, and calculate the MoverScore by comparing it462

to the existing summary. We obtain the measure of463

quality for the current Edisum model by averaging464

this measure over the whole dataset. For a refer-465

ence, we also provide ROUGE and BERT scores466

obtained in the same way in Appendix J.467

Human evaluation. Although data cleaning in-468

creases the overall quality of the edit summaries469

we consider, some of them are still misleading470

or incorrect, as we do not have a good heuristic471

to detect this. Yet, MoverScores are obtained by472

comparing to those existing edit summaries, which473

can result in scores that have little to no mean-474

ing. To surpass this limitation, we perform a hu-475

man evaluation. We compare our best-performing476

model according to the MoverScore (cf. Sec. 6.1),477

Edisum[100%] (trained fully on synthetic data),478

with summaries written by editors and GPT-4 (high-479

est performing model from Sec. 6.1). To inspect the480

effect of synthetic data on training, we also evaluate481

Edisum[0%], trained only on existing data.482

We randomly select 100 samples from the testing483

dataset to perform this evaluation, from which we484

discard one sample without a good edit summary485

option. Each sample corresponds to a Wikipedia486

edit, and is associated with a web page of the edit487

diff between two revisions4. For each sample, an-488

notators are presented with four edit summaries489

in random order, to prevent bias: ground truth,490

4e.g., https://en.wikipedia.org/w/index.php?
title=Albert_Einstein&diff=prev&oldid=1177682587;
see Fig. 1 for a visual example

Edisum[100%], Edisum[0%], and GPT-4 summary. 491

They are asked to choose the best and the worst 492

summary, because it is often difficult to rank all 493

four summaries, as some of them are very similar 494

or convey the exact same information, in which 495

case the preference would only come down to the 496

style of the summary (see Table 4 for examples). 497

The task can be seen as ranking with ties, where 498

the two summaries that were not chosen as neither 499

are tied for the second place. Since this is not a 500

simple task, to ensure high-quality results, instead 501

of relying on the crowdsourcing platforms, we re- 502

cruited 3 MSc students to perform the annotation. 503

Conflicts were resolved by one of the authors of 504

the paper. To measure the agreement between the 505

annotators, we report Kendall rank correlation coef- 506

ficient (Kendall’s τ ) between each pair of them. As 507

our annotation task can be seen as a ranking task, 508

we choose this as a suitable measure. For more 509

details on annotation task, see Appendix G. 510

6 Results 511
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Figure 2: Results of Edisum evaluation with Mover-
Score. Error bars are 95% confidence intervals (CIs).
GPT-4 and GPT-3.5 perform better than Edisum, with
the average MoverScore of 0.724 and 0.722, respec-
tively. We do not show the performance of GPT-4 and
GPT-3.5 credibly on y-axis for convenience, as their
performance is susbstantially higher than for the other
models. Note that both of these are shown as a dot on
the plot, as there is no notion of the percentage of syn-
thetic data in the training set for these models.

6.1 Automatic evaluation 512

In Fig. 2, we present the results of automatic evalu- 513

ation. Performance of all Edisum models is decent, 514

according to the MoverScore. Edisum[0%] per- 515

forms worse than the models with some fraction 516

of synthetic data, in particular Edisum[75%] and 517

6
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Figure 3: Results of human evaluation. Left: % of
time summaries from each method are chosen as the
best. Right: % of time summaries from each method
are chosen as the worst. Error bars are 95% confidence
intervals (CIs).

Edisum[100%], for which this difference is also sta-518

tistically significant. This confirms our assumption519

that synthetic data is a useful asset when tackling520

the task of edit summary generation. One might be521

surprised that a fully-synthetic training set results522

in higher score when comparing to the existing data523

than the training set with only existing data, but this524

is not unexpected. Existing data has more struc-525

tural variety and features various Wikipedia tags,526

which can be hard for a language model to pick527

up. Synthetic data might not have the same sur-528

face form as the existing data, but it expresses the529

key information about the edit while maintaining530

simpler structure, making it easier to train on.531

When it comes to LLMs, as anticipated, the re-532

sults show that commercial ones effectively solve533

this task, achieving scores higher than any of the534

Edisum models. The difference between GPT-4535

and GPT-3.5 is small. We suspect this happens536

because we did not tune the prompt or generation537

parameters specifically to GPT-4. Further tuning538

can only improve the results, confirming the use-539

fulness of these LLMs. On the other hand, the540

open-source LLM, Llama 3 8B, underperforms541

even when compared to the finetuned Edisum mod-542

els. Given the limitations Wikipedia has on using543

only open-source software and their low perfor-544

mance on this task, as well as the need for this545

model to be fast and efficient, it is essential to have546

a smaller model that can do a decent job. This ap-547

proach would also lower the costs of running such548

a system. For similar applications without such549

constraints, GPT-4 would be a reasonable option.550

6.2 Human evaluation551

Recall that in the human evaluation, for each edit,552

raters were asked to pick the best and the worst553

one out of four summaries, each generated by554

one of four methods: human editors, Edisum[0%],555

Edisum[100%], and GPT-4. The four candidate556
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Figure 4: Average aggregated scores of human evalua-
tion. Each method was scored with 1 point for winning,
0 points for losing, and 0.5 for neither winning nor los-
ing. Error bars are 95% confidence intervals (CIs).

summaries for each edit were evaluated by three in- 557

dependent raters. Inter-rater agreement, measured 558

in terms of Kendall’s τ , was 0.588, 0.556, and 559

0.562 for the three pairs of raters, indicating a rela- 560

tively strong positive agreement among the raters. 561

In Fig. 3, we report the wins and losses separately. 562

The left and right subfigure show the percentage 563

of edits for which each method was chosen as the 564

best and worst, respectively. GPT-4 is chosen the 565

most often as the best model and the least often as 566

the worst, while Edisum[0%] is the opposite. More 567

importantly, the human editors and Edisum[100%] 568

are tied on a middle ground, with the editors being 569

chosen slightly more often as the best, but also as 570

the worst, compared to Edisum[100%]. 571

Since we did not let annotators compare the 572

two middle options, to confirm our analysis, we 573

fit a Plackett-Luce model, a generalization of the 574

Bradley-Terry model (Bradley and Terry, 1952), 575

intended to model ranking data (with the ability to 576

handle ties, as in our setting). Briefly, this model 577

assumes that there is a latent utility parameter asso- 578

ciated with each option (in our case each method) 579

and infers a maximum likelihood estimate from 580

the empirically observed rankings (one ranking per 581

human labeled data point). The higher the utility, 582

the more preferred the option is. The results are 583

presented in Appendix H, and they show no statisti- 584

cally significant difference between Edisum[100%] 585

and editors. Moveover, we consider specifically 586

those rankings where Edisum[100%] and human 587

data are not tied (46 out of 99 samples). Edisum 588

ranked higher 22 out of the 46 samples (vs. 24 for 589

editors). This difference is not statistically signifi- 590

cant (we ran a binomial test, with p-val = 0.883). 591

To compute a single performance score per 592

method, we awarded a method a score of 1 if it 593
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What Why
Method Correct No change Not specific Unclear Unexhaustive Unrelated Correct Incorrect Missing

Human editors
Win 0.65 ± 0.07 0.00 ± 0.00 0.00 ± 0.00 0.05 ± 0.03 0.25 ± 0.06 0.05 ± 0.03 0.70 ± 0.06 0.00 ± 0.00 0.30 ± 0.06

Lose 0.15 ± 0.06 0.00 ± 0.00 0.15 ± 0.05 0.39 ± 0.06 0.23 ± 0.06 0.08 ± 0.03 0.23 ± 0.06 0.08 ± 0.03 0.69 ± 0.06

Neither 0.59 ± 0.06 0.00 ± 0.00 0.35 ± 0.07 0.06 ± 0.03 0.00 ± 0.00 0.00 ± 0.00 0.53 ± 0.07 0.00 ± 0.00 0.47 ± 0.07

GPT-4
Win 0.92 ± 0.03 0.00 ± 0.00 0.04 ± 0.03 0.00 ± 0.00 0.04 ± 0.03 0.00 ± 0.00 0.36 ± 0.07 0.00 ± 0.00 0.64 ± 0.06

Neither 0.40 ± 0.07 0.00 ± 0.00 0.04 ± 0.03 0.00 ± 0.00 0.32 ± 0.06 0.24 ± 0.06 0.48 ± 0.06 0.12 ± 0.04 0.40 ± 0.06

Edisum[100%]
Win 0.63 ± 0.07 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.28 ± 0.06 0.09 ± 0.04 0.45 ± 0.06 0.00 ± 0.00 0.54 ± 0.07

Lose 0.00 ± 0.00 0.14 ± 0.05 0.00 ± 0.00 0.00 ± 0.00 0.14 ± 0.05 0.71 ± 0.06 0.14 ± 0.05 0.00 ± 0.00 0.86 ± 0.04

Neither 0.34 ± 0.06 0.00 ± 0.00 0.09 ± 0.04 0.06 ± 0.03 0.19 ± 0.05 0.31 ± 0.06 0.28 ± 0.06 0.16 ± 0.05 0.56 ± 0.07

Table 2: Error analysis results.

was chosen as the best one, 0 as the worst one, and594

0.5 if it was not chosen as neither. In Fig. 4, we595

report the average score obtained by each method.596

In line with Fig. 3, we observe that GPT-4 scores597

best and Edisum[0%] scores worst, while the aver-598

age scores of Edisum[100%] and editors are nearly599

identical and not statistically significantly different.600

These results indicate that Edisum[100%] per-601

forms equally well as human editors, but with less602

variance: it achieves similar average ranking scores603

as the human editors (Fig. 4), while taking extreme604

positions less often than it (Fig. 3). Overall, results605

confirm the conclusions from the automatic eval-606

uation. The positive effects of synthetic training607

data are even more evident here. Similarly, GPT-4608

is again observed to generate edit summaries of609

the highest quality. However, as noted in Sec. 4.1610

and Sec. 6.1, running such a system on a daily611

basis on a platform as big as Wikipedia for all612

the edits would not be feasible today. Our “dis-613

tilled” Edisum[100%] model, which aims to mimic614

GPT’s high-quality summaries, offers a fertile mid-615

dle ground, performing as well as humans while616

being much smaller and cheaper to run.617

6.3 Error analysis618

To further examine the difference in performance619

between GPT-4 and other methods, we manually620

inspect 150 edit summaries from two perspectives:621

“why” (description of why the edit was performed)622

and “what” (description of what was done). The623

samples were chosen to cover all the cases (win,624

lose or neither) for all three methods. For details625

on the annotation procedure and taxonomy, see626

Appendix I. The results are presented in Table 2.627

When observing “why” meta-category, we no-628

tice, as expected, that human written summaries629

express the correct reason why the edit was per-630

formed more often than the ones generated by 631

GPT-4 or Edisum. However, both methods fre- 632

quently express the, usually correct, reason. This 633

reflects the edits for which reason can be inferred 634

from the context. When it comes to the results for 635

“what” category, the performance gap between GPT- 636

4 and other methods is still visible. Specifically for 637

Edisum, we can attribute the drop in performance 638

to its size. Edisum is a very small model (∼220M 639

parameters), incapable of fully capturing patterns 640

present in more complex tasks, like edit summary 641

generation. The distribution of errors for GPT-4 642

and Edisum for summaries that were not chosen as 643

neither the best or worst is similar, with the most 644

errors being unrelated or unexhaustive summaries. 645

On the other hand, human editor’s summaries from 646

this category, as well as the ones chosen as the 647

worst, tend to be less specific or unclear. Sum- 648

maries that won were most often not exhaustive 649

enough. Overall, while it should be used with cau- 650

tion due to a portion of unrelated summaries, the 651

analysis confirms that Edisum is a useful option 652

that can aid editors in writing edit summaries. 653

7 Conclusion 654

In this paper, we investigate the quality of Wikipe- 655

dia edit summaries, i.e., short comments that edi- 656

tors write when performing changes in Wikipedia. 657

These summaries serve a wide range of purposes 658

in Wikipedia, but also for general research commu- 659

nity. We find that a non-negligible number of them 660

is of bad quality or missing. At the same time, we 661

show that GPT-4 is able to solve this task better 662

than human editors. To assist editors, we train a 663

small language model that can, unlike GPT-4, ef- 664

fectively generate edit summaries on a large scale 665

while matching the performance of human editors. 666
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Limitations667

While the overall results show that Edisum per-668

forms on par with human editors, there is still a669

space for improvement given that GPT-4 still out-670

performs our model. Additionally, the nature of the671

errors produced by Edisum and human editors is672

not the same. We leave it to the future research to673

explore the possibility of bridging the gap between674

a small generative model and a high-performing675

LLM and the impact different errors could have.676

Our experiments show that models trained on677

synthetic data outperform those trained on existing678

edit summaries on Wikipedia, but this approach679

likely has limitations in learning editor community680

norms such as common abbreviations.681

Additionally, our dataset might suffer from lack682

of diversity, and hence, our models might fail on683

more exotic edits. We limited our training sam-684

ples to edit summaries by editors with at least 30685

edits based on our qualitative analysis of existing686

edit summaries, but future work could explore ad-687

ditional strategies for producing a high-quality, di-688

verse dataset of existing edit summaries. (Kocetkov689

et al., 2022) found significant improvements from690

applying near de-duplication to their code dataset691

and we suspect that many edits are quite similar692

with minor differences and a similar pipeline might693

bring improvements to this task as well.694
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A Qualitative analysis annotation process 941

Data sample. The qualitative analysis was per- 942

formed on 100 samples, as annotation of edits is 943

a lengthy process. To ensure a diverse enough 944

group of edits, we stratify the sample based on 945

the experience of editors. More precisely, we di- 946

vide editors in four categories: IP editors (anony- 947

mous editors), newcomers (editors with < 10 ed- 948

its), mid-experienced editors (10 - 1000 edits), and 949

experienced editors (1000+ edits). We exclude 950

edits by bots,5 edits without summaries, and revert- 951

related edits to focus on good-faith contributions 952

to English Wikipedia. This means that our sam- 953

ple likely lacks highly-inappropriate comments, as 954

they would be removed by the editors. Notably, 955

46% of the edits from August 2023 do not have a 956

summary. The proportion varies greatly by editor 957

type: 74% of edits for IP editors, 46% of edits for 958

newcomers, 58% for medium-experienced editors, 959

and 38% of edits for experienced editors. This high- 960

lights the value of better support for generating edit 961

summaries. 962

Annotation. Annotation was done by the two au- 963

thors of the paper. A discussion was held after the 964

first ten summaries to ensure there was agreement 965

on the codebook before completing the sample. 966

B Data annotation 967

We annotated the cleaned edit data as follows: 968

(i) Frequency with which the edit summary 969

appears in our dataset. This enables us to sample 970

the dataset to be more diverse. To check frequency, 971

we lower-case all characters and replace any links 972

with a generic link character before calculating 973

frequency. 974

(ii) Editor’s edit count. This enables us to up- 975

sample edits from more experienced editors, who 976

are expected to be more likely to write correct edit 977

summaries. 978

(iii) Summary length. While very short sum- 979

maries are okay (e.g., “ce” is often used to stand for 980

“copy-edit” and indicate small grammar or spelling 981

changes), summaries are limited to 500 characters 982

and the English Wikipedia community suggests to 983

avoid unnecessarily long summaries.6 984

5Anecdotally, many bots actually have very good edit sum-
maries generated by their code but also their edits are usually
straightforward to describe.

6https://en.wikipedia.org/wiki/Help:Edit_
summary
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(iv) User frequency in the dataset. A small985

number of editors make a large proportion of edits986

on Wikipedia, and while they may write reasonable987

edit summaries, we want to learn from a diverse988

sample of Wikipedians.989

(v) Semi-automated edits. If an edit is made990

through a tool that enables very quick editing or991

has several preset edit summaries, we flag this, as992

these edit summaries are unlikely to be strongly993

contextualized to the specific edit.994

C Synthetic data generation process995

Prompt choice. Experimentation process for996

choosing the prompt is done of 10 samples of edit997

diffs. For each one of them, we generate an edit998

summary with different prompts, and after manual999

inspection, we settle on the prompt that is used for1000

synthetic data generation. We experiment with dif-1001

ferent instructions and different numbers of demon-1002

strations, as well as their content.1003

For the instruction, as already mentioned in1004

Sec. 4.1, we only focused on asking the LLM to1005

explain what was performed in the edit. We also1006

explained the format of the edit summary and the1007

input, and gave a few guidelines to follow. For the1008

full instructions, see Fig. 5.1009

For the demonstrations, as explained in Sec. 4.11010

we provide the LLM with the edit diff between1011

the two revisions immediately before vs. immedi-1012

ately after the edit. We extract this diff using the1013

mwedittypes7 library. From the output of this li-1014

brary, we can extract sentences that were added1015

and removed in the editing process. We group all1016

the removed sentences into “old text” and all the1017

added sentences into “new text”. On 100 randomly1018

chosen and manually inspected edit diff outputs1019

using this library, in 4 cases, these sentences are1020

not ordered by the way they are appearing in the1021

revision of the Wikipedia page. Because of that, we1022

order the sentences in “old text” and “new text” al-1023

phabetically, to avoid confusion. We then represent1024

the diff by concatenating both of those, separating1025

them by stating “old text:” and “new text:” before1026

each group. For an example of a demonstration,1027

see Fig. 5.1028

When choosing the demonstrations, we make1029

sure to include both longer and shorter edits in1030

terms of content, and also edits with summaries of1031

various length. We include both demonstrations for1032

edits that add and remove content. We tried out1033

7https://pypi.org/project/mwedittypes/

different numbers of demonstrations ranging from 1034

2 to 10 (2, 3, 5, 6, and 10 demonstrations), using 1035

same demonstrations for each edit summary gen- 1036

erated. We settled on five demonstrations, which 1037

we found to provide us with sufficient information 1038

to generate high-quality data, while keeping the 1039

length of the input shorter, and consequently, the 1040

cost of the generation process smaller. The same 1041

five demonstrations are used for all the generated 1042

samples. 1043

parameter max_tokens temperature top-p frequency_penalty presence_penalty stop n best_of

value 1000 0 1 0.2 0 "\n" 1 1

Table 3: Generation parameters used with gpt-3.5-turbo
to generate synthetic data. These parameters were also
used when testing GPT-4 and GPT-3.5 performance on
the testing dataset.

Generation parameters and process. We decide 1044

to only work with edits that have textual changes 1045

and exclude the ones with changes in the Wiki 1046

markup, such as category modifications or tem- 1047

plates. We do this because this is where we expect 1048

the language model to give us the biggest gains, as 1049

this is where the biggest variety of different edits 1050

are performed. We experimented with different 1051

generation parameters for the OpenAI models. In 1052

particular, we tried out different values of temper- 1053

ature, top-p, and frequency penalty. We make the 1054

decision on the best parameters manually, based on 1055

the same 10 samples we used for prompt construc- 1056

tion. The set of parameters for the best-performing 1057

setup is displayed in Table 3. 1058

Quality check. To verify that the quality of gen- 1059

erated synthetic data is satisfying, we perform a 1060

quality check on 100 random edits, by comparing 1061

the data generated by GPT-3.5 with the existing 1062

one. We find that synthetic data has satisfying qual- 1063

ity more often (87% vs. 78% of the time). On 1064

top of that, in 30% of the cases in which both sum- 1065

maries were seen as suitable, the generated one was 1066

chosen as better 30% of the time (vs 4% for the 1067

existing summaries). 1068

D Model input 1069

In Fig. 6, we showcase how the input to the model 1070

is constructed based on an edit diff. 1071
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System instruction

You are writing comment summaries for Wikipedia article edits. 
Comment should explain what was done in the edit. Edited part of 
the article will be given in the form of old and new text. Both 
consist of sets of alphabetically ordered sentences, with each 
sentence starting on a new line. You will write a comment based 
on these sentences. Here are some guidelines to follow:

- If new text has more sentences, consider summarizing the added 
content or explaining that sentences were split by adding a full 
stop
- If old text has more sentences, consider summarizing the 
removed content or explaining that sentences were merged by 
adding a comma

Demonstration

old text:
Following the dissolution of the Soviet Union, several Koreans in Central Asia 
travelled to South Korea to visit their distant relatives, but most of them declined 
to permanently move to the said country, citing cultural differences, and there 
was never a major movement for the repatriation of Soviet Koreans.

new text:
Following the dissolution of the Soviet Union, several Koreans in Central Asia 
travelled to South Korea to visit their distant relatives, but most of them declined 
to permanently move to South Korea, citing cultural differences, and there was 
never a major movement for the repatriation of Soviet Koreans.

Correcting poor word usage.

User

Assistant

Figure 5: System instruction and the example of a demonstration used for synthetic data generation.

E Implementation hyperparamters and1072

details1073

We used the long-t5-local-base8 (∼220M parame-1074

ters) as our base model which we then finetune on1075

the collected training data (see above). The mod-1076

els were trained using the Adam optimizer with1077

learning rate 3× 10−4, 0.1 gradient clipping on1078

the Euclidean norm, and weight decay 0.05. They1079

were trained for 10 epochs with batch size 2 and1080

a polynomial learning-rate scheduler with 1,0001081

warm-up steps and a final learning rate of 3×10−5.1082

Training was performed on a single NVIDIA Titan1083

X Maxwell 12GB GPU, taking around 30 hours for1084

each model.1085

F Examples of ground truth and1086

generated edit summaries1087

In Table 4, we present some of the existing edit1088

summaries, as well as the ones generated with two1089

of our models, Edisum[100%] and Edisum[0%],1090

and GPT-4.1091

G Human evaluation setup1092

Annotation task. As mentioned in Sec. 5.2, hu-1093

man evaluation was done on 100 samples from1094

the testing dataset, each associated with four edit1095

summaries from different methods, a different Wi-1096

kipedia edit, and presented with the corresponding1097

web page. The sample size is relatively small as1098

grading these edit summaries is a long and tedious1099

process – each annotator has to manually assess the1100

edit diff, and sometimes even the whole revisions1101

of the article, in order to understand what was done1102

8https://huggingface.co/google/
long-t5-local-base

in it. From the web page, we remove the element 1103

showing the actual human edit summary to make 1104

sure that the annotators are not aware of the exist- 1105

ing edit summary. The web page also shows the 1106

“current” version of the article, right after the edit, 1107

in case the annotators need more context to give 1108

their judgement. 1109

Annotators were asked to choose the best and 1110

the worst summary out of the four according to the 1111

following guidelines: 1112

A good edit summary should: 1113

(1) Summarize what was done in the edit 1114

(2) Cover all the changes performed (either ex- 1115

plicitly or by adding something like “and misc”) 1116

(3) Be specific; e.g., a summary “I made some 1117

changes” is not specific 1118

(4) Explain why the change was made, if it is 1119

unclear from the change itself 1120

A good edit summary should not: 1121

(1) Use uncommon abbreviations 1122

(2) Be too long: it is not supposed to be a para- 1123

graph, but a sentence-long summary 1124

(3) Attack other editors’ work or be aggressive 1125

Annotators were provided with examples of good 1126

and bad edit summaries, with explanations what 1127

makes them good or bad. They were also given 1128

Wikipedia’s manual of style9 to get familiar with 1129

tags that often appear in edit summaries. Finally, to 1130

ensure the high-quality of the results, we train them 1131

on a few selected samples, teaching them what to 1132

look for in the edit summary and making sure they 1133

understood the guidelines and the assignment. 1134

Annotators. As mentioned in Sec. 5.2, we recruit 1135

3 MSc students as annotators for our task. We opt 1136

9https://en.wikipedia.org/wiki/Wikipedia:
Manual_of_Style
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<old_text> The two teams compete to get the 
ball into the other team's goal (between the 
posts and under the bar), thereby scoring a 
goal. <new_text> The two teams compete to 
get the ball into the other team's goal (between 
the posts, under the bar, and across the goal 
line), thereby scoring a goal. <sent_sep>There 
are situations where a goal can be disallowed, 
such as an offside call or a foul in the build-up 
to the goal. <end>

prompt

*Bolded parts are 
changed; tokens are 
coloured for readability

Figure 6: An example of input to the model constructed from an edit diff.

for this option over crowdsourcing platforms for1137

several reasons, all of which ensure high-quality1138

annotations. This task is not trivial for a person not1139

familiar with Wikipedia’s norms and rules. For in-1140

stance, large fraction of edit summaries references1141

Wikipedia’s manual of style which might look like1142

irrelevant words to a layperson. By recruiting stu-1143

dents, we had more control over the quality of an-1144

notators we are taking. All of the annotators were1145

MSc students in computer science, familiar with1146

Wikipedia, but not with our work. On top of that,1147

we had a more straightforward way to train MSc1148

students for this task, as this might be a tricky thing1149

to do with crowdsourcing platforms. Finally, an-1150

other increasing concern that comes with the use1151

of crowdsourcing platforms is the usage of LLMs1152

by the crowd workers, who today frequently “out-1153

source” text-processing tasks to LLMs to facilitate1154

their work (Veselovsky et al., 2023).1155

The students were paid the equivalent of US$251156

per hour for their work. Conflicts were resolved1157

by one of the authors of the paper. To measure1158

the agreement between the annotators, we report1159

Kendall rank correlation coefficient (Kendall’s τ )1160

between each pair of them. Kendall’s τ is a statisti-1161

cal measure used to assess the degree of association1162

or correlation between two sets of rankings or ordi-1163

nal data. As our task is a version of a ranking task, 1164

we opt to use this metric. For each pair of anno- 1165

tators, and for each sample with four summaries 1166

that are rated, we calculate Kendall’s τ . To get the 1167

value of Kendall’s τ for all 99 samples, we take 1168

the average. This way, we report three numbers, a 1169

value for each pair of annotators. 1170

H Plackett-Luce model for ranking our 1171

methods 1172

In Table 5, we present the obtained result of fit- 1173

ting a Plackett-Luce model to our ranking data 1174

from the human evaluation. Results show that 1175

Edisum[100%] performs similarly to the human 1176

editors, and even has a slight advantage over them. 1177

GPT-4 performs the best, while Edisum[0%] per- 1178

forms the worst. These are in line with our results 1179

from human evaluation. 1180

I Annotation procedure for error analysis 1181

Data. We annotate in total 150 samples, 50 for 1182

each method (GPT-4, Edisum[100%] and human 1183

editors). For each method, samples were chosen to 1184

have as similar as possible fractions of samples that 1185

won, lost or were not chosen as either. For GPT-4, 1186
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edit human editor Edisum [0%] Edisum [100%] GPT-4
https://en.
wikipedia.org/w/
index.php?diff=
1172472704

added the range added location Added location informa-
tion

Added information about
the location and altitude of
Boveys Lookout and the
orientation of the Burton
Range.

https://en.
wikipedia.org/w/
index.php?diff=
1169223741

in 1982 Added date and citation. Added the year of the
speech

Added the year of Fidel
Castro’s speech.

https://en.
wikipedia.org/w/
index.php?diff=
1169701032

added artist Added a wikilink and a
link

Added a new name to the
list of artists

Added Stefan Brügge-
mann to the list of artists
whose works are included.

https://en.
wikipedia.org/w/
index.php?diff=
1170976899

lede; infobox infobox (inapplicable);
lede; -cats

Clarified the nature of
Denis- Auguste Affre’s
cause and added informa-
tion about his title

Updated the description of
Denis-Auguste Affre’s re-
ligious status and clarified
the stage of his canoniza-
tion process.

https://en.
wikipedia.org/w/
index.php?diff=
1170699096

fixed link to aias awards, it
was at 5th, not 7th

5th Corrected the award num-
ber from 7th to 5th

Corrected the year of
the Annual Interactive
Achievement Awards
nomination.

https://en.
wikipedia.org/w/
index.php?diff=
1169516533

Amended lists so they are
split at 100 m

""at least", not "at least"" Clarified the range of
heights in the list

Added information about
two different height cate-
gories for the ranking of
buildings and structures in
Greater Manchester.

https://en.
wikipedia.org/w/
index.php?diff=
1173169263

UPD Romelu Lukaku updated Lukaku Removed the end of the
season

Removed incorrect future
date for Romelu Lukaku’s
tenure at Inter.

https://en.
wikipedia.org/w/
index.php?diff=
1171641782

"This \"however\" doesn’t
make sense here"

"rmv deprecated, am-
biguous "however" per
MOS:RELTIME"

Removed unnecessary
word

Removed the word "How-
ever," from the beginning
of the sentence.

https://en.
wikipedia.org/w/
index.php?diff=
1168487383

Per feedback given in
GA review, elaborated on
David King Udall and Ella
Stewart Udall in the lead
and in Ella Udall’s first
mention; David Udall was
already identified

Added link; improved
phrasing and punctuation

Added additional informa-
tion about the individuals’
professions

Added professional details
for David King Udall, Ella
Stewart Udall, and Mary
Ann Linton Morgan Udall.

Table 4: Examples of summaries written by human editors and generated by Edisum and GPT-4.

Model Edisum[0%] Edisum[100%] human editors GPT-4

Parameter 0.072 ± 0.022 0.308 ± 0.019 0.276 ± 0.027 0.346 ± 0.023

Table 5: Parameters obtained for each method with
Plackett-Luce model.

there was only 1 sample chosen as the worst, so we1187

do not include this category in the analysis.1188

Annotation procedure. Samples were annotated1189

according to two meta-categories: “what” (con-1190

tent of the edit) and “why” (reason for the edit).1191

Taxonomies for each of the meta-categories ware1192

derived after manual inspection of the subset of the1193

outputs. For “why”, we settle on three simple cate-1194

gories: missing, correct, and incorrect. For “what”,1195

we derived the following categories:1196

1. Correct: edit summary is fully correct and 1197

exhaustive 1198

2. No change: the summary indicates that no 1199

change was performed 1200

3. Not specific: the summary is not describing 1201

exact changes that were performed 1202

4. Unclear: the summary seems to be pointing 1203

to the correct modifications, but is hard to 1204

understand without looking at the diff 1205

5. Unexhaustive: the summary does not cover 1206

all changes performed 1207

6. Unrelated: the summary describes unrelated 1208

edit 1209
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Method BERT score ROUGE-1 ROUGE-2 ROUGE-L

Edisum[0%] 0.803 ± 0.006 0.077 ± 0.022 0.026 ± 0.016 0.076 ± 0.020

Edisum[25%] 0.823 ± 0.006 0.101 ± 0.025 0.026 ± 0.014 0.076 ± 0.020

Edisum[50%] 0.820 ± 0.007 0.092 ± 0.020 0.020 ± 0.013 0.087 ± 0.019

Edisum[75%] 0.833 ± 0.005 0.094 ± 0.021 0.015 ± 0.009 0.087 ± 0.017

Edisum[100%] 0.833 ± 0.004 0.090 ± 0.017 0.012 ± 0.007 0.083 ± 0.017

GPT-3.5 0.836 ± 0.004 0.100 ± 0.017 0.017 ± 0.009 0.095 ± 0.015

GPT-4 0.837 ± 0.004 0.118 ± 0.016 0.025 ± 0.010 0.110 ± 0.016

Llama-3-8B 0.637 ± 0.045 0.031 ± 0.010 0.003 ± 0.003 0.029 ± 0.011

Table 6: Automatic evaluation with ROUGE and BERT
score.

Annotation was done by one of the paper authors.1210

The annotator chose one of the categories from the1211

taxonomy for each of the presented edit summaries.1212

To confirm the validity of the results, another author1213

annotated 30 random samples. We calculated the1214

agreement between the two annotators on those 301215

samples using Cohen’s kappa. For “what” meta-1216

category, Cohen’s kappa is 0.60, while for “why”1217

it is 0.67. Both of these numbers indicate high1218

overlap between the annotators.1219

J Additional automatic evaluation1220

In Table 6, we present ROUGE and BERT score1221

for each evaluated model from Sec. 6.1. Results1222

are mostly in line with MoverScore from the same1223

section, confirming the superiority of GPT-4 for1224

this task.1225
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