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Abstract

The ability of an agent to understand the intentions of others in a multi-agent
system, also called opponent modeling, is critical for the design of effective local
control policies. One main challenge is the unavailability of other agents’ episodic
trajectories at execution. To address the challenge, we propose a new approach
that explicitly models the episodic trajectories of others. In particular, the proposed
approach is to cast the opponent modeling problem as a sequence modeling problem
via conditioning a transformer model on the sequence of the agent’s local trajectory
and predicting each opponent agent’s trajectory. To evaluate the effectiveness of the
proposed approach, we conduct experiments using a set of multi-agent environments
that capture both cooperative and competitive payoff structures. The results show
that the proposed method can provide better opponent modeling capabilities while
achieving competitive or superior episodic returns.

1 Introduction

Multi-agent systems have seen remarkable progress in recent years in applications such as games
(Han et al., 2019), traffic control (Chen et al., 2020), autonomous driving (Pal et al., 2021), etc. One
of the core challenges in such systems is that the actions of all agents contribute to the transition
of the system. Hence, it becomes crucial to model the actions of the other agents to reason about
the optimal action to take in response. Opponent modeling (Albrecht & Stone, 2018) is the study
of modeling concealed opponent information such that it can be used for conditioning the controlled
agent’s policy.

In opponent modeling, the primary challenge is to develop an agent capable of adapting to various
opponent policies, relying solely on the available information during execution. This can become par-
ticularly challenging in settings where there is no direct information available about the opponents.
In this case, the agent must learn to infer opponent behaviors as a function of its local information.
Additionally, opponent policies may appear similar given a single transition. This ambiguity can
be difficult to address without taking into account the temporal context. Therefore, an appropriate
opponent modeling approach should learn a good representation of the opponent policy while taking
into account the effect of the opponent policy over time.

There have been many recently proposed approaches for learning opponent models using deep learn-
ing (He & Boyd-Graber, 2016; Grover et al., 2018; Papoudakis et al., 2021). However, these ap-
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proaches suffer some key drawbacks, namely, (1) access to opponent trajectories and (2) lack of
considering the sequence of the controlled agent as a meaningful source of information. Motivated
by the recent success of decision transformer (Chen et al., 2021) and its multi-agent variant (Wen
et al., 2022), we propose to pose opponent modeling as a sequence modeling problem using a trans-
former model. Transformers have been incorporated in many ways in RL architectures in recent
years, from feature extraction models to end-to-end policies (Agarwal et al., 2023; Ni et al., 2023;
Gallici et al., 2023). In particular, we propose a transformer model that encodes the controlled
agent’s local trajectory into an embedding space that represents the effect of opponent policies. We
train this model to reconstruct opponent trajectories conditioned on the local trajectory embedding.
By doing so, we can train the model using opponent trajectories as supervised targets without the
need for these targets at execution time. Consequently, an RL policy can condition on the em-
bedding space purely as a function of the controlled agent’s local trajectory. Our contributions are
summarized as follows:

• Opponent Modeling from Local Information: To alleviate the requirement for access
to opponent information at inference time, we only use local information to learn a latent
representation as a proxy for the true opponent policy.

• Local Trajectory as a Sequence Modeling Task: Representing the controlled agent’s
local trajectory as a sequence yields more useful features over a fixed time horizon. Using
a self-attention mechanism allows the opponent model to learn precisely which parts of the
local trajectory correlate to the current opponent policy.

• Online Joint Opponent Model and Policy Training: We train the opponent model
and the agent policy jointly in an online fashion. Because transformers notoriously require
large amounts of data to converge properly, we believe online training provides a diverse
enough dataset to achieve superior opponent modeling performance.

We also evaluate the proposed approach on a set of two multi-agent RL tasks from the Multi-agent
Particle Environments (MPE) (Mordatch & Abbeel, 2017) representing cooperative and competitive
payoff structures. We provide a comparison between the proposed approach and some baseline
methods based on agent’s episodic returns as well as the accuracy of the opponent model on the
reconstruction of opponent trajectories. The comparison shows that the proposed method yields
better opponent modeling capabilities while achieving comparable or better episodic returns.

2 Related Work

2.1 Opponent Modeling

When operating in a decentralized multi-agent system, it is important to incorporate information
about other agents to determine a best response to a given state. In traditional centralized training
with decentralized execution (CTDE) approaches such as MADDPG (Lowe et al., 2017) and MAPPO
(Yu et al., 2022), this information is used by training a centralized critic that conditions on the joint
observations of all agents which is then implicitly distilled into the actor policy. Opponent modeling
is an alternative approach that explicitly learns to model opponent information. There is a large body
of work on opponent modeling in multi-agent settings (Albrecht & Stone, 2018). He & Boyd-Graber
(2016) learned to predict opponent Q values and opponent actions given opponent observations.
Raileanu et al. (2018) introduced a model that learns to infer the opponent’s goal using itself.
Grover et al. (2018) implemented an encoder-decoder architecture using imitation learning and a
contrastive triplet loss to both learn to accurately reconstruct opponent policies and correctly identify
the opponent policy within the embedding space. Building off of the work of Grover et al. (2018),
Papoudakis et al. (2021) also used an encoder-decoder architecture for reconstructing opponent
policies. However, they model this reconstruction using the controlled agent’s local trajectory only.
In this sense, the work in Papoudakis et al. (2021) serves as the most direct inspiration for this work.
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Zhang et al. (2023) introduced an approach that adapts to changing policies, similar to our problem
setting, however the opponents in this work can switch policies within an episode, so the model must
learn to quickly adapt. Xing et al. (2023) studied ad hoc teamwork wherein an agent must learn
to cooperate with other agents who may switch to different goal-oriented policies. In this work, the
agent learns both to identify the type of policy of it’s teammates as well as the distribution of policy
types to generalize to unseen teammate sets. Finally, Ma et al. (2024) learned an opponent policy
representation directly from the controlled agent’s local observations using contrastive learning.

2.2 Transformers in RL

Transformers were originally intended as replacements for RNNs in machine-translation language
modeling tasks (Vaswani et al., 2017). However, they have been applied to seemingly every sub-
field of machine learning including computer vision Dosovitskiy et al. (2021) and more recently
for reinforcement learning (Agarwal et al., 2023) since inception. The original transformer model
consists of an encoder that maps an input sequence to a latent space and a decoder that generates
an output sequence conditioned on the input sequence as well as the latent embeddings of the input
sequence. Reinforcement learning problems have incorporated both parts of the transformer model
to pose the problem in different terms. Parisotto et al. (2020) used a modified encoder architecture
as a replacement for RNNs in RL policies. Alternatively, Chen et al. (2021) posed offline RL as a
generative sequence modeling task using a GPT-style decoder architecture (Radford et al., 2018).
More recently, multi-agent reinforcement learning has been re-imagined as a sequence-to-sequence
task (Wen et al., 2022) where the model maps input sequences of observations to output sequences
of actions. Similar to our problem setting, Jing et al. (2024) introduced a transformer architecture
for learning opponent policy representations from offline datasets. In this paper, we are interested
in learning latent representations of the controlled agent’s local trajectory as a function of opponent
policies.

3 Background

3.1 Partially Observable Stochastic Games

Partially observable stochastic games (POSGs) (Hansen et al., 2004) are a common formulation for
multi-agent settings. They are described by a set of agents i ∈ {0, . . . , N} and a finite set of states
s ∈ S. For each agent i, there is a finite action space Ai where A = A0 × . . . × AN representing the
joint action space of all agents. Similarly, for each agent i, there is a finite observation space Oi,
where O = O0 × . . . × ON is the joint observation space of all agents. In addition to the observation
space, an agent has an observation function Oi: A × S × Oi → [0, 1] given by

∀a ∈ A, ∀s ∈ S :
∑

oi∈Oi

O(a, s, oi) = 1. (1)

In addition to action and observation spaces, each agent has a reward function Ri : S × A × S → R.
Finally, similar to the observation function, the game has a state transition probability function
P : S × A × S → [0, 1] given by

∀a ∈ A, ∀s ∈ S :
∑
s′∈S

P (s, a, s′) = 1, (2)

where s′ is the next state as a result of taking the joint action a in the previous state s.

Agent i uses a policy πi(ai|oi), which is a probability distribution over the set of actions Ai to select
an action ai ∈ Ai given an observation oi ∈ Oi. The goal of an agent is to learn a policy π such
that the expected cumulative reward, or the agent’s return, is maximized:

max
π

E

[
L∑

t=1
γtrt+1 | π

]
(3)
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where L is the length of the episode and γ ∈ [0, 1) is the discount factor. The action value function
Qπi(s, ai) for agent i defines the expectation of the return given the state s when taking action ai

following policy πi. Similarly, the value function V πi(s) describes the value of being in state s for
agent i following policy πi. In actor-critic methods, such as A2C (Mnih et al., 2016), the actor πi

and the critic V πi(s) are used to compute the advantage function Aπi(s, ai) = Qπi(s, ai) − V πi(s).

3.2 Transformers

Transformers consist of an encoder and a decoder and can use either the encoder, the decoder, or
both depending on the applications. Generalizing, encoder-decoder models are used for machine
translation tasks (Raffel et al., 2020). Decoder-only models are useful for generative sequence tasks
(Radford et al., 2018). Encoder-only models are good for sequence understanding tasks (Devlin
et al., 2019). We make use of an encoder-only model for our problem and hence will focus on this
portion of the model. The encoder takes as input a sequence of embedding tokens {Tt, . . . , Tt+K}
with context length K and transforms them into representation embedding vectors {Et, . . . , Et+K}.
The model is composed of several layers of transformer blocks. Each block contains a multi-head self-
attention layer and a feed-forward layer, connected by a residual connection with layer normalization
at the output of the block. The self-attention function below uses three linear layers to map the
input sequence of the ith block into query Qi, key Ki, and value Vi matrices which are used to create
the output as follows

Zi = softmax
(

QiKT
i√

dk

)
Vi, (4)

where dk is the dimension of the input token vectors. By combining the input tokens into sequence
matrices Q, K, and V the self-attention function attends to the whole sequence, allowing the model
to extract relevant information throughout the sequence.

3.3 Problem Formulation

We consider a modified POSG with one learning agent under our control and an opposing set of
agents which can utilize one of several fixed policies. To be specific, we assume that each individual
opponent agent i adopts a policy πi,m, the collection of which forms the joint opponent policy π−1,m.
These policies can be heuristic or can be learned using RL. In this work, we consider the set of M
joint opponent policies Π = {π−1,m|m = 1, . . . , M} that can be either heuristic or pretrained using
RL. For simplicity, from here on we refer to the controlled agent with no superscript and all of the
opponents with superscript −1. Thus the agent has an action space A and an observation space
O. Similarly, the opponents have a joint action space A−1 and a joint observation space O−1. Our
objective is to learn a policy πθ parameterized by θ such that the average return is maximized across
the set of opponent policies Π. The objective in Equation (3) is thus modified as

arg max
θ

Eπθ,π−1,m∼U(Π)

[
L∑

t=1
γtrt+1

]
, (5)

where π−1,m is uniformly sampled from Π at the beginning of each episode. The opponent policy
type m is concealed from the agent throughout the episode. This occluded information can either be
incorporated into the policy implicitly by simply attempting to maximize the average return for all
opponent policies, or it can be modeled explicitly and used to condition the policy on which policy
m is currently being modeled. In this work, we focus on the later and introduce a transformer-based
approach to modeling such opponent policies.
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Figure 1: Opponent Transformer Architecture. We embed the controlled agent’s previous reward,
previous action, and current observation into embedding tokens, T

(r,a,o)
t , and transform them into an

output sequence of embedding vectors, E
(r,a,o)
t . The embedding vectors are used to both condition

the controlled agent’s policy and reconstruct the opponent trajectory as a function of the local
trajectory only.

4 Method

4.1 Opponent Transformer

We format opponent modeling as a sequence modeling task through the lens of episodic trajectories.
Consider the tuple (rt−1, at−1, ot) where rt−1 ∼ R is the agent’s previous reward, at−1 ∼ A is the
agent’s previous action, and ot ∼ O is the agent’s current observation. The agent’s local episodic
trajectory can be viewed as a sequence of these tuples T = (r0, a0, o1, . . . , rL−1, aL−1, oL). Similarly,
individual opponent trajectories are represented as T i,m = (ri,m

0 , ai,m
0 , oi,m

1 , . . . , ri,m
L−1, ai,m

L−1, oi,m
L ).

Our goal in opponent modeling is to learn a representation of the joint opponent policy π−1,m such
that this representation can be included as an inductive bias for the agent policy. Inspired by the
recent success of transformers in such problems, we build a transformer encoder model, which we
refer to as the Opponent Transformer, to encode these sequences into a compact representation.
Our proposed architecture can be seen in Figure 1.

We learn a linear mapping from rt, at, ot+1 to token embeddings T r
t , T a

t , and T o
t+1, respec-

tively. Considering the three modalities, we use a context window of 3K tokens as a sub-
set of the local agent’s trajectory Tt+K = (T r

t−1, T a
t−1, T o

t , . . . , T r
t+K−1, T a

t+K−1, T o
t+K). Using

the encoder, we encode this token sequence into a representation embedding sequence Et+K =
(Er

t−1, Ea
t−1, Eo

t , . . . , Er
t+K−1, Ea

t+K−1, Eo
t+K). Empirically, we find that the reward and action out-

put embeddings do not provide much benefit. Therefore, we only use the observation embeddings
Eo

t+K for downstream tasks. This embedding vector Eo
t+K in addition to the observation ot+K is

used to condition the policy πθ(at+K |ot+K , Eo
t+K). We posit that this incorporation of information

is necessary for the agent policy to accurately determine the best response to the current opponent
policy.
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To learn a good representation of the joint opponent policy, we introduce an opponent reconstruc-
tion head. It decodes the embedding vector Eo

t into the joint opponent observation o−1,m
t =

(o0,m
t , . . . , oN−1,m

t ) and the joint opponent action (a0,m
t , . . . , aN−1,m

t ). We use the mean-squared
error loss, LMSE , for learning the opponent observations and the mean cross-entropy loss LCE for
all N − 1 opponent actions. In total, the opponent modeling loss is given by

LOM = LMSE(ô−1,m
t , o−1,m

t ) + 1
N − 1

N−1∑
i=0

LCE(âi,m
t , ai,m

t ), (6)

where ô−1,m
t is the predicted joint opponent observation and âi,m

t is the predicted opponent action for
opponent i. The reconstruction head is only used during training to learn a good representation for
Eo

t . During execution, we only use the encoder, which does not need access to opponent information.

4.2 Policy Training

The goal of the controlled agent is to learn a policy that adapts to different joint opponent policies
π−1,m. We train the Opponent Transformer such that the embedding vector Eo

t is a good proxy
for the true opponent information. By incorporating this vector into the agent policy, it allows the
policy to better adapt to varying opponent policies. From here, any RL algorithm can be used to
learn an optimal policy π conditioned on ot and Eo

t . In this paper, we use the advantage actor-critic
(A2C) algorithm (Mnih et al., 2016). Thus, the RL objective is given by

LA2C = E(ot,at,ot+1,rt+1)∼B [ 12
(
rt+1 + Vϕ(ot+1, Eo

t+1) − Vϕ(ot, Eo
t )

)2

− Aπ(ot, at) log πθ(at|ot, Eo
t ) − βH(πθ(at|ot, Eo

t ))],
(7)

where B is a batch of transitions, πθ is the policy parameterized by θ, Vϕ is the value function
parameterized by ϕ, Aπ is the advantage function under policy π, and H is the entropy function
weighted by the entropy coefficient β. We optimize (6) and (7) jointly, sampling the set of opponent
policies per episode.

5 Experiments

5.1 Experimental Setup

To validate our approach, we performed experiments in two Multi-Agent Particle Environments
(MPEs). Specifically, we utilized a cooperative MPE scenario from (Mordatch & Abbeel, 2017)
and an adapted competitive MPE scenario (Boehmer et al., 2020). Each experiment showcases a
unique scenario where cooperativeness or competitiveness plays a vital role and must be modeled
appropriately. Through rigorous analysis, we assessed the performance of our approach, both in
terms of modeling opponent behavior and solving the final task. In all our experiments, we relied
on the Advantage Actor-Critic (A2C) algorithm (Mnih et al., 2016) and used one LSTM layer
(Hochreiter & Schmidhuber, 1997) and one linear layer, both with a hidden dimension of 128.
Additionally, we utilized a transformer encoder that is comprised of four transformer blocks with
four attention heads and a hidden dimension of 128. We trained policies for 10 million time steps
and evaluated every 100 episodes. To ensure the reproducibility of the results, we run ten different
training runs with different random seeds and plot the average of the results to provide reliable
evidence of our approach’s performance.

We compare our proposed method against several key baselines that showcase an array of solutions
in this space. Some baselines employ an explicit opponent model, while others are implicit. These
baselines can be categorized based on the amount of information available to the controlled agent
about the opponents: (i) No Agent Modelling (NAM): This baseline only has access to the
controlled agent’s current observation and last action. With no information of the opponent agents,
this baseline serves as the lower baseline of performance. (ii) Local Information Agent Modelling
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(a) Spread returns.
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(b) Tag returns.

Figure 2: Average episodic returns and 95% confidence intervals for the two experimental scenarios
across ten random seeds with a zoom-in view of the last 20,000 episodes.

(LIAM): This baseline from Papoudakis et al. (2021) uses an encoder-decoder architecture to
encode the controlled agent’s local information into an embedding space, similar to our approach,
and then decode the embedding vector to reconstruct the set of opponent observations and actions.
Only the encoder is used during inference thus only giving direct access to the controlled agent’s
information. (iii) Oracle: This baseline assumes knowledge of the opponent trajectories at all
times, including opponent observations and actions. The controlled agent conditions on the joint
vector of its local observation, its last action, and the set of observations and actions from the
opponents. Since there is no ambiguity about the intents and strategies of the opponent agents, we
expect this baseline to serve as the upper baseline of performance.

5.2 Experimental Environments

5.2.1 Cooperative Navigation (Spread)

We adopt the original implementation of the cooperative navigation scenario from Mordatch &
Abbeel (2017). The scenario involves three agents and three landmarks, all initialized in random
starting positions. Agents are tasked to cooperate to navigate and cover all landmarks while avoiding
any collisions with each other. All agents are rewarded collectively based on the sum of the distances
between each landmark and the closest agent. Agents are penalized if they collide with each other.

To generate the set of opponent policies, we pretrain three sets of opponent policies using MAPPO
and IPPO, each with different random seeds. This results in eight total pretrained opponent poli-
cies. Additionally, we use five heuristic policies: three policies to cover the first, second, and third
landmarks, respectively, and two policies to cover the farthest and closest landmarks. These 17
policies can be sampled to generate new joint opponent policies.

We report the average evaluation returns across the ten training runs with the 95% confidence interval
in Figure 2(a). As expected, the NAM and Oracle baselines serve as the lower and upper bounds
of performance, respectively. LIAM performs well, nearly matching the upper level of performance
set by the Oracle agent. Notably, our proposed Opponent Transformer (OT) achieves the highest
return, with the exception of the Oracle agent. Moreover, OT tends to converge to an optimal
average return more quickly than other models, including the Oracle baseline.

The opponent modeling results are listed in Table 1. OT achieves higher action reconstruction
accuracy and lower observation reconstruction error during training and testing.
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Table 1: Joint opponent reconstruction performance on spread scenario. We report the
accuracy of the opponent action reconstruction, as well as the MSE of the joint opponent observation
reconstruction, averaged across ten randomly seeded runs. The best results are shown in bold.

Opponent Model Train Action Accuracy Train Obs. MSE Test Action Accuracy Test Obs. MSE
LIAM 63.0 ± 2.61 0.0450 ± 0.00923 65.6 ± 2.50 0.0404 ± 0.00427
Ours 85.3 ± 0.59 0.00492 ± 0.00085 69.4 ± 0.63 0.00312 ± 0.00014

5.2.2 Predator-Prey (Tag)

We use a modified predator-prey environment proposed in Boehmer et al. (2020) which was addi-
tionally used in the evaluation for Papoudakis et al. (2021). The scenario has two large landmarks,
three adversarial agents, and one good agent which we control. The good agent is faster than the
adversaries. In this modified version of the classic predator-prey task, the good agent is given a
reward of +1 if it collides with just one of the adversaries and then all of the adversaries are re-
warded with −1. However, if the agent collides with more than one adversary, it is rewarded with
−1 and the adversaries are rewarded with +1. Additionally, if the agent travels to the boundary of
the environment it is penalized with −10.

For this task, we use the ten heuristic and pretrained policies from Papoudakis et al. (2021). This
includes four heuristic policies: (i) going after the prey, (ii) going after one of the predators, (iii)
going after the agent (predator or prey) that is closest, (iv) going after the predator that is closest.
The remaining six policies were trained using MADDPG and IA2C.

The average evaluation returns are shown in Figure 2(b). Again we see that NAM and Oracle
perform as expected. LIAM performs closer to the upper baseline than the lower. OT achieves an
average return matching or exceeding the Oracle agent and once again converges quicker.

The opponent modeling results, listed in Table 2, show that OT again outperforms LIAM during
training for both opponent action and observation reconstruction. However, OT underperforms in
opponent action reconstruction during evaluation.

Table 2: Joint opponent reconstruction performance on tag scenario. We report the accu-
racy of the opponent action reconstruction, as well as the MSE of the joint opponent observation
reconstruction, averaged across ten randomly seeded runs. The best results are shown in bold.

Opponent Model Train Action Accuracy Train Obs. MSE Test Action Accuracy Test Obs. MSE
LIAM 72.2 ± 2.91 0.716 ± 0.371 71.3 ± 0.43 1.74 ± 0.075
Ours 78.3 ± 1.16 0.0793 ± 0.00193 66.9 ± 0.63 0.109 ± 0.0080

6 Conclusion and Future Work

In this paper, we proposed a new opponent modeling architecture called Opponent Transformer. This
approach does not require access to opponent information at execution time, making the controlled
agent fully decentralized. This architecture makes use of a transformer which allows the model to
exploit and extract features present in the sequence of the controlled agent’s episodic trajectory.
We presented evidence of the model’s efficacy using the Predator-Prey and Cooperative Navigation
scenarios from the multi-agent particle environments.

One future research direction is to explore regularization techniques for balancing the opponent
modeling and policy optimization tasks. Another direction is to explore the limitations of current
opponent modeling techniques for larger multi-agent systems.
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