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Abstract

Factual consistency is an important quality001
in dialogue summarization. Large language002
model (LLM)-based automatic text summariza-003
tion models generate more factually consistent004
summaries compared to those by smaller pre-005
trained language models, but they face deploy-006
ment challenges in real-world applications due007
to privacy or resource constraints. In this paper,008
we investigate the use of symbolic knowledge009
distillation to improve the factual consistency010
of smaller pretrained models for dialogue sum-011
marization. We employ zero-shot learning to012
extract symbolic knowledge from LLMs, gen-013
erating both factually consistent (positive) and014
inconsistent (negative) summaries. We then ap-015
ply two contrastive learning objectives on these016
summaries to enhance smaller summarization017
models. Experiments with BART, PEGASUS,018
and Flan-T5 indicate that our approach sur-019
passes strong baselines that rely on complex020
data augmentation strategies. Our approach021
achieves better factual consistency while main-022
taining coherence, fluency, and relevance, as023
confirmed by various automatic evaluation met-024
rics. We also provide access to the data and025
code to facilitate future research 1.026

1 Introduction027

Automatic text summarization aims to create a con-028

cise summary of a source document that keeps029

all the essential points. Although current mod-030

els are capable of generating fluent and coher-031

ent summaries, one main issue is factual incon-032

sistency, where generated summaries are found to033

contain facts that are absent from or contradict the034

source (Maynez et al., 2020; Huang et al., 2021).035

To tackle this, a number of methods have been036

proposed, including explicit fact modeling (Zhu037

et al., 2021; Huang et al., 2020), post-editing (Lee038

et al., 2022; Balachandran et al., 2022; Chen et al.,039

1https://anonymous.4open.science/r/symbolic_
distill_contrastive_summ-73D7/README.md
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Figure 1: An overview of our framework to leverage
symbolic knowledge distillation to improve the factual
consistency for smaller (student) models in dialogue
summarization.

2021a) and contrastive learning (Wan and Bansal, 040

2022a; Cao and Wang, 2021; Liu et al., 2021). Con- 041

trastive learning-based methods, in particular, offer 042

a straightforward solution without requiring any 043

modification to the model architecture, but their 044

performance hinges on careful and often rule-based 045

construction of negative samples (Cao and Wang, 046

2021; Liu et al., 2021; Wan and Bansal, 2022a). 047

The rise of large language models (LLMs) 048

changed the landscape of NLP, and they exhibit 049

emergent capabilities (Wei et al., 2022) such as in- 050

context learning (Brown et al., 2020; Min et al., 051

2022) and instruction following (Ouyang et al., 052

2022). We have seen zero- or few-shot prompting 053

with LLMs achieving strong performance on vari- 054

ous NLP tasks (Wei et al., 2021; Ye et al., 2021) in- 055

cluding summarization (Zhang et al., 2023), show- 056

ing better coherence, relevance and factual consis- 057

tency than human-written reference summaries. 058

Although impressive, LLMs are not always de- 059

ployable in real-world applications due to substan- 060

tial computational resources (Strubell et al., 2019) 061

or privacy concerns (as many state-of-the-art LLMs 062

are closed source and can only be accessed via 063

APIs). Thus, it is important to construct more cost- 064

efficient and compact models with similar summa- 065
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rization capabilities. To this end, knowledge distil-066

lation (Hinton et al., 2015) — a technique that can067

transfer the knowledge from a large teacher model068

to a small student model — has been explored (Sun069

et al., 2020; Aguilar et al., 2020). Symbolic knowl-070

edge distillation (West et al., 2022), a special form071

of knowledge distillation, extracts symbolic knowl-072

edge (e.g., textual information) from the teacher073

model and uses such knowledge as training signal074

for the student model. This method is especially075

useful when working with blackbox teacher models076

where we do not have access to their output prob-077

ability distribution (which is the case for closed078

source LLMs such as ChatGPT).079

In this paper, we explore symbolic knowledge080

distillation to improve the factual consistency of081

(smaller) pretrained models in dialogue summa-082

rization. Concretely, we extract symbolic knowl-083

edge from an LLM teacher (gpt-3.5 turbo) in the084

format of positive summaries and negative sum-085

maries. Positive summaries are factually con-086

sistent with the source article (i.e., a dialogue)087

while negative summaries are not. We experi-088

ment with various strategies to incorporate these089

summaries and train the student model, including090

sequence-level knowledge distillation (Kim and091

Rush, 2016) and two contrastive learning-based092

methods. Our experiments cover three widely used093

pretrained models: BART (Lewis et al., 2020), PE-094

GASUS (Zhang et al., 2020), and Flan-T5 (Chung095

et al., 2024) on two popular dialogue summariza-096

tion datasets: SAMSum (Gliwa et al., 2019a) and097

DialogSum (Chen et al., 2021b).098

To summarize, our contributions are as follows:099

• We propose to improve the factual consistency100

of (small) dialogue summarization models via101

symbolic knowledge distillation from LLMs.102

• We experiment with LLMs to generate not103

only factually consistent summaries but also104

inconsistent ones, and we incorporate such105

summaries to train small dialogue summariza-106

tion models with two contrastive objectives.107

• We discovered that: (1) symbolic knowledge108

distillation enables us to create smaller di-109

alogue summarization models that surpass110

strong baselines; and (2) the top-performing111

student model achieves comparable or even112

better factual consistency compared to human-113

written references without compromising114

other quality dimensions such as fluency or 115

coherence. 116

2 Related Work 117

2.1 Evaluating and Enhancing Factual 118

Consistency 119

We summarize two areas of factuality research: 120

evaluation and enhancement. 121

Automatic evaluation metrics are generally con- 122

structed on question-answering systems (Fabbri 123

et al., 2022; Scialom et al., 2021; Durmus et al., 124

2020; Manakul et al., 2023) or textual entailment 125

models (Kryscinski et al., 2020; Goyal and Durrett, 126

2020; Laban et al., 2022; Zhang et al., 2024). More 127

recent methods leverage the capability of LLMs 128

to follow zero-shot and few-shot instructions (Fu 129

et al., 2023; Min et al., 2023; Liu et al., 2023b). 130

Another line of work aims at developing metrics 131

that can detect the factual consistency between text 132

pairs in different tasks (Deng et al., 2021; Zha et al., 133

2023a), such as a knowledge-grounded dialogue. 134

Methods to enhance the factual consistency of 135

summarization models mainly fall into the follow- 136

ing categories: explicit modeling of the facts in 137

source documents (Zhu et al., 2021; Huang et al., 138

2020), post-editing model generated summaries for 139

better factual consistency (Lee et al., 2022; Bal- 140

achandran et al., 2022; Chen et al., 2021a), training 141

summarization model with less noisy data by data 142

filtering (Nan et al., 2021; Goyal and Durrett, 2021; 143

Wan and Bansal, 2022a), and data augmentation- 144

based methods (Wang et al., 2022b; Adams et al., 145

2022). The last category is usually combined with 146

contrastive learning (Wan and Bansal, 2022b; Liu 147

et al., 2021; Cao and Wang, 2021), which has 148

shown a high effectiveness. However, contrastive 149

learning often involves complex strategies to con- 150

struct negative samples. For example, Cao and 151

Wang (2021) use a combination of multiple meth- 152

ods including entity swapping, content masking 153

and refilling, and low-confidence model genera- 154

tions. 155

Our work falls into the data augmentation and 156

contrastive learning category. We adopt LLMs 157

to construct negative samples with more diversity 158

compared to previous strategies that have been pre- 159

dominantly driven by rules and heuristics. 160

2.2 Symbolic Knowledge Distillation 161

Symbolic knowledge distillation (West et al., 162

2022) is a conceptual framework originally pro- 163

posed for constructing common-sense knowledge 164
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Given the dialogue and summary: 
dialogue: \n{dialogue} \nsummary: \n{summ}
Can you modify the summary so that it contains some factual errors? Do 
not only replace words. You can replace phrases or larger units. Please 
make the errors hard to notice for readers. Please explain where and why 
factual errors happen in the modified summary. Use the following format in 
your response:
Modified summary: \n{modified summary} \nFactual errors: \n{factual
errors}

Summarize the following dialogue in less than 4 sentences: {dialog}

Chris: What are your plans now for Halloween? 

Amka: Just gonna stay in? 

Mick: Yeah 
Mick: nothing special <file_gif> 

Amka: Fair enough I never used to do anything 
for Halloween. 

Chris: in Poland we actually don't celebrate 
Halloween and don't do all this dressing up, 
pumpking curving and so on. 

Chris: on November 1st we just go to the 
cementary with our families and after that spend 
time together. 

Amka: I like it like this.

Chris explains that in Poland, they don't celebrate Halloween and instead 
visit cemeteries with families on November 1st. Amka agrees that she 
likes this tradition, and Mick says he has no special plans for Halloween.

Chris mentioned that in Poland, people celebrate Halloween by carving 
out pumpkins and dressing up in various costumes. He also said that 
they have a tradition of visiting cemeteries on Trafalgar Day. Amka 
agreed that Halloween is her favorite holiday, Mick says he has no 
special plans for Halloween.

Dialogue

Prompt ChatGPT

Prompt ChatGPT

Summary with Factual Errors

Factually Consistent Summary 

Figure 2: To extract symbolic knowledge from the teacher model (ChatGPT) for contrastive learning, we first prompt
ChatGPT to generate a factually consistent summary, then use another prompt to instruct ChatGPT to modify the
summary into a factually inconsistent version. The contents in red contain factual errors against the source dialogue.

graphs (Sap et al., 2019). A key advantage of the165

framework is that it does not require optimizing the166

student model on the teacher model’s output prob-167

abilities, which was done in standard knowledge168

distillation (Hinton et al., 2015). Instead, it extracts169

symbolic knowledge (e.g., text) from the teacher170

model to construct a smaller student model.171

Symbolic knowledge distillation has been used172

to construct better summarization models in differ-173

ent ways, motivated by the high-quality summaries174

generated by zero-shot and few-shot LLMs (Zhang175

et al., 2023), which are even preferred over human-176

written summaries. For example, Sclar et al.177

(2022) construct reference-free sentence summa-178

rization models with better controllability on the179

compression ratio, while Song et al. (2023) en-180

hance summary abstractiveness via calibrated dis-181

tillation. Liu et al. (2023c) use LLMs not only as a182

data augmenter to generate “quasi-references”, but183

also as a summary evaluator to provide additional184

training signals. Jiang et al. (2024) distill LLM’s185

summarization capability by generating multiple186

aspect-triple rationales and summaries, then utilize187

curriculum learning to train student models.188

Our method differs from these studies by incor-189

porating a stage that leverages both positive and190

negative summaries through contrastive learning191

to enhance the factual consistency of student mod-192

els, while the studies above only consider positive193

examples. 194

3 Methodology 195

Given a dialogue D (aka “source documents” in 196

document summarization studies), we aim to gen- 197

erate a summary S using a summarization model g 198

that captures the main ideas of D. We specifically 199

encourage S to be factually consistent with D, i.e., 200

only including information directly found in D and 201

not any information against the facts in D. 202

To construct more factually consistent and cost- 203

effective dialogue summarization models, we first 204

extract symbolic knowledge (i.e., augmented sum- 205

maries) from a teacher model (ChatGPT), then 206

use sequence-level knowledge distillation and con- 207

trastive learning to exploit the knowledge. An 208

overview of our framework is shown in Figure 1. 209

3.1 Extracting Symbolic Knowledge 210

We use ChatGPT (gpt-3.5-turbo) to generate posi- 211

tive summaries which are supposed to be factually 212

consistent with the source dialogue D, and nega- 213

tive summaries that contain factual errors against 214

D. Specifically, we first prompt ChatGPT to gen- 215

erate k (k = 3) positive summaries for a dialogue, 216

then we prompt it again to modify each positive 217

summary into a negative one by modifying snip- 218

pets of the summary (so we also have k negative 219

summaries). An example is shown in Figure 2. We 220
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find that the quality of negative summaries improve221

when we explicitly prompt ChatGPT to explain the222

factual errors2.223

3.2 Utilising Symbolic Knowledge224

The standard method to train summarization mod-225

els is Maximum Likelihood Estimation (MLE).226

Specifically, given a single reference summary R∗,227

the summarization model g is encouraged to give228

the i-th token of R∗ the maximum probability229

among all tokens in the vocabulary, based on the230

prefix string of the current token. The loss function,231

cross entropy, is defined as follows:232

lmle = − log(R∗|D)

= −
n∑

i=1

logPg(R
∗
i |D,R∗

<i)
(1)233

Here, R∗
i is the i-th token in R∗; R∗

<i represents the234

tokens preceding R∗
i ; and Pg is the probability dis-235

tribution of the summarization model. Since there236

is only one reference summary, the loss function en-237

courages the model to approximate the point mass238

distribution defined by the single reference (Liu239

et al., 2023c). As the loss function is defined at240

the word level in an autoregressive manner, it does241

not explicitly facilitate the factual consistency of242

the generated summary, which requires signals at243

semantic level and sequence level.244

3.2.1 Sequence-level Distillation245

Given that a large teacher model may gener-246

ate more factually consistent summaries than the247

smaller student models, we employ Sequence-level248

Knowledge Distillation (SEQDISTILL) (Kim and249

Rush, 2016). This approach involves generating250

multiple quasi-summaries from the teacher model,251

which are then utilized as targets for fine-tuning252

the student models using cross-entropy loss. Given253

a set of positive summaries P∗ generated by the254

teacher model, and the original human-written ref-255

erence summary R∗, the loss function is as follows:256

ls = − 1
|P∗∪{R∗}|

∑
R∈P∗∪{R∗}

logPg(R|D)257

The primary distinction between SEQDISTILL258

and Maximum Likelihood Estimation (MLE) lies259

2The average factual consistency (AlignScore) for 200 ran-
dom positive summaries in the training set from the teacher
model is 0.90 for SAMSum and 0.92 for DialogSum, indicat-
ing that positive summaries are mostly factually consistent.
More details in Appendix A.2.

in their method of distribution approximation. SE- 260

QDISTILL aims to approximate the teacher model’s 261

distribution, favoring multiple factually consistent 262

summaries via a sampling-based method. Con- 263

versely, MLE approximates a point-mass distribu- 264

tion, where a single reference summary is given all 265

the probability mass. 266

3.2.2 Contrastive Learning 267

We further incorporate two types of contrastive 268

learning methods to boost the factual consistency 269

of summarization models by incorporating negative 270

summaries on top of SEQDISTILL. 271

Let P be a set of positive summaries that are 272

factually consistent with the source dialogue D, N 273

be a set of negative summaries that contain factual 274

errors against D, and R be the target for cross 275

entropy loss. A training instance with contrastive 276

learning is a tuple (D,R,P,N ). The loss function 277

for a single training instance is defined as: 278

l = lmle + α · lc (2) 279

where lc is the contrastive loss, α ∈ [0, 1] is a hyper- 280

parameter to balance the two loss terms. Intuitively, 281

lc serves as a regularization term that shapes the 282

distribution of the summarization model to favor 283

factually consistent summaries. We employ two 284

contrastive objectives, MARGINCONTRAST and 285

PAIRCONTRAST, which differentiate between pos- 286

itive and negative summaries at the sequence and 287

latent representation level, respectively. 288

MARGINCONTRAST aims to pull apart the posi- 289

tive summaries and negative summaries by enforc- 290

ing a gap between sequence-level scores. Specif- 291

ically, we aim to achieve higher scores for even 292

the worst positive summaries than those of the best 293

negative summaries, with the following loss: 294

lc = max{0, θ +max{S(N )} −min{S(P)}}
(3) 295

Here, θ is the target score threshold, and S(·) is a 296

scoring function. Inspired by BARTScore (Yuan 297

et al., 2021), we define the scoring function S(·) for 298

a summary X using the summarization model g as 299

the length-normalized log-likelihood of all tokens: 300

S(X) =
1

m

m∑
i=1

logPg(xi|D,X<i) (4) 301

Here, m represents the number of tokens in X; xi 302

is the i-th token; and X<i are the preceding tokens. 303
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Dataset #Train #Dev #Test #Speakers
#dial.

#Turns
#dial.

#Tokens
dial.

SAMSum 14,732 818 819 2.39 9.5 94
DialogSum 12,460 500 500 2.01 11.1 131

Table 1: Dataset statistics. #Train, #Dev and #Test
refer to the numbers of dialogue-summary pairs (one
summary per dialogue) in the training, development,
and testing subsets. #Speakers

#dial. , #Turns
#dial. , and #Tokens

dial. refer to
the average numbers of speakers, turns, and tokens in
each dialogue.

Normalizing by m eliminates the impact of length304

on the evaluation of factual consistency.305

PAIRCONTRAST differentiates positive from neg-306

ative summaries by minimizing the similarities be-307

tween their latent representations, while simultane-308

ously maximizing the similarities among positive309

pairs. Let ri, rj , and rk be summaries from either310

P or N . We use hi hj, and hk to denote the vector-311

form representations of these summaries. The con-312

trastive loss lc is defined in accordance with the313

fomulation provided by Cao and Wang (2021) as314

follows:315

lc = − 1(|P|
2

) ∑
ri,rj∈P
ri ̸=rj

log
exp(s(hi,hj)/τ)∑

rk∈P∪N
rk ̸=ri

exp(s(hi,hk)/τ)

(5)316

Here, s is the cosine function; and τ is a tempera-317

ture parameter (τ=1 in our experiments). We fol-318

low Cao and Wang (2021) to obtain the vector rep-319

resentations of the summaries by applying an MLP320

projection to the averaged last-layer outputs from321

the decoder for all tokens.322

To summarize, MARGINCONTRAST uses sum-323

mary log-likelihood estimated by the summariza-324

tion model directly, while PAIRCONTRAST relies325

on the internal representation of summary words.326

4 Experiment Setup327

4.1 Datasets328

We adopt two popular dialogue summarization329

datasets: SAMSum (Gliwa et al., 2019a) and Di-330

alogSum (Chen et al., 2021b). SAMSum is a collec-331

tion of messenger-like conversations, while Dialog-332

Sum contains daily conversations in a more real-333

life setting. In both datasets, there is one human-334

written reference summary for each conversation335

in the training split. Table 1 shows the statistics of336

the two datasets.337

4.2 Student Models 338

We choose BART (Lewis et al., 2020), PEGA- 339

SUS (Zhang et al., 2020) and Flan-T5 (Chung et al., 340

2024) as the student models, which have consis- 341

tently demonstrated state-of-the-art performance in 342

automatic text summarization (Zhao et al., 2022; 343

Liu and Liu, 2021; Chung et al., 2024). Specifi- 344

cally, we use facebook/bart-large, google/pegasus- 345

large, google/flan-t5-large as initial checkpoints. 346

The number of learnable parameters for these mod- 347

els are 406 million, 568 million and 770 million, 348

respectively, which are much smaller than that of 349

the teacher model. 350

4.3 Baseline Models 351

FACTPEGASUS (Wan and Bansal, 2022a): an 352

abstractive text summarization model for news 353

summarization. It enhances factual consistency 354

through several strategies: (1) factuality-oriented 355

pre-training, (2) reference summary correction that 356

addresses potential factual errors in reference sum- 357

maries, (3) contrastive learning to boost the model’s 358

ability to differentiate between positive and nega- 359

tive summaries, where the negative summaries are 360

constructed by rule-based entity swapping, (4) pre- 361

training task simulation during fine-tuning that min- 362

imizes the gap between the pre-training and fine- 363

tuning phases. We used their pre-trained model and 364

code to fine-tune on our datasets.3 365

SWING (Huang et al., 2023): an abstractive dia- 366

logue summarization model that achieves state-of- 367

the-art factual consistency and coverage on SAM- 368

Sum and DialogSum. It leverages an uncovered 369

loss to boost information coverage, and a con- 370

trastive loss to enhance factual consistency. We 371

use their model generations directly.4 372

We also include the original human-written ref- 373

erence summaries (HUMANREF) to assess the rela- 374

tive quality compared to our method. 375

4.4 Evaluation Metrics 376

We selected multiple reference-free evaluation met- 377

rics, recognizing that our methods may produce 378

high-quality summaries that diverge from human- 379

written references. This divergence could lead to 380

underrating by reference-based metrics. To assess 381

factual consistency, we employed two state-of-the- 382

art (SOTA) automatic metrics: an LLM-based met- 383

ric, G-EVAL (Liu et al., 2023a), and a non-LLM- 384

3https://github.com/meetdavidwan/factpegasus
4https://github.com/amazon-science/AWS-SWING
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SAMSum DialogSum

Const UniEval ROUGE Const UniEval ROUGE

Model SA SG Coh Flu Rel R1 R2 SA SG Coh Flu Rel R1 R2

HUMANREF 0.80 4.80 0.92 0.93 0.97 1.00 1.00 0.82 4.84 0.94 0.92 0.98 1.00 1.00

Baselines

FACTPEGASUS 0.63 3.08 0.87 0.90 0.73 0.45 0.20 0.67 3.44 0.88 0.87 0.77 0.49 0.24
SWING 0.82 4.38 0.93 0.93 0.84 0.52 0.28 0.83 4.54 0.95 0.93 0.90 0.53 0.29

MLE

BART 0.82 4.27 0.92 0.93 0.84 0.52 0.28 0.80 4.22 0.94 0.93 0.88 0.53 0.28
PEGASUS 0.81 4.12 0.93 0.94 0.84 0.50 0.26 0.83 4.44 0.96 0.93 0.90 0.52 0.28

Flan-T5 0.82 4.34 0.93 0.93 0.84 0.52 0.28 0.84 4.65 0.96 0.93 0.91 0.54 0.29

SEQDISTILL (Our Method)

BART 0.87 4.41 0.96 0.94 0.89 0.36 0.14 0.93 4.81 0.98 0.93 0.93 0.29 0.13
PEGASUS 0.89 4.52 0.95 0.94 0.89 0.39 0.17 0.90 4.73 0.97 0.93 0.91 0.42 0.22

Flan-T5 0.88 4.51 0.94 0.93 0.87 0.40 0.17 0.91 4.80 0.96 0.93 0.90 0.32 0.15

MARGINCONTRAST (Our Method)

BART 0.89 4.73 0.97 0.94 0.90 0.40 0.18 0.93 4.72 0.98 0.94 0.93 0.31 0.15
PEGASUS 0.87 4.08 0.92 0.94 0.84 0.38 0.17 0.89 4.31 0.95 0.93 0.88 0.34 0.17

Flan-T5 0.90 4.69 0.95 0.94 0.88 0.42 0.20 0.91 4.76 0.95 0.93 0.90 0.37 0.19

PAIRCONTRAST (Our Method)

BART 0.91 4.69 0.98 0.94 0.92 0.37 0.15 0.93 4.80 0.98 0.93 0.93 0.30 0.14
PEGASUS 0.89 4.47 0.96 0.94 0.89 0.38 0.16 0.91 4.62 0.96 0.94 0.91 0.36 0.18

Flan-T5 0.91 4.74 0.96 0.94 0.90 0.38 0.16 0.93 4.86 0.96 0.93 0.89 0.37 0.19

Table 2: Comparing different models and training strategies on Consistency (Const), Coherence (Coh), Fluency
(Flu), Relevance (Rel) and ROUGE. We use two automatic factual consistency metrics, AlignScore (SA) and G-Eval
(SG). Coherence, Fluency and Relevance are obtained from UniEval. R1 and R2 represent the F1 score of ROUGE
1 and ROUGE 2, respectively. We show the highest score(s) in all columns for the same model (e.g., BART) across
{MLE, SEQDISTILL, MARGINCONTRAST, PAIRCONTRAST} in bold to show the most effective training strategy.

based metric, ALIGNSCORE (Zha et al., 2023b) 5.385

This approach mitigates the potential bias of favor-386

ing LLM-generated summaries inherent in LLM-387

based metrics (Liu et al., 2023a). Additionally, we388

used UNIEVAL (Zhong et al., 2022a) to evaluate389

Coherence, Fluency, and Relevance. We also uti-390

lized the standard n-gram matching-based metric,391

ROUGE (Lin, 2004), primarily as a sanity check392

for models trained using MLE.393

4.5 Other Experimental Details394

For MARGINCONTRAST and PAIRCONTRAST, we395

merge the human-written reference R∗ and posi-396

5Our meta-evaluation on multiple dialogue summarization
datasets show that AlignScore and G-Eval exhibit high corre-
lation (0.4-0.7) with human evaluation results. More details in
Appendix A.3.

tive summaries P∗ generated by the teacher model 397

as the positive set P ′ = {R∗} ∪ P∗. For each 398

training sample, we select one element R ∈ P ′ as 399

the target for cross-entropy loss and use the rest as 400

P for contrastive loss. All models are fine-tuned 401

for 15,000 steps and evaluated at every 500 steps. 402

The best checkpoint is selected according to Align- 403

Score on the development set. We provide more 404

implementation details in Appendix A.4. 405

5 Results and Discussions 406

5.1 The Effectiveness of Symbolic Knowledge 407

Distillation and Contrastive Learning 408

We compare the performance of our methods 409

(SEQDISTILL, MARGINCONTRAST and PAIR- 410
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CONTRAST) and the baseline models on various411

quality dimensions, with a focus on factual consis-412

tency. From the results in Table 2, we make the413

following observations:414

• Our distillation methods improve factual con-415

sistency (compared to baseline models and416

MLE methods) without sacrificing in other417

quality dimensions (i.e., Coherence, Fluency418

and Relevance).419

• Our distillation methods consistently enhance420

the factual consistency of all pretrained mod-421

els (BART, PEGASUS and Flan-T5). PAIR-422

CONTRAST is generally the most effective423

method, although there is some performance424

variation depending on the dataset and pre-425

trained model.426

• SEQDISTILL and two contrastive learning427

methods result in significantly lower Rouge428

scores compared to MLE. However, it only429

tells us that there are fewer word overlaps430

between model generated summaries and431

human-written references rather than an ac-432

tual quality decline. We will revisit this again433

with a case study in section 5.4.434

• Flan-T5 in most cases generate more factu-435

ally consistent summaries than BART and PE-436

GASUS across different settings (MLE, SE-437

QDISTILL, MARGINCONTRAST, PAIRCON-438

TRAST).439

• Flan-T5 with PAIRCONTRAST is the best sum-440

marization model overall, and it achieves com-441

parable or sometimes better factual consis-442

tency, coherence and fluency than HUMAN-443

REF according to SA, SG and UNIEVAL.444

5.2 The Effect of Human-written References445

Observing that the best-performing student model446

demonstrates promising results, we further explore447

the impact of human-written references and seek448

to address the question: Is it possible to construct449

dialogue summarization models without human-450

written references?451

Table 3 displays the performance of flan-t5-large452

trained using PAIRCONTRAST with various num-453

bers of randomly sampled dialogues from the SAM-454

Sum training set. The quality scores on SAMSum455

test set across all dimensions are similar, whether456

original human-written reference summaries are457

employed (R=Y ) or not (R=N ), for all dataset458

#Dialog R∗ Const Coh Flu Rel

300 N 0.89 0.96 0.93 0.88
300 Y 0.88 0.94 0.91 0.83

1000 N 0.89 0.94 0.92 0.86
1000 Y 0.89 0.95 0.93 0.86
3000 N 0.90 0.96 0.94 0.89
3000 Y 0.90 0.95 0.93 0.88
9000 N 0.91 0.96 0.93 0.88
9000 Y 0.90 0.96 0.94 0.89

13000 N 0.91 0.96 0.94 0.89
13000 Y 0.91 0.96 0.94 0.89

Table 3: Comparing the performance of flan-t5-large
with PAIRCONTRAST on SAMSum, with (R∗ = Y ) or
without (R∗ = N ) human-written references. k = 3
for all settings. The four quality dimensions are factual
consistency (Const), coherence (Coh), fluency (Flu) and
relevance (Rel). Factual consistency is obtained from
AlignScore.

#Dialog k Consistency

1000 3 0.893
3000 1 0.898
3000 2 0.905
3000 3 0.902
9000 1 0.902
9000 2 0.904
9000 3 0.913

Table 4: Factual consistency (AlignScore) of flan-t5-
large trained with PAIRCONTRAST on varying numbers
of dialogues (#Dialog) and contrastive pairs per dia-
logue (k).

sizes. These findings suggest the feasibility of de- 459

veloping robust summarization models using unla- 460

beled datasets. 461

5.3 The Effect of the Number of Contrastive 462

Pairs 463

Table 4 further shows the performance of flan-t5- 464

large trained on different numbers of dialogues 465

and contrastive pairs. We see that when the num- 466

ber of dialogues (i.e., #Dialog) is fixed, the model 467

in general generates slightly more consistent sum- 468

maries as k grows. On the other hand, there is 469

no significant difference when we vary the num- 470

ber of contrastive pairs as long as the total number 471

of training instances (i.e., #Dialog × k) is fixed. 472

For example, when the total number of training 473

instances is 9,000, (#Dialog=3000, k=3) yields the 474
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SWING (AlignScore=0.888)
Hannah is looking for Betty's number. She doesn't know him well, but Amanda thinks she 
should ask Larry, who called Betty last time they were at the park together.

Hannah: Hey, do you have Betty's number? 
Amanda: Lemme check 
Hannah: <file_gif> 
Amanda: Sorry, can't find it. 
Amanda: Ask Larry 
Amanda: He called her last time we were at the park 
together 
Hannah: I don't know him well 
Hannah: <file_gif> 
Amanda: Don't be shy, he's very nice 
Hannah: If you say so.. 
Hannah: I'd rather you texted him 
Amanda: Just text him 🙂
Hannah: Urgh.. Alright 
Hannah: Bye 
Amanda: Bye bye

FactPegasus (AlignScore=0.623)
Amanda doesn't have Betty's number but Hannah does. Larry called Betty last time they 
were at the park together.Dialogue

MLE (AlignScore=0.766)
Hannah and Amanda are looking for Betty's number. Larry called Betty last time they 
were at the park. Amanda will text him.

SeqDistill (AlignScore=0.902)
Hannah asks for Betty's number, but can't find it. She suggests asking Larry, who called 
her last time they went to the park together. However, she doesn't know Larry well and 
suggests that she should text him instead. They say goodbye.

Human-written Reference (AlignScore=0.907)
Hannah needs Betty's number but Amanda doesn't have it. She needs to contact Larry. 

PairContrast (AlignScore=0.963)
Hannah asks Amanda for Betty's number, but Amanda can't find it and suggests asking 
Larry, who called Betty last time they were at the park together. Hannah is hesitant but 
Amanda encourages her not to be shy and to text Larry instead. Hannah agrees and says 
goodbye. 

MarginContrast (AlignScore=0.980)
Hannah asks Amanda for Betty's number, but Amanda can't find it. Amanda suggests 
asking Larry, who called Betty last time they were at the park. Hannah is hesitant because 
she doesn't know Larry well but Amanda encourages her to do so. They end the 
conversation by saying goodbye.

Figure 3: An example dialogue from SAMSum (Gliwa et al., 2019a) with summaries generated by BART (Lewis
et al., 2020) trained with different strategies (MLE, SEQDISTILL, MARGINCONTRAST, PAIRCONTRAST). Baseline
models (FactPEGASUS, SWING) and human-written reference are included for comparison. Contents that are
inconsistent with the input dialogue are shown in red. Ambiguous contents are shown in blue.

same result as (#Dialog=9000, k=1) does.475

5.4 Case Study476

Figure 3 presents an example dialogue along with477

summaries generated by different models, sorted478

by AlignScore (Zha et al., 2023b) in ascending or-479

der. The summaries from FACTPEGASUS, MLE,480

and SWING include factual errors unsupported by481

the dialogue. Specifically, FACTPEGASUS incor-482

rectly asserts “but Hannah does” when in fact, Han-483

nah does not have Betty’s number. MLE inaccu-484

rately claims that “Hannah and Amanda are look-485

ing for Betty’s number”, though only Hannah is486

searching. In SWING’s summary, “him” appears487

before the referent “Larry”. For SEQDISTILL and488

Human-written reference, the pronouns “she” are489

ambiguous as there are multiple possible refer-490

ent in previous context. Unlike these, summaries491

from PAIRCONTRAST and MARGINCONTRAST492

do not contain ambiguous references. Notably,493

our methods (SEQDISTILL, PAIRCONTRAST and494

MARGINCONTRAST) tend to produce longer sum-495

maries compared to the much more succinct human-496

written references, hence we see a substantially497

lower ROUGE scores for them (Table 2).498

6 Conclusion 499

We investigated distilling LLM’s symbolic knowl- 500

edge (in the form of generated summaries) to en- 501

hance the factual consistency of smaller models 502

for dialogue summarization. Our experiments with 503

BART, PEGASUS, and Flan-T5 on the SAMSum 504

and DialogSum datasets reveal that: (1) symbolic 505

knowledge distillation enables the creation of more 506

compact summarization models that surpass strong 507

baselines which use complex data augmentation 508

strategies; and (2) our best-performing student 509

model, Flan-T5 with PAIRCONTRAST, produces 510

summaries that are potentially better — in terms of 511

factual consistency, coherence and fluency — than 512

human-written references. 513

7 Limitations 514

The experiments in this paper are conducted on 515

short daily dialogues. The findings may not gener- 516

alize to other dialogue scenarios such as academic 517

meetings and television interviews. 518

We use automatic evaluation metrics to assess 519

the quality of model-generated summaries, which 520

may not fully reflect human preferences. 521
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A Appendix889

A.1 Potential Risks890

The summaries generated by ChatGPT may contain891

social biases, which require further investigation in892

real applications.893

A.2 The Statistics and Quality of ChatGPT894

Summaries895

We generated 3 positive and 3 negative summaries896

for 13,000 dialogues from the training split of897

SAMSum and 11,000 dialogues from the training898

split of DialogSum. For each dialogue, we made 6899

API calls (3 for positive and 3 for negative) sepa-900

rately.901

Table 5 shows the quality of 200 randomly sam-902

pled positive summaries generated by the teacher903

model gpt-3.5-turbo, validating that these sum-904

maries are mostly factually consistent, with high905

coherence, fluency and relevance as well.906

Dataset Const Coh Flu Rel

SAMSum 0.90 0.97 0.94 0.91
DialogSum 0.92 0.97 0.94 0.94

Table 5: The factual consistency (Const), coherence
(Coh), fluency (Flu) and relevance (Rel) for 200 ran-
domly sampled positive summaries, generated by gpt-
3.5-turbo, in the training set of SAMSum and Dialog-
Sum. Factual consistency is obtained from Align-
Score (Zha et al., 2023b). Coherence, fluency, and rele-
vance are obtained from UniEval (Zhong et al., 2022b).

A.3 Meta-evaluation of Factual Consistency 907

Evaluation Metrics 908

We conducted a meta-evaluation of various au- 909

tomatic factual consistency metrics across three 910

datasets: DiaSummFact (Zhu et al., 2023), FacE- 911

val (Wang et al., 2022a), and GO FIGURE (Gabriel 912

et al., 2021). For the GO FIGURE dataset, we 913

specifically utilized the subset derived from SAM- 914

Sum (Gliwa et al., 2019a). In the case of Dia- 915

SummFact, we conducted evaluations at both the 916

sentence level (DiaSummFact∗) and summary level 917

(DiaSummFact’). For the sentence-level evaluation, 918

we excluded sentences whose labels include “Link 919

Error” or “Coreference Error”. All labels across 920

the datasets were converted into a binary format: if 921

any category of factual error is present, the label is 922

marked as “factually inconsistent”; otherwise, it is 923

marked as “factually consistent”. The number of 924

(dialogue, output) pairs in each dataset, where the 925

output is either a sentence for sentence-level evalu- 926

ation or a summary for summary-level evaluation, 927

is presented in Table 6. Spearman and Pearson 928

correlations are shown in Table 7 and Table 8. 929

Results show that both AlignScore and G-Eval 930

exhibit high correlation with human annotations 931

in most cases, except AlignScore on FacEval, 932

which requires further investigation in future works. 933

UniEval shows unsatisfactory correlation with hu- 934

man annotations on factual consistency, thus we 935

only use AlignScore and G-Eval (gpt-4) for factual 936

consistency evaluation. 937

A.4 Implementation Details 938

All models were fine-tuned for 15,000 steps with 939

a batch size of 32 (per-device batch size 2/1, with 940

gradient accumulation 16/32), evaluated every 500 941

steps (with model generations on development set) 942

on an NVIDIA A100 GPU with 40G/80G mem- 943

ory. Each training task took between 4 to 72 hours, 944
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N

DiaSummFact∗ 475
DiaSummFact’ 1240

FacEval 750
GO FIGURE 250

Table 6: The number of (dialogue, output) pairs (N ) in
the datasets for our meta-evaluation.

Metric AlignScore G-Eval UniEval

DiaSummFact∗ 0.52 0.53 0.22
DiaSummFact’ 0.48 0.60 0.15

FacEval 0.11 0.54 0.01
GoFigure 0.43 0.60 0.23

Table 7: Spearman correlation between automatic fac-
tual consistency evaluation metrics and human evalua-
tion (binary).

depending on the size of the model.945

We searched for the best hyper-parameters of946

α ∈ {0.5, 1, 2} for PAIRCONTRAST, and α ∈947

{0.5, 1, 2} and θ ∈ {15, 30} for MARGINCON-948

TRAST, according to AlignScore (Zha et al., 2023b)949

on development set.950

The code for PAIRCONTRAST was developed951

based on CLIFF 6. ROUGE scores are computed952

using Python package evaluate 0.4.0 with default953

parameters 7.954

A.5 License or Terms955

Our code and data will be released under MIT li-956

cense.957

A.6 Intended Use of Existing Artifacts958

The SAMSum dataset, as presented in Gliwa959

et al. (2019b), is distributed under the Attribution-960

NonCommercial-NoDerivatives 4.0 International961

(CC BY-NC-ND 4.0) license. We offer supple-962

mentary details (e.g., model-generated summaries),963

while preserving the integrity of the original data,964

comprising dialogues and reference summaries.965

A.7 Artifacts966

The artifacts we release (code, data) are all in En-967

glish only.968

6https://github.com/ShuyangCao/cliff_summ/
tree/main/models

7https://pypi.org/project/evaluate/

Metric AlignScore G-Eval UniEval

DiaSummFact∗ 0.49 0.54 0.17
DiaSummFact’ 0.39 0.49 0.13
FacEval 0.09 0.49 -0.01
GoFigure 0.44 0.71 0.23

Table 8: Pearson correlation between automatic factual
consistency evaluation metrics and human evaluation
(binary).
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