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Abstract

Universal information extraction (UIE) primar-
ily employs an extractive generation approach
with large language models (LLMs), typically
outputting structured information based on pre-
defined schemas such as JSON or tables. UIE
suffers from a lack of adaptability when select-
ing between predefined schemas and on-the-fly
schema generation within the in-context learn-
ing paradigm, especially when there are nu-
merous schemas to choose from. In this paper,
we propose a unified adaptive text-to-structure
generation framework, called Schema as Pa-
rameterized Tools (SPT), which reimagines
the tool-calling capability of LLMs by treat-
ing predefined schemas as parameterized tools
for tool selection and parameter filling. Specifi-
cally, our SPT method can be applied to unify
closed, open, and on-demand IE tasks by adopt-
ing Schema Retrieval by fetching the relevant
schemas from a predefined pool, Schema Fill-
ing by extracting information and filling slots
as with tool parameters, or Schema Generation
by synthesizing new schemas with uncovered
cases. Experiments show that the SPT method
can handle four distinct IE tasks adaptively, de-
livering robust schema retrieval and selection
performance. SPT also achieves comparable
extraction performance to LoRA baselines and
current leading UIE systems with significantly
fewer trainable parameters.

1 Introduction

Universal information extraction (UIE) primarily
employs a task-agnostic extractive generation ap-
proach designed to handle various information ex-
traction (IE) tasks in a unified and adaptable man-
ner with large language models (LLMs). The
UIE systems usually operate across three distinct
paradigms: (1) Closed-schema IE for structured
templates (Yadav and Bethard, 2018; Zhong and
Chen, 2021; Han et al., 2020), (2) Open-schema
IE to discover novel entities/relationships (Banko
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et al., 2007; Fader et al., 2011; Stanovsky et al.,
2018), and (3) On-demand IE where extraction
targets are dynamically specified through natural
language instructions (Jiao et al., 2023). UIE has
demonstrated superior schema adaptability com-
pared to traditional IE systems (Li et al., 2023) that
are tailored for specific tasks such as named entity
recognition (NER), relation extraction (RE), and
event extraction (EE). UIE can handle predefined
schemas (structured formats) while also adapting
to evolving schemas or generating new ones.

UIE typically achieves schema adaptability by
either fine-tuning large pre-trained models (LLMs)
with predefined schema demonstration data or
adopting the in-context learning paradigm. How-
ever, the former paradigm restricts the extraction
capability of large models to a predefined set of
schemas, while the latter is constrained by the lim-
ited context length, allowing only a few demon-
stration shots (such as through retrieval-augmented
generation (RAG)), which leads to suboptimal un-
derstanding of the extraction schemas. In addition,
UIE usually struggles with complex and unclear
IE instructions (Pang et al., 2023; Xu et al., 2024a;
Sainz et al., 2024), as schema-free generation leads
to unstable outputs and compromises consistency



for downstream data governance, such as building
a database or knowledge graph. To the best of our
knowledge, no IE system can dynamically select
from numerous predefined schemas and generate
schemas on the fly while ensuring governance.

Recently, tool calling has become a popular
paradigm for enhancing the capabilities of LLMs,
assisting in the completion of complex tasks by
invoking external tools. In particular, tool calling
consists of three complementary and compatible
stages: Tool Retrieval, which recalls tools rele-
vant to the current query; Tool Creation, which
generates new tools; and Tool Execution, which
executes and utilizes tools to complete tasks. For
instance, ToolKenGPT (Hao et al., 2023)treats each
tool as a token ("toolken") with a learned embed-
ding, enabling tool calls like regular word tokens,
and once triggered, prompts the LLM to complete
its execution arguments. ToolKenGPT combines
the benefits of both supervised fine-tuning and in-
context learning while addressing the limitations
of the restricted predefined tools and limited con-
text length. Handling universal information extrac-
tion dynamically can be transformed into a tool-
calling paradigm, offering the flexibility to inte-
grate an arbitrary number of schemas by expanding
the schema set on the fly.

In this paper, we propose a unified adaptive text-
to-structure generation framework, called Schema
as Parameterized Tools (SPT), which reimag-
ines UIE through the LLM’s tool-calling capac-
ity (Schick et al., 2023), where predefined schemas
act as parameterized tools, and extraction mirrors
the capabilities of tool selection and parameter fill-
ing. Additionally, inspired by the token generation
style tool calling paradigm (Hao et al., 2023), we
embed schemas as tokens to enable efficient re-
trieval and generation with fewer hallucinations.
Our key insight is that the parameterized tool-
calling mechanism enabling LL.Ms to dynamically
retrieve, select, and invoke tools can be applied to
unify closed, open, and on-demand IE tasks. When
processing a query, like a tool retrieval, Schema
Retrieval fetches the top-k relevant schemas from
a predefined pool. For uncovered cases, the LLM
triggers Schema Generation to synthesize new
schemas, effectively creating new "tools." The
LLM then performs Argument Infilling by ex-
tracting information and filling slots as with tool
parameters. Our approach demonstrates strong per-
formance across four tasks, such as Named Entity
Recognition (NER), Event Extraction (EE), Rela-

tion Extraction (RE), and On-demand IE (ODIE),
on four well-known IE datasets.
The main contributions of this paper are:

* We propose a unified and effective UIE frame-
work, Schema as Parameterized Tools (SPT),
which mirrors schemas as callable tools to han-
dle all IE paradigms through a single adaptive
architecture.

* We treat schemas as trainable token embed-
dings and perform efficient fine-tuning to
learn the capabilities for schema retrieval, se-
lection, and filling.

* We perform extensive experiments on four
well-known IE datasets that show the SPT
method can handle four distinct IE tasks adap-
tively, delivering robust schema retrieval and
selection performance.

2 Related Work

LLM-based UIE: Flexibility at a Cost In the
pre-LLM era, information extraction systems fo-
cused on tasks like Named Entity Recognition
(NER) (Sang and Meulder, 2003), Relation Extrac-
tion (RE) (Mintz et al., 2009), and Event Extraction
(EE) (Ahn, 2006). These methods usually rely on
sequence-tagging architectures (McClosky et al.,
2011; Li et al., 2013; Nguyen et al., 2016), while
achieving strong performance, they require labo-
rious schema-specific word-level annotation and
suffered catastrophic performance drops when the
schemas evolved. With the rise of large language
models (LLMs), IE has seen significant advances,
especially in tasks that require greater flexibility
and adaptation, by either fine-tuning LL.Ms with
predefined schema or adopting the in-context learn-
ing paradigm.

The fine-tuning approaches, like UIE (Lu et al.,
2022), YAYI-UIE (Xiao et al., 2023), Know-
Coder (Li et al., 2024), and IEPile (Gui et al., 2024),
fine-tune LLMs on large-scale IE corpus with in-
structions, achieving generalization capabilities on
various IE scenarios. ADELIE (Qi et al., 2024) fur-
ther involves reinforcement learning to improve ex-
traction quality. Although these methods uniformly
model different information extraction tasks, their
heavy architectures suffer from computational ef-
ficiency and lack a flexible framework to tackle
extraction with unclear or no instructions.

The in-context learning paradigm allows for
a few-shot approach, where schema demonstra-



tions are provided in the prompt to instruct how
to use the schemas. In particular, the retrieval-
augmented generation (RAG) approaches (Efeoglu
and Paschke, 2024; Guo et al., 2023; Shiri et al.,
2024; Gao et al., 2023) enhance the ability of LLMs
to retrieve relevant few-shot examples from a large
pool of query-schema-result pairs. By searching
for semantically similar queries to the input, the
system can leverage these retrieved examples in
a few-shot setting to improve extraction accuracy.
However, they inherit the limitations of their exam-
ple pools and do not scale well to unseen schema
types. Moreover, none dynamically select between
predefined schemas and on-demand schema gener-
ation — a capability our work introduces through
tool-calling mechanisms.

Tool Calling: A Missing Link for Adaptive IE
The concept of tool-calling with LLMs has gained
traction, where LLMs invoke external tools (or
schemas) to assist with tasks. These architectures
introduce a novel way to handle information extrac-
tion dynamically.

Tool Retrieval acts as the pre-stage of tool call-
ing, utilizing dense retrieval models to recall the
most relevant tools from the rich tool library based
on semantic similarity to the query (Zheng et al.,
2024; Xu et al., 2024b). This preliminary screen-
ing reduces the difficulty of tool selection for LLM,
analogous to our schema retrieval phase but limited
to predefined tools.

Tool Creation (Cai et al., 2024; Qian et al., 2024,
Yuan et al., 2024) aims to call tools that are not
predefined, by generating new tools for unseen
tasks. While focusing on API generation rather
than structured data extraction, this approach in-
spires our schema generation process. Tool cre-
ation mirrors the need for adaptive schema genera-
tion in dynamic environments, providing a robust
solution when predefined schemas are insufficient.

Tool Execution (Schick et al., 2023; Hao et al.,
2023; Liu et al., 2025) is a key step in tool calling,
as it executes and utilizes tools to complete tasks.
Specifically, parameter filling for predefined tools
in tool execution closely aligns with the informa-
tion extraction task based on predefined schemas.
The accuracy of tool parameter filling determines
the effectiveness of tool execution. Unlike tool
calling, the information extraction task is consid-
ered complete once the parameter filling is done,
without requiring the full execution result of the
tool.

Tool calling is an emerging paradigm where
LLMs invoke external tools to assist in vari-
ous tasks. Frameworks like ToolFormer (Schick
et al., 2023), ToolKenGPT (Hao et al., 2023), and
ToolACE (Liu et al., 2025) train an LLM to call
external tools, demonstrate LL.Ms’ ability to in-
voke tools with parameter filling, mirroring our slot-
filling mechanism. ToolKenPlus (Yakovlev et al.,
2024) further enables LLMs to dynamically select
tools with a reject option, the two-stage framework
allows handling evolving tool APIs. Our key inno-
vation lies in reconceptualizing schemas as tools,
bridging the tool-calling paradigm with IE needs.
We introduce schema-token alignment for efficient
retrieval and extraction, maintaining data gover-
nance compliance through adaptive schema selec-
tion and generation.

PEFT: Parameter-Efficient Fine-Tuning
of LLMs PEFT (Parameter-Efficient Fine-
Tuning) (Xu et al., 2023; Ding et al., 2023; Han
et al., 2024) optimizes large language models
(LLMs) by updating only a small subset of
parameters, enabling efficient adaptation to new
tasks with minimal computational resources,
which is suitable for our IE schema token
embedding method. PEFT (Parameter-Efficient
Fine-Tuning) methods primarily include LoRA
(Low-Rank Adaptation) (Hu et al., 2021), which
adjusts specific weight matrices through low-rank
decomposition to reduce parameter updates and
computational cost; Adapter Layers (Pfeiffer et al.,
2020), which insert small trainable adaptation
layers between pretrained model layers to enable
task adaptation without major parameter mod-
ifications; Prefix-Tuning (Li and Liang, 2021),
which prepends trainable prompt embeddings
to input data, allowing the model to adjust its
behavior during inference without altering core
parameters; Prompt-Tuning (Lester et al., 2021),
which optimizes a set of trainable soft prompts
(embedding vectors) to guide pretrained models
in task execution, particularly for large language
models (LLMs); BitFit (Zaken et al., 2021), which
fine-tunes only bias terms in Transformer layers
for highly efficient parameter tuning. To the best of
our knowledge, we are the first to explore efficient
tuning methods for predicting schemas as tokens
for schema learning of massive schemas.
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Figure 2: Overview of our proposed Schema as Parameterized Tools (SPT) framework. Schema-token embeddings
are appended to the language model head as regular word tokens. The inference procedure consists of Schema
Retrieval, Schema Generation, and Schema Infilling, which demonstrates a dual-mode extraction with Retrieval
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3 Methodology

In this section, we present Schema as Parameter-
ized Tools (SPT), which enable LLMs to learn
and use massive schemas for universal informa-
tion extraction (UIE) with flexibility and schema
adaptability. We begin by introducing our nota-
tions and formulating the problem of universal in-
formation extraction (UIE) via tool use with LLMs.
Typically, the next token probability distribution
of the LLM is P(X) = le)jl P(zi|x<;), where
X = (w1,79,...,7|x]) is a sequence of word to-
kens, each word token x; € V' is from the vocab-
ulary V of the LLM, and x; denotes the partial
word token sequence before ¢-th step. Given a set of
IE schemas (schema-tokens) S = {s1, 52, ..., S|/ }»
our goal is to enable LLMs to call a subset of these
IE schemas for completing the universal informa-
tion extraction tasks. Each schema-token is param-
eterized as a token embedding vector, we denote
a set of schema-token embeddings as a matrix, i.e.
Wg € RISI*4 In addition, we also define two
additional word tokens, namely <Rej> and <Gen>,
for determining whether a suitable schema exists
in the defined set of IE schemas S and guiding
the generation of a new schema to complete in-
formation extraction, respectively. To perform a
schema-based information extraction during gen-
eration, the LLM first needs to select/generate a
schema and then fill in the arguments.

3.1 Framework Overview

The core idea of Schema as Parameterized
Tools (SPT) is explicitly formulating IE
schemas as tokens (called schema-tokens),
inspired by Toolken (Hao et al., 2023) and
Toolken+ (Yakovlev et al., 2024). Fig. 2 illustrates

the overview of our proposed SPT framework that
retrieves, selects, and invokes schema-tokens for
adaptive and universal IE. We assume we have
trained schema-token embeddings (to be described
in Section 3.4), and the overview framework
demonstrates how it works in inference. The
inference procedure can be roughly divided into
three steps: Schema Retrieval to fetch the top-K
relevant schemas from a predefined schema pool,
Schema Generation to synthesize new schemas
for uncovered cases, and Schema Infilling to
extract information by filling the schema slots.
In particular, our SPT framework adapts the
tool-calling paradigm for adaptive IE through three
key innovations: (1) Schema-token Embeddings
(Section 3.2): Treat predefined schemas as tokens
in the extended LLM vocabulary. (2) Dual-Mode
Execution (Section 3.3): Dynamic switching
between predefined schema retrieval and on-the-fly
schema creation via learned <Rej> and <Gen>
tokens. (3) Compositional Training (Section 3.4):
Joint optimization of schema retrieval, rejection,
and generation in a unified token space.

3.2 Schema-Token Embeddings

Inspired by Hao et al. (2023); Yakovlev et al.
(2024), but tailored for IE, we extend the LLM’s vo-
cabulary with schema tokens S = {s1, ...s|g|} for
predefined schemas and rejection token <Re j> for
schema selection. The embedding matrix becomes

W = [Wy |[Ws|weess) € RUVIFISIH>d

where Wy, € RIVI*? is the original embedding
metrix, Wg € RIS1* ig the extended schema em-
beddings, wej> € R4, and d is the embedding
dimension. Therefore, the next token probability



distribution of LLM is
P(zi|lr<;) = softmazx(W - h;_1)

Recent work (Wang et al., 2024) has demonstrated
that this inference process does not alter the rea-
soning capabilities of the LLM. The LLM model
only switches to schema prediction mode when pro-
vided with a prompt containing schemas, triggering
the infilling of arguments. We optimize only new
embedding parameters via

X
3 S M og Plasfac)

where D is the dataset and X represents a sequence
of tokens.

min
W ;W<Rej>

3.3 Dual-Mode Execution

To handle uncovered schemas and enable dynamic
schema adaptation during inference, the model pre-
dicts the next token based on the current state.
When the <Rej> is predicted, it signals that no
predefined schema should be selected and trig-
gers schema generation. We further introduce a
pseudo schema token <Gen> for new schema cre-
ation, to handle uncovered schemas and enable
dynamic schema adaptation. By introducing <Rej>
and <Gen> tokens, the UIE inference process can
act in a dual-mode execution: Retrieval Mode and
Generation Mode.

If a token from V' U S is predicted, the sequence
continues as expected (either as part of the CoT
or by infilling arguments during tool calling). The
dual-mode extraction process follows:

Retrieval Mode The Retrieval Model consists
of schema retrieval and infilling. In particular, the
LLM predicts the next token

. - Jargmaxs, P(xi|r<i))
’ <Rej>

ife;, e VUS

otherwise

Generation Mode The Generation Mode in-
cludes schema creation and infilling. If the <Rej>
token is predicted, the process stops, signaling
that no relevant predefined schema is available. If
x = <Rej>, the model switches to a generation
mode to generate a CoT-style output

Ouptut = LLM(X, <Gen>)

which generates the arguments for the newly cre-
ated schema <Gen> and continues to infill the argu-
ments as tool-calling process, effectively complet-
ing the extraction.

3.4 Compositional Training Strategy

To jointly optimize the schema retrieval, extraction,
rejection, and generation in a unified token space,
we introduce a compositional training strategy. In
particular, the training process is divided into three
phases:

Phase 1 We first optimize Wg on hybrid data,
where 70% of the samples involve closed-schema
extraction and 30% require schema rejection. This
phase ensures that the model learns both schema
retrieval, extraction, and rejection mechanisms.

Phase 2 After freezing Wg and Wpgej~, we
train Wcgen> as a continuous prompt vector for
on-the-fly schema creation and extraction. This
phase focuses on allowing the model to dynami-
cally create new schemas when necessary.

Phase 3 We jointly fine-tune Wy, w<ge;j>, and
W<Gen> With a reduced learning rate (by a factor
of 10) to allow the model to optimize these compo-
nents together, ensuring the effective use of prede-
fined and generated schemas in dynamic extraction
tasks.

This adaptive training strategy enables the
model to flexibly perform information extraction
with both predefined and dynamically generated
schemas, offering robust adaptability to various
extraction tasks.

4 Experiment

In this section, we evaluate the effectiveness of
our proposed SPT approach for universal informa-
tion extraction (UIE) in comparison to the existing
approaches from the literature.

4.1 Datasets

We perform extensive experiments on four distinct
datasets tailored to different IE tasks: CrudeOil-
News (Lee et al., 2022) for Event Extraction (EE),
SciERC (Luan et al., 2018) for Relation Extraction
(RE), AnatEM (Pyysalo and Ananiadou, 2014) for
Name Entity Recognition (NER) and ODIE (Jiao
et al., 2023) for on-demand IE.

CrudeQOilNews Oil market event dataset with 8
schemas (e.g., "Production Cut"). Test set contains
around 65% samples without relevant predefined
schemas, and each document averages 3.1 event
instances, making it ideal for testing multi-schema
retrieval and adaptive extraction.



SciERC  Cross-domain scientific relation dataset
with 15% no-schema samples in the test set. Each
sample averages 2.2 event instances.

AnatEM  AnatEM is a biomedical corpus specif-
ically designed for Named Entity Recognition
(NER), focusing on anatomical entity mentions in
medical and scientific texts.

ODIE Instruction-based dataset specifically
crafted for on-demand information extraction tasks,
where extraction targets are dynamically specified
through natural language instructions, making it
ideal for testing adaptive schema generation and
extraction.

4.2 Baseline

We compare our proposed SPT approach to the
existing state-of-the-art methods in terms of the
Schema Retrieval and Extraction stages, respec-
tively.

Schema Retrieval Methods For schema re-
trieval, we employed several baseline models to
evaluate the effectiveness of our proposed approach.
For retrieval models, we calculate the similarity
score between the query and schema descriptions
written by OpenAl 03-mini-high.

BM25 (Robertson and Zaragoza, 2009) is a
sparse retrieval algorithm that computes document-
query relevance by considering three main factors:
term frequency (TF), inverse document frequency
(IDF), and document length.

BGE-M3 (Chen et al., 2024) is a dense embed-
ding model that supports multiple functionalities,
including multi-lingual and multi-granular retrieval.
BGE-M3 generates dense vector representations of
both queries and schemas.

BGE-Reranker-Large (Chen et al., 2024) fur-
ther enhances the schema retrieval process by ap-
plying a reranking strategy on BGE-M3’s top-50
results.

LoRA (Hu et al., 2022) is a technique used to
fine-tune a large language model (LLM) for spe-
cific tasks. In our setup, we train a LoRA module to
specialize in generating schema name sequences.

We evaluate our approach on three benchmark
datasets for information extraction: CrudeOil-
News, SciERC, and a "Unified" dataset that merges
CrudeOilNews, SciERC, and AnatEM. AnatEM
has only one schema hence we do not evaluate re-
trieval on AnatEM individually but rather on the
Unified dataset with enhanced difficulty, which

comprises a total of 26 schemas. For the re-
trieval task, traditional models (BM25, BGE-M3,
and BGE-Reranker) use Recall@5 as the evalu-
ation metric. In contrast, sequence generation-
based methods (LoRA and our approach) gener-
ate schemas directly, where k corresponds to the
number of schemas produced by the LLM. This
setup enables a comprehensive assessment of both
retrieval accuracy and the adaptive capability of
our method across varying schema complexities
and information extraction scenarios.

Extraction Methods To compare the perfor-
mance of our framework in close and on-demand
extraction tasks, we implement several baseline
extraction strategies.

Zero-shot Generation involves providing the
LLM with a query without any task-specific exam-
ples. The model is expected to extract the relevant
information based on its pre-existing knowledge,
offering a baseline for how well the LLM performs
with minimal guidance.

Few-shot RAG provides the LLM with three
query-schema-result examples, retrieved by BGE-
M3, to guide the extraction process. This approach
leverages the LLM’s ability to generalize from
few examples and is particularly useful when the
schema is predefined.

LoRA The LoRA module is fine-tuned to adapt
the LLM to the extraction tasks, generating outputs
that are tailored to the given schemas.

We evaluate our extraction approach on
three datasets—AnatEM, SciERC, and CrudeOil-
News—by training all methods on a Unified dataset
that merges these resources. Baselines w Gold
Schemas means that we feed the LLM ith gold
schemas and the Reject option and performs extrac-
tion in a similar way to tool calling. The perfor-
mance is measured using Macro F1 scores.

4.3 Setup

In our main experiment, we adopt the Qwen?2.5-
1.5B-Instruct language model as the backbone. The
SPT method augments this model with 28 train-
able tokens (26 schema tokens plus the <Rej> and
<Gen> tokens). Given the model’s hidden dimen-
sion of 1536, the total number of trainable parame-
ters in SPT amounts to approximately 28 x 1536 =~
43K, which is significantly fewer than a typical
LoRA with alpha=8 approach that requires tuning
on the order of 1.2M parameters. Training is per-
formed on 64 Ascend 910B4 NPUs over 3 epochs



with a learning rate of 5 x 10~%. This setup enables
efficient and scalable training across our diverse
datasets.

5 Results
5.1 Retrieval

Models CrudeQOilNews SciERC  Unified
bm25 0.42 0.79 0.25
bge-m3 0.52 0.77 0.65
bge-reranker 0.38 0.72 0.42
LoRA 0.46 0.83 0.61
Ours 0.76 0.87 0.82

Table 1: Schema retrieval performance on CrudeQOil-
News, SciERC, and the "Unified" dataset.

Our approach consistently outperforms the base-
line methods on all datasets (as shown in Table 1).
Notably, on CrudeOilNews and "Unified", our
method achieves Recall@5 scores of 0.76 and 0.82,
respectively, compared to 0.46 and 0.61 for LoRA.
Even on SciERC, our approach obtains a score of
0.87 versus 0.83 for LoRA. Tese results demon-
strate that our token-based schema retrieval ap-
proach is more effective than both traditional re-
trieval models and standard sequence generation
methods for schema retrieval.

We attribute these improvements to our strat-
egy of generating compact schema tokens rather
than the full schema names. While LoRA gen-
erates complete schema names—which are longer
and carry rich semantic information—our approach
leverages short, dedicated tokens that reduce gen-
eration difficulty and mitigate errors. This design
choice simplifies the retrieval process, leading to
higher quality matches between the query and the
target schema.

5.2 Selection Extraction

As shown in Table 2, both Zero-shot and RAG
methods perform pooly on AnatEM and SciERC,
and tend to overfit on the rejection component
in CrudeOilNews, achieving high rejection scores
(0.74 and 0.82, respectively) but low performance
in trigger and argument extraction. In contrast,
while LoRA w/ Gold Schemas achieves the best
scores on entity extraction (0.83) and on trig-
ger/argument extraction (0.53 and 0.52, respec-
tively), its rejection performance is notably lower
(0.56 on AnatEM and 0.38 on CrudeOilNews).
Our approach, however, yields a more balanced
performance: it obtains competitive extraction

scores (e.g., 0.75 for entity extraction on AnatEM
and 0.46/0.51 for trigger/argument extraction on
CrudeOilNews) while substantially improving re-
jection (0.81 on AnatEM and 0.47 on CrudeOil-
News). On SciERC, our method also achieves
the highest relation extraction score (0.64). Our
method demonstrates robust and balanced perfor-
mance on adaptive IE scenarios.

5.3 Schema Creation

Results and Analysis for ODIE Evaluation Ta-
ble 3 reports our combined ODIE evaluation results,
which include both header evaluation (soft match-
ing F1) and content evaluation (ROUGE-L F1) met-
rics. The header evaluation is split into two cate-
gories—Fixed and Open—with an overall F1 score,
while the content evaluation is further decomposed
into metrics for Difficulty (Easy, Medium, Hard),
Category (Fixed, Open), and Source (Generate, Re-
trieve), along with an overall ROUGE-L score.

Table 3 reports our combined ODIE evaluation
results. e donot report a zeroshot baseline because
the difficulty of the task is too high for a 1.5B
pretraind model. For header evaluation, our method
achieves an overall F1 of 0.69, which is competitive
with the LoRA baseline (0.71) and TULU* (0.69).

Regarding content evaluation, our method yields
an overall ROUGE-L score of 0.39, with break-
downs of 0.43 (Easy), 0.36 (Medium), and 0.34
(Hard). These scores are slightly lower than those
of LoRA (overall 0.42) across the same metrics.
Moreover, when examining the category and source
components, our method achieves balanced per-
formance (Category: 0.39 Fixed and 0.33 Open;
Source: 0.41 Generate and 0.38 Retrieve) com-
pared to LoRA’s corresponding scores.

It is noteworthy that our method has a ex-
treamly low parameter size, the only trainable pa-
rameter <Gen> token embedding is trained on a
1.5B model to facilitate on-the-fly schema genera-
tion—whereas the all the other baseline, especially
from the ODIE paper which leverages LoRA on a
larger 7B model. Despite the smaller model size,
our approach attains competitive header evaluation
and demonstrates balanced performance across all
content evaluation metrics. This suggests that em-
bedding a dedicated <Gen> token can effectively
reduce the difficulty of schema generation, yielding
robust performance even with fewer parameters.

5.4 Ablation Studies



Models AnatEM SciERC CrudeOilNews

Entity Reject Relation Trigger Arguments Reject
Zero-shot w/ Gold Schemas 0.44 0.58 0.23 0.16 0.15 0.74
RAG w/ Gold Schemas 0.71 0.60 0.35 0.33 0.27 0.82
LoRA w/ Gold Schemas 0.83 0.56 0.62 0.53 0.52 0.38
Ours 0.75 0.71 0.64 0.40 0.32 0.47

Table 2: Extraction performance on different datasets

Header (F1) Content (ROUGE-L)
Category Overall Difficulty Category Source Overall
Fixed Open Easy Medium Hard Fixed Open Generate Retrieve
ALPACA*  0.65 0.45 0.59 0.26 0.20 022 025 0.16 0.30 0.21 0.23
TULU* 0.77 0.49 0.69 0.43 0.39 038 042 034 0.45 0.39 0.40
ODIE* 0.83 0.51 0.73 0.48 0.45 043 047 0.41 0.49 0.45 0.45
GPT-4* 0.82 057 0.74 0.60 0.55 0.61 0.61 0.51 0.65 0.57 0.59
RAG 032 024 0.28 0.15 0.10 0.12 0.14  0.13 0.16 0.11 0.14
LoRA 0.76  0.53 0.71 0.47 0.38 0.39 043 0.37 0.45 0.41 0.42
Ours 074 052 0.69 0.43 0.36 034 039 033 0.41 0.38 0.39

Table 3: Results on ODIE: Soft matching scores (F1) for header evaluation and ROUGE-L F1 scores for content

evaluation. Results with * are from the ODIE paper.

Models Retrieval Trigger Arguments Reject
Qwenl.5B 0.76 0.39 0.34 0.42
Qwen7B 0.84 0.49 0.45 047
Llama3.2 0.79 0.46 0.41 0.44
Phi3.5 0.81 0.48 0.45 0.48

Table 4: LLMs performance on CrudeOilNews dataset.

Different LLMs Table 4 shows the performance
of various LLMs on the CrudeOilNews dataset.
We compare two variants of the Qwen2.5 series
(1.5B and 7B), Llama3.2-3B, and Phi3.5-mini, all
with Instruct version. As expected, larger mod-
els yield improved performance: Qwen7B outper-
forms Qwen1.5B in all metrics, demonstrating that
stronger LLM capability benefits our extraction
task. Notably, Phi3.5-mini, which employs untied
input/output embeddings, achieves competitive re-
sults compared to tied-embedding model with big-
ger size i.e. Qwen7B, suggesting that disentan-
gling the input and output embeddings can ease
the optimization challenge when tuning only token
embeddings—which is crucial for our approach.

6 Conclusion

In this paper, we introduced Schema as Param-
eterized Tools (SPT), which mirrors schemas as
callable tools to handle universal IE paradigms
through a single adaptive architecture. By reimag-
ining predefined schemas as parameterized tools,
SPT enables flexible schema retrieval, filling, and

on-the-fly generation, thereby bridging the gap be-
tween closed, open, and on-demand IE tasks. Our
experiments across four distinct IE tasks demon-
strate that SPT delivers robust schema retrieval and
selection performance while achieving extraction
accuracy comparable to LoRA baselines and cur-
rent leading UIE systems with significantly fewer
trainable parameters. The results highlight the po-
tential of SPT as an efficient and adaptable solution
for UIE, particularly in resource-constrained set-
tings.

7 Limitations

While our proposed framework shows promising
results across various IE tasks, it has several limita-
tions that warrant further investigation. First, due to
computational resource constraints, our main exper-
iments were primarily conducted on 1.5B models.
Although we include preliminary evaluations on
larger models (e.g., Qwen7B), a more comprehen-
sive analysis on larger-scale LLMs is needed to as-
sess the scalability and potential performance gains
of our approach. Second, our evaluation has been
restricted to specific datasets such as CrudeOil-
News, SciERC, and AnatEM. Additional experi-
ments on more diverse datasets and in different
domains are necessary to validate the generaliz-
ability of our method. Finally, while our results
indicate that models with untied embeddings (e.g.,
Phi3.5-mini) may offer advantages in optimizing
our objective, further exploration is required to un-



derstand how different embedding configurations
affect performance across various LLM architec-
tures.
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