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Localization and Segmentation of 3D Intervertebral
Discs in MR Images by Data Driven Estimation
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Abstract—This paper addresses the problem of fully-automatic
localization and segmentation of 3D intervertebral discs (IVDs)
from MR images. Our method contains two steps, where we first
localize the center of each IVD, and then segment IVDs by classi-
fying image pixels around each disc center as foreground (disc) or
background. The disc localization is done by estimating the image
displacements from a set of randomly sampled 3D image patches to
the disc center. The image displacements are estimated by jointly
optimizing the training and test displacement values in a data-
driven way, where we take into consideration both the training
data and the geometric constraint on the test image. After the disc
centers are localized, we segment the discs by classifying image
pixels around disc centers as background or foreground. The clas-
sification is done in a similar data-driven approach as we used for
localization, but in this segmentation case we are aiming to esti-
mate the foreground/background probability of each pixel instead
of the image displacements. In addition, an extra neighborhood
smooth constraint is introduced to enforce the local smoothness of
the label field. Our method is validated on 3D T2-weighted turbo
spin echo MR images of 35 patients from two different studies.
Experiments show that compared to state of the art, our method
achieves better or comparable results. Specifically, we achieve for
localization a mean error of 1.6-2.0 mm, and for segmentation a
mean Dice metric of 85%-88% and a mean surface distance of
1.3-1.4 mm.

Index Terms—Magnetic Resonance Imaging (MRI), spine, inter-
vertebral discs, segmentation.

I. INTRODUCTION

N clinical practice, spine MRI is the preferred modality in
diagnosis and treatment planning of various spinal patholo-
gies such as disc herniation, slipped vertebra and so on. Ac-
curate identification of intervertebral discs (IVD) on spine MR
image is therefore very important for correct diagnosis and treat-
ment planning [1], [2]. Traditionally, most quantitative studies
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on IVD degeneration have been done by manually localizing
and segmenting the data [3], [4], which is tedious, time-con-
suming and error-prone. On the other hand, a fully-automatic
system for IVD identification will significantly reduce the time
of the diagnosis. An automatic system might also help reduce
errors caused by subjective factors and improve the consistency
of diagnosis standards. In this way, it can immediately benefit
clinical applications and spinal biomechanics research.

In this paper, we are interested in the automatic localiza-
tion and segmentation of IVDs from 3D spine MR images. Lo-
calization means identifying the location of each IVD center,
and segmentation produces the binary labeling of the image
into disc/non-disc regions (from which a 3D surface of the disc
boundary can also be extracted if needed). We first conduct the
localization, whose result is then used to reduce the size of the
image region for segmentation.

Despite the research prevalence in brain, heart and bone im-
ages, we found relatively less study on spinal image with re-
gard to vertebra or IVD localization [5]-[9] and segmentation
[10]-[17]. In the work of Schmidt et al. [5], the IVDs were lo-
calized and labeled by a probabilistic model considering image
intensity and geometric constraints. Corso et al. [6] enforced
the inter-disc distance constraint to improve the label accuracy.
Glocker et al. applied the Random Forest (RF) regression [7]
and classification [8] to localize the vertebra body. In a recent
work, Marjor et al. [9] detect the spinal canal, [VDs, T1 and T12
ribs and the uppermost sacral foramina of the sacrum by proba-
bilistic boosting trees and Markov Random Field matching.

For vertebra or IVD segmentation, there exist methods based
on Hough Transform [10], watershed algorithm [11], atlas reg-
istration [12], Adaboost and normalized-cut [13], graph cuts
with geometric priors from neighboring discs [14] and template
matching and statistic shape model [15]. In [15], Neubert et al.
segment the IVD and vertebral body by analysing the image
intensity profile. They first identify the 3D spine curve and lo-
calize the IVDs using Canny edge detector and the symmetry of
image intensities. Then, the 3D mean shape model is placed on
the locations, and iterative refinement is conducted by matching
the image intensity profile of each mesh vertex. This method re-
lies on the low level image information such as intensities and
edges, which might be sensitive to noises and/or local anatomic
deformation. In addition, the refinement based on intensity pro-
file is local. In contrast, in our paper we use our data-driven
regression and classification method which finds the global op-
timum. Recently, Law et al. [16] proposed a method based on
anisotropic oriented flux detection, where they first track the po-
sition and orientation of the discs, and then the segmentation is
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Fig. 1. Overview of our method which consists of the localization step followed by the segmentation step. The localization step is based on estimation of the
image displacements of some image patches, while the segmentation step involves the classification of image pixels as foreground (inside disc) or background

(outside disc).

conducted by minimizing an objective function using a level
set based active contour model. Kelm et al. [17] propose an ob-
ject detection method based on Marginal Space Learning [18].
The idea is that, instead of estimating the position, orientation
and scale of the object at a time, they decompose the problem
into three steps with three classifiers, where the first classifier
is trained to estimate only the object position (marginal with
regard to orientation and scale), the second classifier is trained
to estimate both position and orientation, and the third classifier
deals with all parameters (position, orientation and scale). In this
way the efficiency is improved because the parameter searching
space is reduced in each step. They use this strategy to localize
the IVDs, and then the segmentation is done by case-adaptive
graph cut [19]. Please note that most of the mentioned methods
except [15] and [17] work on 2D sagittal images instead of 3D
volumes. Also, many approaches (except [11], [13], [15] and
[17]) require some manual user interaction such as segmenta-
tion of the first disc or at least localizing a point inside the disc.
In this paper, we propose a new fully-automatic method to
localize and segment 3D IVDs from MR images. Fig. 1 gives
an overview of our entire pipeline. Inspired by a recent de-
velopment introduced in [20], where a data-driven approach
is proposed to estimate image displacements and then to lo-
calize landmarks on 2D pelvis X-ray images, we formulate our
localization problem into a similar framework of data-driven
regression of image displacements. To estimate the disc center,
we randomly sample a set of 3D image patches over the image,
and for each patch we estimate its displacement to the unknown
disc center by the data-driven regression on the patch appear-
ance. Combining the predictions of all the sampled image
patches, we can get an accurate estimation of the disc center.
This process is done independently for each IVD. Finally, to
exploit the inter-disc relations, we employ dynamic program-
ming to post-process the localization results of each disc to
resolve ambiguity caused by the repetitive pattern of [IVDs.
Once the disc center localization is done, the segmentation
of IVD is conducted by classification of each image pixel
around the disc center as foreground (disc) or background.
To this end, for each pixel we compute two probabilities of
being foreground: the spatial probability based on the spatial

relation of the pixel with regard to the associated disc center
(which is encoded via Parzen windows), and the observa-
tion probability based on the visual feature of this pixel. The
observation probability is calculated in a similar data-driven
framework as we used for localization. The difference is that,
instead of estimating the image displacements, now we estimate
the foreground probability of the image pixels. In addition,
due to the nature of segmentation, we introduce a new term
in the objective function for segmentation, which enforces
the neighborhood smoothness. The combination of the two
measurements (spatial probability and appearance probability)
gives the final probability of this pixel being inside the pixel
disc, from which we derive the binary image segmentation.

We validated our method on T2-weighted MR spine images

from a total of 35 patients, where the data come from two
datasets (23 patients in dataset 1 and 12 patients in dataset 2).
We conducted both leave-one-out study within each dataset
as well as cross-dataset evaluations. We compared our perfor-
mance to the state-of-the-art method based on Random Forest
and found that our method achieved better or comparable
results. Specifically, we achieved for localization a mean error
of 1.6-2 mm, and for segmentation a mean Dice metric of
85%—-88% and a mean surface distance of 1.3—1.4 mm.

In summary, we made three contributions in this paper.

1) We adapt the data-driven estimation framework of [20]
which deals with landmark detection in 2D pelvis X-ray
image into IVD localization in 3D MR spine image.

2) We extend the above mentioned data-driven approach
into the segmentation domain, where we estimate the
foreground probability instead of image displacement. We
also introduce a new neighborhood smoothing term which
is uniquely used for disc segmentation.

3) Combining our localization and segmentation together, we
achieve a fully-automatic pipeline of IVD localization and
segmentation, which is validated on 3D T2-weighted turbo
spin echo MR images of 35 patients from two different
studies.

We would like to point out that our data-driven regression/

classification method can also be used in other tasks such as
image segmentation and registration [26], [27].
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Fig. 2. Overview of the IVD localization method. Top row: the first step. Bottom row: the second step. Please see text in Section II.A for details.

The paper is organized as follows. Section II presents our
disc center localization method. Section III presents our disc
segmentation algorithm. Experiment results are shown in
Section IV and we conclude the paper in Section V.

II. IVD LOCALIZATION BY DATA-DRIVEN IMAGE
DISPLACEMENT REGRESSION

A. Overview

Fig. 2 gives an overview of our IVD localization method.
Please note that for the simplicity of illustration, Fig. 2 is drawn
on a 2D image slice, but our operation is on the 3D image. The
localization is conducted in two steps. In the first step (the first
row of Fig. 2), we try to estimate the location of each individual
IVD separately. For each IVD, we randomly sample some lo-
cations in the image, as shown in Fig. 2(a). For each of these
locations, as shown in Fig. 2(b), we calculate its visual feature,
and based on the feature we estimate the image displacement
from this location to the disc center. In this way, each sampled
image location will make a vote about the disc center location,
as shown in Fig. 2(c), where the dots represent the locations of
votes and the colors encode the vote confidence. Each individual
vote can be quite noisy, but when we aggregate them together,
as in Fig. 2(d), we can approach a very accurate probability map
of the disc center location. In this way, for each IVD we get a
probability map. This step is explained in Section II.B. Please
note that this process is repeated independently for each IVD,
i.e., for each IVD we solve an optimization problem and get a
probability map as in Section II.B.

After we get the probability maps of all IVDs, in the second
step (the bottom row of Fig. 2), we exploit the inter-disc rela-
tion to regularize the results. This is because, the resultant prob-
ability maps can be multi-modal with potential ambiguities. For
example, in Fig. 2(e-g) the probability maps of three discs are
shown, where the ground-truth disc center locations are given by

the orange arrows. We see that on the probability maps we have
responses not only on the true location but also on some nearby
discs. This is due to the repetitive appearance pattern of discs. If
we simply take the mode of each probability map, sometimes we
will get the wrong answer (e.g., in Fig. 2(h) a disc center location
is wrong). We adopt a dynamic programming scheme to find the
optimal disc center positions. Fig. 2(i) shows the final localiza-
tion result. Section II.C explains this step in more details.

B. Localizing Individual IVDs by Estimating Image
Displacement

The key component of the algorithm is the estimation of
image displacements from the feature vector (Fig. 2(b)). The
estimation is based on training data consisting of feature vec-
tors with ground-truth displacements, which is a regression
problem. There already exist methods to solve such a regression
problem, such as Random Forest regression methods [21]-[24].
Recently, Chen et al. [20] proposed a new method to do this
regression, where they formulate the problem into a joint
optimization problem on the training and test displacements.
The advantage of this method is that the displacements are not
estimated independently (as in Random Forest methods) but
are regularized by the geometric constraint.

Inspired by the method introduced in [20], in this paper we
also follow the same framework but we make an improvement.

Notations: Suppose that N image locations are sampled on
the training images, and let {#; };—; . denote the features cal-
culated at these locations, where z; € R?. We denote X =
[#1...2x5] € RPN We use {y}i=1..~v to denote the image
displacement vectors of the training locations, i.e., y; € R3,
which are the displacement vectors from the ground-truth disc
center to the sampled image locations in the training image. The
training images are annotated, so that the ground-truth output
values of training locations are known as {yGTi}i:L,, N, and
we denote YT = [yGT .. 4GT].
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Given a new image, we randomly sample N’ locations at
locations {¢'};—1. . n, whose features are {2'};—1. v, where
z'; € R4, Wedenote X’ = [z'y ... 2" x+]. The task is to compute
the corresponding image displacements {y'};—1__ -, which are
the displacement vectors from the ground-truth disc center to
the sampled image locations on the test image. We write Y =
W'y -y ]

Optimization Function: We solve for Y/ by optimizing an
objective function as defined in (1).

First, we construct a matrix Y = [¥, Y] which is the com-
position of training and test image displacements. Although we
want to compute Y, our objective function is defined on Y.
In this way we can encode the relations between training and
test data in a uniform way. After solving for the optimal Y, we
simply take its right part as Y/ = Y Q, with Q = [j([)]i,\ile\:,/, ]
the matrix selecting the right part, where Oy« v is a zeré matrix
with all its entries being zero and I, -/ is an identity matrix.

The objective function consists of three terms:

as

E(Y) = By(Y) + aB; (V) + BEL(Y) (1)
where each individual term will be explained below. « and 3
are parameters controlling the importance of each term.

a) Ground-truth Consistency Term E,: The image dis-
placements of the training locations, which are the left part of
Y, should be consistent with the ground-truth. We define the
penalty of violation as:

. 1 1 -
E,(V) = LIV YT} = LIVP YT @
where P = | ;NXN ] is the matrix selecting the left part of ¥'.
NI

b) Feature Proximity Consistency Term Ey: The ith
column of ¥, col;(¥), encodes the output of the ith location
(either a training or a test location). We construct a binary
similarity matrix § € {0,1}(VFNIXNENY where ;5 = 1
if and only if the ith and jth locations are close in the feature
space!. A natural assumption is that locations with similar
features should have similar outputs:

ZS’UHCOI

it

Ef(Y) = —col(V)|F ()

EH&J

For each pair of locations (Z, 7), E introduces a high penalty
if they are similar in the feature space (i.e., S;; = 1) but the
output are very different (i.e., ||col;(¥') — col;(Y)| is big).

The edges in .S may connect two training locations, two test
locations, or a training location and a test location. In this way,
the ground-truth output can be propagated to the test data based
on feature proximity. Denoting Lg as the Laplacian matrix of
S, we can write:

By(V) =Tr (VLsVT) @)

IThe distance between two image locations in the feature space is calculated
by the Euclidean distance between the visual feature vectors at these two loca-
tions. We use knn to construct this feature similarity matrix. S;; = 1 if an only
if the ith feature is one of the k nearest neighbors of the jth feature, or vice
versa.

E(Y >——Tr(<
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¢) Pairwise Geometric Constraint E;: y'; and y'; are dis-
placements from two test points ¢’; and ¢'; to the (unknown)
disc center location. From triangle g.e(.)m.etry wehavey',—y/' ;=

¢'; — ;. Therefore, we want to minimize:
] — 2
ES(Y') = Acjillw
()

(' —y'5) = (5 = DllF = 1Y wij —

where u; ; is a N’ dimensional vector whose ith element is 1,
jth element is —1, and all others are Os, and A¢; ; = ¢/; — ;.
Adding these constraints together:

ES(Y) J\T/ 1\'r/ o Z Ez j

z#]
1
= mHYQU* AC|% (6)
where U = [...,u; ,...] and AC = [...,A¢;;,...] are ma-

trices of column vectors.
Optimization: Substituting (2), (4) and (6) into (1), we get
our complete objective function as:

_yCeTy(YPp - yeT)T )

+aTe (VLsYT)

t YD J -5 T ((VQU - ac) (YQu - ac) )
(7

We can prove that (7) is convex, and its gradient is given by
(please see the supplementary material for details):

8E(17')_ - (1 & ‘ TAT

= =2Y (FPP JraLSJr,BmQUU Q
_2yerpr o W aopTgT
~YoTP NN 1)ACU Q' ®

To solve for the globally optimal Y, we can either solve the
equation (AE(Y))/(8Y) = 0 in closed form, or use gradient
descent.

Discussion: E, ensures the consistence with the ground-truth
data. Iy propagates outputs from training data to test data
based on feature proximity. In E, we exploit pairwise geo-
metric constraints to regularize the displacement values being
estimated, which are not exploited in other methods such as
Random Forest regression. These MRF-like neighboring con-
straints are encoded compactly in our objective function which
can be solved globally.

Constructing Probability Maps: After we find the optimum
Y,wehave V' = YQ, and {c; + ', }i=1...n will be the set of
votes for the disc center position. We write p; = ¢’; +%/; as the
position vote made by the ith patch. For each vote, there is also
an uncertainty 3;, which is calculated as the (diagonal) vari-
ance of the training displacements that are linked to the ith test
patch when we calculated the feature proximity S above. Now
we calculate the probability of disc center on different image lo-
cations. We view each vote (4;, ;) as a Gaussian distribution
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Fig. 3. Overview of our IVD segmentation method. The process of two images are shown in two rows. (a): the detected disc centers; (b): the spatial probability
pp(2); (c): the observation probability p,(z}; (d): the combined probability p(z); (¢): the binary segmentation result, where the binary masks of each IVD are
superimposed in the image and color is used to differentiate the IVD identification.

G(lpi, X;). Then, the probability of disc center at an image
coordinate (u, v, w) is given by accumulating the contribution
of all votes on this image location:

NI
Iy, v,w) = ZG((% v, w) |, Bi) 9
i=1

I{u, v, w) is then the probability map, as in Fig. 2(d).

C. Post-Processing by Dynamic Programming

Assuming that we are interested in L [VDs, so far, we have
computed L probability maps, denoted by I;{u,v, w);—1. L,
which are derived independently for each IVD. In this step, we
regularize the result by considering inter-IVD relations.

Since the spine is in a cord structure with sequential IVDs,
we exploit the relative position of adjacent IVDs. For the ith
and the (¢ + 1)th IVDs, we collect the relative offset of their
centers from the training images, and approximate the offsets
by a Gaussian distribution G; ;41 (-|p; 41, Xis41) With mean
i i+1 and variance ¥; ;1. Then, the transitional probability of
two IVD center positions on the test image is given by:

Piir1(Ziv1]2i) = Goiv1(ziv1 — Zilpaivy, Siarr)  (10)

where z; and z;4; are the center positions of the +th and ¢ + 1th
discs, respectively.

On the other hand, the observation probability is simply given
by the probability map:

pi(zi) = Ii(2) (11)

The optimal sequence of disc center positions are thus given
by maximizing the following joint probability:

argmale“,szl(21)171,2(»22\21) o -pL—1,L(zL|ZL—1)PL(ZL)

(12)

This can be solved by dynamic programming on the image
grids.

III. TVD SEGMENTATION BY DATA-DRIVEN
PIXEL CLASSIFICATION

A. Overview

The segmentation of a disc is performed after its center is
detected. The process is illustrated in Fig. 3, where we show
the segmentation process of L = 7 IVDs. To save space, in
Fig. 3 we superimpose the visualization of the 7 discs on a single
image, but please note that the segmentation is conducted sep-
arately for each disc. For each disc, suppose that the detected
center location is zg = (uq, Vg, wy), our task is to classify the
image locations around the disc center as foreground (disc) or
background. For each image location z = (u,v,w), we com-
pute two probabilities of it being the foreground: p,(z), the spa-
tial probability, and p,(z), the observation probability. p, (%) is
the probability of a pixel being the foreground given its spa-
tial offset from the disc center z — 2y, which is estimated using
the parzen window method from annotated training data. On the
other hand, p,(z) is calculated by the data-driven method de-
scribed in the next subsection based on the pixel appearance.
The final probability of each pixel being a disc pixel is then
given by p(z) = p,(2)p,(z). The final binary segmentation is
derived by thresholding the probability map, filling holes, and
only keeping the largest connected component.

Note that p,(z) is much cheaper to calculate and serve as a
good pre-filter of the potential foreground pixels. Therefore, we
first calculate p,(z) over all pixels around the disc center, and
then we only consider pixels where p,(z) is not zero, on which
Po(z) is then calculated by the data-driven approach.

Below we explain how to calculate the observation proba-
bility p,.
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B. Calculating the Observation Probability p,

First, we assume that training data are available. We randomly
sample some image locations on those training images where
the discs are already segmented. For each such image location,
its ground-truth probability value y“T € {0,1} is set to 1 if
it is a foreground pixel and 0 otherwise. We also calculate the
feature vector of this image location, which is denoted as .
In this way, we collect a set of N training data {z;, y; }i—1.. .~
which consists of some feature vectors and corresponding fore-
ground probabilities. On the test image, for each image location
z = (u,v,w), we calculate its feature vector z’, and now we
need to estimate its foreground probability, based on the training
data. We note that this is a similar problem compared to the esti-
mation of image displacement in Section II.B. The difference is
that, instead of estimating the image displacement, now our es-
timation target is the foreground probability. We adopt a similar
approach as in Section II.B, where the similar objective function
is optimized with a modification in the last term, as described
below.

The objective function consists of three terms:

E(Y)=Ey Y)+aE{Y)+ 3E.(Y) (13)
where each individual term will be explained below. o; and 3 are
parameters controlling the importance of each term. Please note
that the meaning of variables are the same as in Section II.B,
except that the output value y is the foreground probability (a
scalar) instead of the image displacements (in R?).
1. Ground-truth Consistency Term E,,.
This is the same as in (2).
2. Feature Proximity Consistency Term E;.
This is the same as in (4).

3. Neighborhood Smoothness Constraint %, .

The original pairwise geometric constraint , in (6) used in
the estimation of image displacement is no longer applicable
here. On the other hand, based on the nature of segmentation, we
introduce a new pairwise term which enforces the neighborhood
smoothness. In the case of segmentation, y’; is the foreground
probability of the #th point. A natural assumption is that the
segmentation should be smooth, i.e., neighboring points should
have similar foreground probabilities. Therefore, if we define
a neighboring system A (in this paper we use the 6-neighbor
system in the 3D coordinate space), we would want to minimize:

1 ' !
W] Sl —vlE (14)

(L.7)eN

En(?) =

If we define A as the neighbor affinity matrix, where 4; ; = 1
iffonly (4,j) € A, and we denote L 4 as the Laplacian matrix
of A, we can write F,, as:

Bu(V) = Tr (V'La(Y)T) = T (VQLQTYT)  (15)

Optimization: Substituting (2), (4) and (15) into (13), we get
our complete objective function which is in a similar form as
(7). Similarly to (7), we can to prove that (13) is convex, and its
gradient is given by:

AE(Y)
oy

oo 1 T T\ 2. crpT
— oV (NPP +aLls+BQLAQ ) SYerP
(16)
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To solve for the globally optimal Y, we can either solve the
equation (AE(Y))/(8Y) = 0 in closed form, or use gradient
descent.

Discussion: As in Section II.B, E, ensures the consistence
with the ground-truth data, and E; propagates outputs from
training data to test data based on feature proximity. The new
term F,, enforces the neighborhood smoothness to regularize
the foreground probability values being estimated. This is an
MRF-like neighborhood constraint and we encode it compactly
in our objective function which can be solved globally.

IV. EXPERIMENTS

A. Data

We validate our method on two datasets of T2-weighted
turbo spin echo MR images. The first dataset, D1, contains
images from 23 patients and the second dataset, D2, contains
images of another 12 patients. Each patient was scanned with
1.5 Tesla MRI scanner (Siemens Magnetom Sonata, Siemens
Healthcare, Erlangen, Germany). The resolutions of these
images are varying from 2 mm x 1.25 mm x 1.25 mm to 3.3
mm X 1.1875 mm x 1.1875 mm. Note that the two datasets are
not from the same series and therefore cross-dataset validation
can give a good estimation of the generality of our method. As
a machine-learning based technique, our method has to deal
with possible difference in image resolutions between images
used for training and any future test image. Usually, there are
two ways to cope with it. We can either resample the images to
have the same resolution, or we can set our algorithm parame-
ters (e.g., dimension of local patches, searching ranges) using
physical units, which means that the parameters will change in
the pixel dimension according to the image resolution. We tried
both strategy in our implementation, and did not see noticeable
difference in accuracy. Finally, we choose the first way and
resample all the images into the same pixel spacing of 2 mm
x 1.25 mm x 1.25 mm as the unified resolution, which makes
the implementation simpler with unified parameter in the pixel
coordinate space.

We further assume that the images are acquired in a unified
patient orientation (i.e., the patients are in the same orienta-
tion with respect to the image coordinate system), although our
method tolerate moderate rotation variance up to about 15 de-
grees. On the other hand, we do not make any assumption about
the disc position, as our localization algorithm will search for
the IVDs all over the image.

We checked all images and found that the 7 IVDs T11-S1
were visible in all images. Thus, in this paper we only consider
7 IVDs T11-S1. We manually annotated these discs on all im-
ages, resulting in 7 x 35 = 245 discs in total. The ground-truth
disc centers are defined as centroids of foreground pixels. Please
note that our method does not assume that the input MR images
contain exactly 7 discs. In fact, since our localization is done
separately for each of the 7 IVDs T11-S1, it will automatically
ignore other discs if the image contains them, as no response
will be generated for them.
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TABLE I
AVERAGE LOCALIZATION ERROR (IN MM) WHEN D1 IS INVOLVED FOR TEST. IMAGE #19 IN EXPERIMENT 1) FAILS ON FULLY-AUTOMATIC METHOD
(ERROR: 30.6 MM). WITH MANUAL INTERVENTION OF ONE DISC, THE MISTAKE IS CORRECTED (ERROR: 1.2 MM). NUMBERS IN PARENTHESES
REPRESENT THE RESULT WITH THIS MANUAL INTERVENTION. FOR ALL OTHER IMAGES, RESULTS ARE ACHIEVED FULLY-AUTOMATICALLY

1) Results of D1 leave-one-out experiment
R T B 7 R B T 7 | A0 | #l0 | A1 | 712 :
35 23 [ 16 [ 31 [ 17 [ 1.1 10 3 (13 [ 08 [ 12 [ 12 Mean£STD Median
T3 | A4 | FI5 [ #i6 | A7 | B8 | F9 | 0 | Bl | B2 3
1O [ T2 [ 18 [ 16 | T4 [ 10 [ 30602 [ 14 [ 23 [ 19 T 28465 (1.6£09) | 1.4 (1.4)
2) Results of D2 train / D1 test experiment
R T R B S 7 R R T 77 | 79 | #l0 | Al | 712 :
35 [ 18 [ 26 [ 25 [ 18 | 20 13 22 (13 [ 18 [ 14 [ 19 Mean£STD Median
Fi3 | #14 | 715 [ #i6 | #17 | A8 | #9720 | 2l | 722 73 ot -
T2 [ 16 [ 18 | 24 [ 14 | 13 17 79 [ 33 | 18 13 OEL :
TABLE II

AVERAGE LOCALIZATION ERROR (IN MM) WHEN D2 IS INVOLVED FOR TEST. ALL RESULTS ARE ACHIEVED FULLY-AUTOMATICALLY

3) Results of D2 leave-one-out experiment
#1 | #2 | #3 | #4 | #5 | #6 | #7 | #8 | #9 | #10 | #11 | #12 | Mean+STD | Median
20 (21 1221|1917 ]|12]|14|24| 13 1.9 | 2.7 1.8£1.1 1.6
4) Results of D1 train / D2 test experiment
#1 #2| #3 | #4 | #5S | #6 | #7 | #8 | #9 | #10 | #11 | #12 | Mean£STD | Median
1715161627 21|16 |20]24] 23 | 22 | 21 2.04+0.9 1.9

B. Implementation Details

We use the neighborhood intensity vector as the visual feature
of 3D image patches, both in disc localization and segmentation.
Specifically, we draw a cube (of edge size 3 cm for localization
and 1 cm for segmentation) centered on the point. The cube is
then evenly divided into 4 x 4 x 4 blocks, and the mean inten-
sities in each block are concatenated to form a 64 dimensional
feature and normalized to unit L; norm. In designing the vi-
sual feature, we are aware of the work on inter-scan MR image
intensity scale standardization [28] as well as intra-scan inten-
sity inhomogeneity correction or bias correction [29], [30] and
their applications in the computer-aided assessment of anoma-
lies in the scoliotic spine [31]. However, considering the rela-
tively small imaging field of view in our study and the fact that
the bias field is said to be smooth and slowly varying and is
composed of low frequency components only [31], we choose
to normalize our feature to accommodate for both intra-scan
and inter-scan intensity variations: our feature vector is the con-
catenation of mean image intensities in different blocks within
a local neighborhood (3D image volume), and then we divide
the vector by its L1 norm to make it sum up to one. This makes
the feature insensitive to global or low frequency local inten-
sity shifting, because the feature vector is not dependent on the
absolute intensity in the neighborhood and what matters is the
relative difference of intensities in different blocks. This makes
our feature sensitive to gradient rather than the absolute inten-

sity value.
In both localization and segmentation, for each IVD we
sample about N = 300 patches per training image. For lo-

calization, the number of test patches N’ = 2000. We fix «
= 0.01,3 = 0.001 in (1) and (13).

With our Matlab implementation, it takes on average around
3 minutes to complete the localization and segmentation of a
test MR image (7 discs).

Please note that both localization and segmentation are done
in 3D space. However, to ease visualization, the figures in the
section below are presented in 2D sagittal slices.

C. Experimental Result on IVD Localization

Evaluation Experiments: We evaluated our [VD localization
method in 4 experiments:

1) D1 leave-one-out. The 23 images in dataset D1 are evalu-

ated using leave-one-out.
2) D2 train/D1 test. The 12 images in D2 are used for
training, and the 23 images in D1 are used for test.

3) D2 leave-one-out. The 12 images of D2 are evaluated

using leave-one-out.
4) D1 train/D2 test. The 23 images in D1 are used for
training, and the 12 images in D2 are used for test.

Evaluation Result: The evaluation metric is the localization
error, which is the Euclidean distance between the ground-truth
disc centers and the algorithm output, converted into physical
unit of millimeter. Table I gives the results of experiments 1 and
2, where the D1 is involved for test purpose, and Table II gives
the results of experiments 3 and 4, where D2 is involved for test.
In each table, we show the disc localization error (average of the
7 discs) of each test image as well as the global mean, standard
deviation and median value. We regard a case as failed when
the average disc localization error is greater than 5 mm, which
usually leads to a failure in the later segmentation.

From Tables I and II we can see that our fully-automatic local-
ization method achieves good results in all cases except image
#19 in experiment 1). In addition, we do not see notably de-
terioration in the cross-dataset validations with regard to the
within-dataset leave-one-out cases, indicating that our method
has a good generalization ability.

Fig. 4 shows illustration of our localization results on four test
images in experiment 2) (D2 train/D1 test). For each image, we
show: (a) The localization result from the method described in
Section II.B, before the post-process step in Section II.C. This
is the mode position taken from the probability map of each
disc. (b) The localization result after the post-process step in
Section II.C. (c) The probability maps of the 7 discs. In (a) and
(b), the ground-truth disc locations are drawn by red crosses, and
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Image #23

Fig. 4. lllustration of localization results of experiment 2 (D2 train/D1 test) on four test images. For each image, (a) is the localization before the final dynamic
programming post-process, (b) is the result after post-process, (c) is the probability map for each of the 7 discs. (To save space, the probability maps are cropped

to contain only the region near the central vertebral line).

the algorithm output locations are drawn in green. If the local-
ization is perfect we will only see the green cross as it occludes
the red one. From Fig. 4 we can see that for images #2 and #11,
our data-driven estimation method already gives good result for
every disc (the mode of probability maps correspond well to the
ground-truth disc center locations) before the post-process. For
images #18 and #23, simply taking the mode of each probability
map will give some wrong positions, because the probability
maps have some ambiguity due to the repetitive pattern of the
discs. However, after the post-processing step which considers
the global structure between the discs, we are always able to re-
solve this ambiguity and get correct result for every disc. We
pay special attention to image #23, where the probability maps
oftwo discs. i.e., S1-L5 and T12-T11 (the first and the last discs)
are highly ambiguous and their modes coincide with their neigh-
boring discs (e.g., the mode of the disc S1-L5 is located at the
disc L5-L4 and the mode of the disc T12-T11 is located at the
disc L2-L1). After the post-processing we are able to get correct
localization of all discs for this image.

Failure Case and Manual Intervention: We do have one
failure case as shown in Table I. When we do the leave-one-out
study on DI, we are unable to get correct result for image
#19 fully-automatically. The left part of Fig. 5 depicts this
scenario. Our method seems to believe that the real disc S2-S1
is the disc S1-L35, the real disc S1-L5 is the disc L5-L4, ...,
which means that all disc centers are approximately located
but the disc identifications are shifted one position to the left.

If we look closely at this image, we will see that the mistake
of our method is not without reason: due to the presence of
lumbosacral transitional vertebrae [32], the disc space between
S2 and Sl is larger than the rudimentary disc that is often
seen in spines without transitions, which makes our method
believe that the lumbar discs start from the real disc S2-S1. To
correct this, we incorporate a manual intervention as shown in
the right part of Fig. 5. In this case, we manually specify the
ground-truth location of a randomly chosen disc (here the disc
L1-T12) with one mouse click. We then modify the probability
map of this disc to be a sharp Gaussian distribution around
the ground-truth location (cf. the probability map for the disc
L1-T12 in sub-figure (c)) and then run our post-processing step
as before. This simple intervention on one randomly chosen
disc corrects all mistakes (The mean localization error for this
image is reduced from 30.6 mm to 1.2 mm).

This example of manual intervention also shows another ad-
vantage of our method. In case that the fully-automatic method
fails, we only need to manually specify very few discs to cor-
rect all mistakes, and the manual intervention can be very easily
integrated into our method: we only need to modify the proba-
bility map of the manually specified disc(s) as sharp Gaussians,
and then run our post-processing algorithm without any change.

Compare to Other Methods: To see how our method com-
pares to others, we also evaluate the localization using the
Random Forest regression method [7]. The basic framework
is similar, except that to estimate the image displacements,
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Fig. 5. Left: our fully-automatic method fails on the 19th image in the D1 leave-one-out experiment. Right: by manually annotating disc L1-T12, we are able to

correctly localize all the other discs.

TABLE III
AVERAGE LOCALIZATION ERROR (IN MM) OVER ALL TEST IMAGES OF OUR APPROACH COMPARED TO RANDOM FOREST METHOD
Our method Random Forest regression
Evaluation experiment | Mean+STD | Median | Min | Max | Mean+STD | Median | Min | Max
1) D1 leave-one-out 2.84+6.5 14 0.1 38.8 1.7£0.9 1.5 0.3 5.8
2) D2 train / D1 test 1.9+£1.1 1.7 0.4 5.6 44488 1.9 0.4 39.6
3) D2 leave-one-out 1.8£1.1 1.6 0.3 8.1 45483 2.1 0.3 374
4) D1 train / D2 test 2.0+£0.9 1.9 0.3 53 4.849.1 2.1 0.5 373

Random Forest regressor is used instead of our data-driven
estimation method. The same post-process as in Section II.C is
applied to the both methods. The comparison result is shown in
Table III. Note that in this comparison everything is fully-au-
tomatic for both methods (i.e., we do not introduce manual
intervention in case of failures). We see that our method clearly
outperforms the Random Forest regression method in disc
localization in all experiments. Since we cannot safely assume
that the errors are distributed in a Gaussian distribution, we
use Wilcoxon signed-rank test on all value pairs in Table III,
which gives a p — value = 1.9 x 107 % < 1 x 10°% in favor
of our method. Moreover, as mentioned above, our method
has only one fail case (image #19 of experiment 1)). On the
other hand, Random Forest based method fails on five cases
(images #3, #18, and #20 for experiment 2) and image #1 for
both experiments 3) and 4)). This also shows that our method
is more robust.

As a comment, we note that Kelm et al. [17] reported a disc
localization error on MR images around 2.4 1.3 mm with me-
dian value around 2.2 mm. Please note that they used a different
dataset so their result is not directly comparable to ours.

D. Experimental Result on IVD Segmentation

Evaluation Experiments: We evaluated our [IVD segmenta-
tion method in 2 experiments:
1) D2 train/D1 test. The 12 images in D2 are used for
training, and the 23 images in D1 are used for test.
2) D1 train/D2 test. The 23 images in D1 are used for
training, and the 12 images in D2 are used for test.
Note that the disc segmentation is conducted based on the
disc localization output from the corresponding experiment in

the previous section. For example, the output of experiment “D2
train/D1 test” in localization is used as input for the same eval-
uation experiment “D2 train/D1 test” in segmentation. Our seg-
mentation algorithm is fully-automatic.

Evaluation Results: Fig. 6 shows the qualitative segmenta-
tion result of our method on 4 randomly selected cases, where
(a) and (b) are from experiment 1 and (c) and (d) are from ex-
periment 2. For each image, we show the result on three 2D
sagittal slices s — b, s, and s + 5, where s is the middle slice. In
each slice, the red curve depicts the ground-truth disc contour
and the green ones are our algorithm output. We see that our
method generates visually satisfactory results.

For quantitative evaluation, we employ two metrics:

* Dice: this metric measures the percentage of correctly

identified pixels, which is calculated as:
2|AN B|

= — x 100%

Dice
|A| + |B|

amn
where A and B are the sets of foreground pixels in the
ground-truth data and the segmentation result, respec-
tively. Larger Dice metric means better accuracy.

o SurfDist: the average absolute distance from the
ground-truth disc surface and the segmented surface.
Smaller SurfDist means better accuracy.

Our method segments 3D IVDs, but as most existing methods
work only on 2D sagittal slices, for comparison we calculate
both the 3D and 2D versions of the two metrics explained
above. The 2D measurements are computed using only the
middle sagittal slice. The quantitative result of our method is
shown in the first two rows in Table IV. In summary, for 3D
metrics, we achieve a mean Dice of 85%—-88% and a mean



1728

IEEE TRANSACTIONS ON MEDICAL IMAGING, VOL. 34, NO. 8, AUGUST 2015

Fig. 6. Segmentation result of our method. (a): Train on D2, test on image #6 of D1; (b): Train on D2, test on image #23 of D1; (c): Train on D1, test on image
#3 of D2; (d): Train on D1, test on image #10 of D2. To save space, the images are cropped to contain only the region near the central vertebral line.

TABLE IV
QUANTITATIVE EVALUATION OF OUR SEGMENTATION ALGORITHM(OURS) AND THE RF BASED METHOD
3D 2D
Method | Evaluation experiment Dice(%) SurfDist (mm) Dice(%) SurfDist (mm)
Mean£STD | Median | Mean£STD | Median | Mean£STD | Median | Mean£STD | Median
Ours 1) D2 train / D1 test 88%+4% 88% 1.34+0.2 1.3 90%=+4% 91% 0.8+0.3 0.7
Ours 2) D1 train / D2 test 85%+4% 86% 1.4+0.1 1.4 87%+5% 88% 1.0+0.3 1.0
RF 1) D2 train / D1 test 85%+5% 85% 1.5+0.4 1.5 87%+5% 87% 1.1£0.5 1.0
RF 2) D1 train / D2 test 84%14% 85% 1.5+£0.2 1.4 86%15% 87% 1.1+£04 1.0

SurfDist of 1.3 mm-1.4 mm. For 2D metrics, we achieve
a mean Dice of 87%—-90% and a mean SurfDist around 0.7
mm-1.0 mm.

Compare to Other Methods: To see how our method com-
pares to others, we also evaluate the segmentation result using
the Random Forest based method. Again, the disc segmentation
is conducted based on the disc localization output from the cor-
responding experiment in the previous section. For those failure
localization cases when the Random Forest based method is
used, the manual intervention introduced in the previous sec-
tion is employed because otherwise it makes no sense to seg-
ment discs if disc identification is wrong. The basic segmenta-
tion framework is similar, except that to estimate the foreground
probability of each pixel, Random Forest is used instead of our
data-driven estimation method. The result of Random Forest
based method is shown in the last two rows in Table [V. We see
that our method outperforms the Random Forest based method
or generates comparable results. We conducted two Wilcoxon
signed-rank tests on the 3D results in Table IV, one on the 3D
Dice results and the other on the 3D SurfDist results. In both
cases, the tests give p — value < 1 x 10® in favor of our
method.

As a comment, we note that Neubert e al. [15] reported a
mean Dice of 76%-80% in their 3D IVD segmentation paper,
and that in [14] Ben et al. reported a mean Dice of 88% in the
case of 2D IVD segmentation. Please note that their experiments
were conducted on different datasets so these results are not
directy comparable to ours.

V. CONCLUSION

We have proposed a data-driven method for fully-automatic
3D intervertebral disc localization and segmentation of MR
spine images. To localize the disc center location, we estimate
the image displacements from a set of randomly sampled 3D
image patches to the disc center. The displacement estima-
tion is conducted by jointly optimizing the training and test
displacement values in a data-driven way, where we take into
consideration both the training data and the geometric con-
straint on the test image. After the disc centers are localized,
we segment the discs by classifying image pixels around disc
centers as background or foreground. The classification is done
in a similar data-driven approach but in this case the estimation
target is the foreground probability of each pixel. In addition,
we introduce an extra neighborhood smooth constraint which is
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natural for segmentation problems. Combining the localization
and segmentation method together, we provided a fully-auto-
matic pipeline to get the IVD segmentation from MR images.

Our method is validated on T2-weighted MR images of 35
patients. We performed both within-dataset leave-one-out study
and cross-dataset evaluations. Experiments show that compared
to state-of-the-art, our method achieves better or comparable
results. Specifically, we achieved for localization a mean error
of 1.6-2.0 mm, and for segmentation a mean Dice metric of
85%—88% and a mean surface distance of 1.3—1.4 mm. During
our experiment, our fully-automatic method fails on one image
out of 35, and this can be easily corrected by manual clicking
only one disc center location.

A limitation of our method is that we assume that the test
image contains at least 7 IVDs (T11-S1). If there are more than
these 7 discs in the image our algorithm still works, because
other discs will not generate strong response for any of the 7
discs that we are looking for. This can be seen in several results
presented in this paper, for example in Fig. 4 the image #18 con-
tains 9 IVDs (T9-S1) and our method is not affected. However,
if the image does not contain all the 7 discs (T11-S1), then our
algorithm may fail, because the location of the missing discs
returned by our algorithm may be completely wrong. One pos-
sible solution is to enable the algorithm to automatically judge
if one or more discs are missing based on the magnitude of the
corresponding detected response.

In the future, we would like to study the diagnosis of in-
tervertebral disc degeneration based on the segmentation re-
sults of our algorithm. We also plan to integrate our localiza-
tion/segmentation method on more anatomical structures. Fur-
thermore, to promote the development of automated 3D MR
image analysis methods, and to provide a standardized ground
for benchmarking automated methods, we will soon release all
353D T2-weighted MR images used in this paper to the commu-
nity via the Computational Methods and Clinical Applications
for Spine Imaging workshop official website (http://spineweb.
digitalimaginggroup.ca/spineweb).
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