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1. Introduction

Detecting risks on Social Media data with as much anticipation as
possible is crucial for prevention.

Early Text Classification (ETC) is an emerging field where the
goal is to anticipate the prediction by using as little text as possi-
ble.

Early Classification on Social Media

We need to model very short length documents on early stages.

Late stages require to exploit the additional evidence as much as
possible to make accurate predictions.

2. Word Representation

Temporal Variation of Terms (TVT)
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The representation builds term vectors tj = 〈tp1j , . . . , tpij〉, where tpij
is a value representing the relationship of the term tj with the class pi.

wtpij =
∑

k:dk∈Pi

log2

(
1 +

tf kj
len(dk)

)
These word vectors are built at specific chunks in training.

3. Multi Resolution Representation (MulR)

Single Resolution is analogous to the BoVW

Intuitive idea of Multi-Resolutions

4. Evaluation
Sexual Predator Detection

1. The best word vector representation was TVT for ETC.

2. MulR is effective for all early chunks.

3. As more text is available, methodologies significantly improve.

Resolutions: Sexual Predators
Test set R1 R2 R3 R4 R5

chunk-1 4 3 2 1 0
chunk-2 3 2 3 2 0
chunk-3 3 2 2 2 1
chunk-4 3 2 3 1 1
chunk-5 3 2 3 1 1
chunk-6 3 1 4 1 1
chunk-7 3 1 3 2 1
chunk-8 2 2 1 2 3
chunk-9 3 1 1 2 3
chunk-10 3 0 2 2 3

Depression Detection

1. MulR(TVT) improves between ≈5 % and ≈2 % in chunks 1 to 4.

2. Depression Detection problem is much harder than SPD.

3. F1 under ≈60 % and highly unbalanced dataset.

5. Conclusions
1. The proposal extracts relationship values from user-documents in the da-

taset, which seems to be useful in gender an language variety identifica-
tion, but needs further evaluation in other AP tasks.

2. We exploited the distributional hypothesis by means of a document oc-
currence representation, which in the context of AP is a User Specific
Representation (USR).

3. USR relationships help to improve the classification performance in most
of the cases.

6. References
[1] R.-E. Fan, K.-W. Chang, C.-J. Hsieh, X.-R. Wang, and C.-J. Lin. LIBLINEAR: A library for large linear classification. Journal of Machine

Learning Research, 9:1871–1874, 2008.

[2] A. P. Lopez-Monroy, M. Montes-Y-Gomez, H. J. Escalante, L. Villasenor-Pineda, and E. Villatoro-Tello. Inaoe’s participation at pan’13:
Author profiling task. In Notebook Papers of CLEF 2013 LABs and Workshops, Valencia, Spain, September, 2013.

[3] A. P. López-Monroy, M. M. y Gómez, H. J. Escalante, L. Villaseñor-Pineda, and E. Stamatatos. Discriminative subprofile-specific represen-
tations for author profiling in social media. Knowledge-Based Systems, 89:134 – 147, 2015.

[4] J. Schler, M. Koppel, S. Argamon, and J. Pennebaker. Effects of age and gender on blogging. In Proceedings of 2006 AAAI Spring Symposium
on Computational Approaches for Analyzing Weblogs, pages 199–205, 2006.


