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Abstract

This paper examines differences between
stream-of-consciousness (SoC) narratives writ-
ten by humans and those generated by large
language models (LLMs) to assess narrative
coherence and personality expression. We gen-
erated texts by prompting LLMs (Llama-3.1-
8B & DeepSeek-R1-Distill-Llama-8B) with the
first half of SoC-essays while either provid-
ing the models with the personality characteris-
tics (Big Five) or omitting them. Our analysis
revealed consistently low similarity between
LLM-generated continuations and original hu-
man texts, as measured by cosine similarity,
perplexity, and BLEU scores. Including ex-
plicit personality traits significantly enhanced
Llama-3.1-8B’s performance, particularly in
BLEU scores. Further analysis of personality
expression showed varying alignment patterns
between LLMs and human texts. Specifically,
Llama-3.1-8B exhibited higher extraversion but
low agreeableness, while DeepSeek-R1-Distill-
Llama-8B displayed dramatic personality shifts
during its reasoning process, especially when
prompted with personality traits, with all mod-
els consistently showing very low Openness.

1 Introduction

Stream-of-consciousness (SoC) writing mirrors the
complexities of human thought, exhibiting frag-
mented structure, digressions, and non-linear pro-
gression (Pennebaker and King, 1999). This lit-
erary technique presents unique challenges for
large language models (LLMs), which are gen-
erally trained to prioritize coherence and fluency
(Hadi et al., 2023; Soffer, 2024). Pennebaker and
King (1999) established that individuals express
themselves through distinctive verbal patterns that
remain consistent across writing contexts, with
specific personality traits correlating with identifi-
able linguistic features. This idea offers a valuable

*Equal contribution.

Figure 1: Personality Trait Comparison Across Mod-
els. Radar chart showing the distribution of Big Five
personality traits for DeepSeek-R1-Distill-Llama-8B
(before and after thinking) and Llama-3.1-8B and hu-
man texts. The chart compares models under different
prompting conditions with human-written texts.

lens for examining differences between human and
LLM-generated texts.

While recent studies have shown that LLMs ex-
cel in technical writing tasks, humans maintain
a clear advantage in creativity, emotional depth,
and narrative spontaneity (Gómez-Rodríguez and
Williams, 2023; Beguš, 2024; Tian et al., 2024).
Autobiographical writing, in particular, has been
linked to psychological well-being and identity con-
struction (Waters and Fivush, 2014), making it a
meaningful benchmark for assessing narrative au-
thenticity. Inspired by these findings, we focus on
the SoC genre as a uniquely revealing test case for
evaluating whether LLMs can emulate the irregular-
ity, subjectivity, and personality-infused qualities
of human writing.



To investigate this, we designed an experiment
in which human-written SoC essays were split
into half and completed by two LLMs, Llama-
3.1-8B and DeepSeek-R1-Distill-Llama-8B, under
two prompting conditions: one with no person-
ality information and one explicitly embedding
Big Five trait profiles. We analyze the resulting
texts across three dimensions: (1) narrative co-
herence, measured through perplexity and simi-
larity metrics; (2) textual complexity, assessed via
text simplification and readability measures; and
(3) personality expression, evaluated through trait
classification. Our goal is to determine whether
LLMs systematically favor structured, coherent,
and stylistically consistent language, in contrast to
the spontaneous, psychologically rich characteris-
tics of human-generated SoC writing.

Our analysis reveals that LLM-generated con-
tinuations consistently differ from human texts
across multiple metrics. Human writing demon-
strates higher levels of Openness compared to all
tested models, supporting previous findings that
LLM-generated essays are more structured and con-
sistent while human-generated texts display more
spontaneous, non-linear qualities. We also observe
model-specific personality tendencies and dramatic
shifts in personality expression during DeepSeek’s
"thinking" process. These findings contribute to
our understanding of LLMs’ capabilities and limita-
tions in narrative coherence, personality inference,
and literary expression.

2 Related Work

The relationship between linguistic patterns and
personality expression is foundational to under-
standing narrative authenticity. Pennebaker and
King (1999) showed that verbal patterns reflect Big
Five traits, e.g., Openness correlates with complex
structures and low first-person usage, Extraversion
with fewer negations and more social words, and
Neuroticism with increased negative emotion and
self-reference. Their findings link narrative coher-
ence to personality expression, making personality
a critical marker of authentic, human-like text.

Recent LLM research has examined how
machine-generated narratives compare to human
writing. Beguš (2024) analyze 250 human and 80
GPT-3.5/4 stories, finding that LLMs produced the-
matically homogeneous, structurally formulaic nar-
ratives with limited imagination, whereas human
stories exhibit greater variation, character depth,

and emotional authenticity. Tian et al. (2024) sim-
ilarly find that LLMs generate low-tension, uni-
formly positive stories with weak turning points.

Linguistic and structural differences have also
been systematically documented. Reinhart et al.
(2025) show persistent rhetorical and grammatical
patterns in LLM outputs, especially in instruction-
tuned models, which deviate more from human
style than base-models. Additionally, Chen and
Moscholios (2024) and Azimov (2024) note that
LLMs maintain structural consistency but lack
human-like stylistic variability. Gómez-Rodríguez
and Williams (2023) conclude that while LLMs ex-
cel technically, humans outperform models in cre-
ativity. Furthermore, Frisch and Giulianelli (2024)
find that LLMs produce structured, noun-heavy
text. However, these studies focus mainly on stylis-
tic differences, not the underlying psychological
dimensions.

These findings motivate our investigation into
whether similar patterns emerge in SoC genera-
tion, where human spontaneity and non-linearity
contrast with the structured, predictable outputs
typical of LLMs.

Personality expression in text offers a promis-
ing lens for evaluating these gaps. Pennebaker and
King (1999); Argamon et al. (2005) find that ex-
traverts use more social and positive words, while
more neurotic individuals employ more negative
words and self-references. Applying similar meth-
ods to LLMs, Wang et al. (2024) observe consis-
tent personality traits in outputs but limited contex-
tual adaptation, with personality stability degrading
over extended interactions. Frisch and Giulianelli
(2024) and Bhandari et al. (2025) confirm this, not-
ing stable traits in isolated tasks but significant drift
in extended interactions.

Jiang et al. (2023) show that carefully crafted
personality prompts can induce Big Five-consistent
behaviors in LLMs, though traits like Conscien-
tiousness and Agreeableness are harder to elicit.
Bodroža et al. (2024) test seven LLMs, finding that
Llama-3 show strong personality trait alignment
and high Agreeableness. Lee et al. (2025) intro-
duce the TRAIT test and reveal statistically stable
personality profiles in some models, though out-
comes depend heavily on architecture and training
data.

A consistent finding is that LLMs show lower
creativity and Openness than humans. Beguš
(2024) and Azimov (2024) confirm that LLMs fa-
vor structured patterns over spontaneous, varied



storytelling. This aligns with Pennebaker and King
(1999)’s link between Openness and linguistic com-
plexity, suggesting inherent limits in LLMs’ expres-
sion of this trait.

While LLM evaluation has traditionally focused
on coherence, factuality, and stylistic fidelity, key
differences in how coherence manifests in human
vs. machine writing remain underexplored. Psycho-
metric work by Petrov et al. (2024) cautions against
overinterpreting LLM personality traits, which of-
ten lack reliability and internal validity. Yang et al.
(2025) argue that LLM personality reflects both
long-term training ("background factors") and im-
mediate prompt context ("situational pressures").
Shojaee et al. (2025) further note "overthinking" in
reasoning models, such as DeepSeek (Guo et al.,
2025), where correct answers emerge early but are
obscured by inefficient deliberation.

Our work bridges these research areas by inves-
tigating the following: how personality traits mani-
fest in language model outputs compared to human
writing; whether explicit personality prompting af-
fects generation quality; and how these differences
can be quantified through computational metrics.
By analyzing perplexity, readability metrics, and
automated personality classification, we provide
a comprehensive evaluation framework for narra-
tive text generation that extends beyond standard
measures of text quality, such as BLEU scores and
fluency metrics.

3 Methodology

We adopt a text continuation paradigm where
LLMs are prompted to generate the second half of
SoC essays when given the first half. This approach
allows direct comparison between human-written
continuations and LLM-generated continuations
of the same initial text, controlling for topic and
writing style differences. We investigate genera-
tion with and without personality information in
the prompt to assess how explicit trait information
affects the quality and characteristics of model out-
puts.

3.1 Models

We experiment with two open-source 8B-parameter
LLMs: Llama-3.1-8B and DeepSeek-R1-Distill-
Llama-8B. These models are chosen for their com-
parable scale but distinct approaches to language
generation, particularly in reasoning strategies.
Both are used with default generation parameters

(e.g., temperature = 0.7) to preserve their standard
generation characteristics.

Llama-3.1-8B (Grattafiori et al., 2024) is a
decoder-only transformer featuring grouped-query
attention (GQA), rotary positional embeddings,
and an 8K token context window. Trained with
next-token prediction and instruction tuning, it
follows a conventional autoregressive generation
paradigm without explicit reasoning steps.

DeepSeek-R1-Distill-Llama-8B (Guo et al.,
2025) builds on the Llama-3 architecture but in-
troduces an explicit reasoning process. Distilled
from the 671B-parameter DeepSeek-R1 model, it
was fine-tuned on over 800K chain-of-thought sam-
ples. During generation, it produces intermediate
reasoning traces before final outputs, enabling two-
phase output analysis.

3.2 Dataset

We use Pennebaker’s SoC dataset (Pennebaker and
King, 1999), comprising over 2000 essays writ-
ten by undergraduate students, each paired with
Big Five personality assessments. The dataset was
annotated by experts and includes spontaneous,
unedited writing intended to capture the writers’
internal thought processes. This makes it partic-
ularly suitable for our task, as it reflects natural
linguistic patterns and psychological expressive-
ness. For example, one entry reads: I feel kind of
alone. I feel like I can’t trust as many people as I
use to. The people I trust are miles from me. I miss
them. (See Appendix D for the full excerpt.)

For our experiments, we split each essay into
two halves, using the first half as input for LLM
continuation (referred to as First Half from here
on) and the second half (henceforth Second Half)
as reference for evaluation. This approach enables
direct comparison between model-generated con-
tinuations and authentic human writing while con-
trolling for topic and individual writing style.

3.3 Evaluation Framework

We evaluate generated texts across three dimen-
sions:

Narrative Coherence We measure structural
consistency using Perplexity (Gómez-Rodríguez
and Williams, 2023; Yuan et al., 2025), Cosine
Similarity (Yi et al., 2025), BLEU Score (Gómez-
Rodríguez and Williams, 2023; Yuan et al., 2025),
and SARI score (Xu et al., 2016):



• Perplexity (PPL) (Jelinek et al., 1977) as-
sesses linguistic predictability, with lower val-
ues indicating more structured text

• Cosine Similarity (Singhal et al., 2001) quan-
tifies semantic alignment between human and
LLM continuations using text embeddings

• BLEU Score (Papineni et al., 2002) evalu-
ates n-gram overlap between generated and
reference texts

Textual Complexity We analyze textual com-
plexity with text simplification quality (Xu et al.,
2016) and traditional readability characteristics
(Štajner et al., 2012):

• SARI Score (Xu et al., 2016) stands for Sys-
tem output Against References and against
the Input sentence. It evaluates text simplifica-
tion quality by measuring how well words are
added, deleted, and kept relative to reference
simplifications

• Flesch Reading Ease (FRE) (Flesch, 1948)
measures text accessibility (higher scores in-
dicate easier readability)

• Flesch-Kincaid Grade Level (Kincaid et al.,
1975) estimates education level required for
comprehension

• SMOG Index (Mc Laughlin, 1969) assesses
text complexity based on polysyllabic words

• Automated Readability Index (ARI) (Smith
and Senter, 1967) evaluates text difficulty
based on characters per word and words per
sentence

• Dale-Chall Score (DCS) (Dale and Chall,
1948) measures vocabulary difficulty based
on percentage of difficult words

Personality Expression We quantify personality
traits using a BERT-based model (Nasserelsaman,
2025) fine-tuned to detect Big Five traits.

3.4 Prompting Conditions
We test two prompting conditions as shown in Ta-
ble 1.

Prompt 1 (No Trait Information): Models re-
ceive only the first half of each essay with instruc-
tions to continue in the same style and tone, requir-
ing them to infer writing characteristics from the
input text.

Prompt # Instruction

Prompt 1 Continue the following essay by generating
24 more sentences in the same style and tone
as the original text. Do not add any questions
or comments. Only provide the continuation
of the essay: {first_half}

Prompt 2 Continue the following essay by generating
24 more sentences in the same style and
tone as the original text. Ensure the contin-
uation reflects the cognitive and emotional
tendencies associated with these personal-
ity traits: - Extraversion (cEXT): {cEXT}
- Neuroticism (cNEU): {cNEU} - Agree-
ableness (cAGR): {cAGR} - Conscientious-
ness (cCON): {cCON} - Openness (cOPN):
{cOPN} Do not add any questions or com-
ments. Only provide the continuation of the
essay: {first_half}

Table 1: Comparison of the two prompting conditions
used in our experiments. Prompt 1 provides no person-
ality information, while Prompt 2 includes explicit Big
Five trait descriptions.

Prompt 2 (Explicit Trait Information): Mod-
els receive both the first half of the essay and ex-
plicit descriptions of the writer’s Big Five personal-
ity traits, to test whether this information enhances
generation quality.

3.5 Implementation Details

Text Processing We maintain original paragraph
structures when splitting essays. For DeepSeek
outputs, we distinguish between text generated be-
fore and after the model’s explicit thinking process
(marked by < \think > tags in outputs) to analyze
how thinking affects generation.

Personality Classification Due to the 512-token
input limit of the BERT-based personality classi-
fier, we process longer outputs by dividing them
into chunks and averaging results across segments.
For DeepSeek outputs, we separately analyze
pre-thinking and post-thinking content to assess
changes in personality expression during reason-
ing.

Statistical Analysis We conduct one-sample t-
tests to assess whether the mean cosine similarity
between human and LLM-generated texts differed
significantly from mean human-to-human cosine
similarity within the texts as well from our high-
similarity threshold of 0.7. We calculate effect
sizes using Cohen’s d to quantify the magnitude of
differences between human and model-generated
texts across all metrics.



For readability, we run separate two-way
ANOVAs for each metric to examine differences by
model (Llama vs. DeepSeek) and prompt (Prompt
1 vs. Prompt 2). Post-hoc pairwise comparisons are
conducted using Tukey’s HSD test (Tukey, 1949)
with significance level set at α = 0.05. This al-
lows us to determine whether variations in textual
complexity arise from model differences or prompt
effects or both.

For personality trait analysis, we perform one-
sample t-tests comparing each model condition
to human baselines derived from the first half of
essays. All available essays per model are used
to maximize precision. Cohen’s d is calculated
and interpreted as negligible (|d| < 0.2), small
(0.2 ≤ |d| < 0.5), medium (0.5 ≤ |d| < 0.8), or
large (|d| ≥ 0.8).

3.6 Personality Classifier

To classify the five major personality traits, we em-
ploy a pretrained language model (Nasserelsaman,
2025) available on Hugging Face1. This model is
fine-tuned on diverse text data to predict personality
traits based on linguistic features.

Due to the 512-token input limit of the BERT-
based classifier (Devlin et al., 2019), we process
longer outputs by dividing them into 512-token
chunks and averaging the results across all seg-
ments. For DeepSeek-R1-Distill-Llama-8B out-
puts, we analyze the content that appears after the
< \think > tag. Since there is no consistent indi-
cator for when thinking begins after the initial out-
put, we automate this process by truncating at 24
sentences for initial generation. We control a ran-
dom subset manually to ensure that the pre-thinking
output was as intended. In our analysis, we sep-
arately evaluate pre-thinking and post-thinking
outputs to better understand how this intermediate
thinking process transforms DeepSeek’s generation
patterns.

4 Results and Analysis

4.1 Narrative Coherence Analysis

Cosine Similarity We calculate the cosine sim-
ilarity between human-generated essay continu-
ations and LLM-generated outputs to assess the
alignment between the two. Across all datasets,
both with and without Big Five personality traits,
the similarity between human and LLM-generated

1https://huggingface.co/Nasserelsaman/
microsoft-finetuned-personality

texts remain consistently low (Table 2), which
aligns with our qualitative observations of the dif-
ferences between human and LLM-generated con-
tent. The mean cosine similarity varies slightly
depending on the prompt type, with a slight de-
crease observed for DeepSeek and Llama.

To assess whether the mean cosine similarity for
each model remains significantly below the estab-
lished high-similarity threshold of 0.7, we conduct
a one-sample t-test. The cosine similarities are sig-
nificant with 0.7 for all models tested (p < 0.0001)
(Table 2).

Furthermore, we examine whether the mean
cosine similarity remains below the moderate-
similarity threshold of 0.5. The human mean cosine
similarity is 0.48. The mean cosine similarity be-
tween the first and second halves of the essays is
0.497, which we round to 0.5 for comparison. The
results confirm significantly lower similarity values
across models (p < 0.0001) (Table 2).

These results indicate that LLM-generated con-
tinuations exhibit consistently low similarity to
human-authored texts, reinforcing the qualitative
differences observed between human and model-
generated content.

Perplexity We also calculate the perplexity (PPL)
for all parts of the essays and the LLM-generated
continuations (Table 3). Human perplexity remains
constant at 2.7274 across all prompts and models.
This serves as a reference point, suggesting that
human-like performance would ideally be close to
this value.

Our analysis shows that Llama-3.1-8B con-
sistently exhibits lower perplexity compared to
DeepSeek-R1-Distill-Llama-8B for both prompts.
Lower perplexity indicates that Llama is better at
predicting the next token based on the prompt, im-
plying a better understanding of the input’s struc-
ture and content. Notably, Llama shows very little
variation between Prompt 1 and Prompt 2 (1.93 →
1.90, -1.8%), suggesting that changes in the prompt
and the inclusion of personal traits have minimal
impact on its performance. In contrast, DeepSeek’s
perplexity increases slightly from Prompt 1 to
Prompt 2 (3.87 → 4.00, +3.4%), indicating that
it may be more sensitive to information about per-
sonal traits.

BLEU Score In addition to all metrics, we
also compute BLEU scores for both models and
prompts. BLEU scores for human continuations are
generally low, which is expected for creative text

https://huggingface.co/Nasserelsaman/microsoft-finetuned-personality
https://huggingface.co/Nasserelsaman/microsoft-finetuned-personality


since BLEU is more suitable for structured tasks
like machine translation rather than open-ended
generation.

DeepSeek yields higher BLEU scores in some
cases, though BLEU may not fully reflect the qual-
ity of creative continuations because it was de-
signed for more structured tasks. These results
likely reflect the model’s greater lexical consistency
rather than genuine narrative alignment. Its outputs
are generally more predictable, with BLEU scores
usually ranging between 0.02 and 0.15. On the
other hand, Llama exhibits notable instability un-
der Prompt 1, displaying considerable variation and
a clear tendency toward lower BLEU scores, indi-
cating poorer alignment with expected responses.
Nevertheless, when using Prompt 2, Llama’s con-
sistency noticeably improves.

The t-tests reveal that the differences are statis-
tically significant (p < 0.0001). DeepSeek un-
der Prompt 1 demonstrates a moderate negative
effect size (Cohen’s d = -0.320), suggesting that
LLM-generated scores tend to deviate from human
scores but within a modest range. Llama under
Prompt 1 exhibits a larger negative effect size (d =
-0.603), reflecting a more pronounced divergence
between human and LLM-generated continuations.
Under Prompt 2, DeepSeek shows a smaller ef-
fect size (d = -0.139), suggesting improved align-
ment with human scores, whereas Llama exhibits
a small positive effect (d = 0.149), indicating that
LLM-generated BLEU scores slightly exceed hu-
man scores (Table 2).

All our analyses reveal that LLM-generated es-
say continuations consistently differ from human-
written texts, as indicated by low cosine similarity
scores, significantly lower perplexity than the hu-
man baseline, and varied BLEU scores. The results
highlight model-specific sensitivities, with Llama
demonstrating better structural prediction and im-
proved consistency when prompts include personal
traits, while DeepSeek consistently produces more
predictable outputs.

4.2 Textual Complexity Analysis
DeepSeek-R1-Distill-Llama-8B consistently out-
performs Llama-3.1-8B in SARI scores across both
prompt conditions, with an average improvement
of approximately 1–2 points (Table 3). While the
absolute difference may seem modest, its consis-
tency across all examples suggests a meaningful ad-
vantage in continuation alignment with human ref-
erence texts. Prompt 2 yields slightly higher SARI

scores for both models, indicating that its phras-
ing or structure better supports reference-aligned
generation. The improvement from Prompt 1 to
Prompt 2 is particularly notable for Llama-3.1-
8B, which appears more responsive to explicit per-
sonality cues in this context. Wilcoxon Signed-
Rank tests (Wilcoxon, 1945) confirm the signifi-
cance of improvements both for Llama-3.1-8B (W
= 1720077, p < 0.0001) and for DeepSeek-R1-
Distill-Llama-8B (W = 1843603, p < 0.05). These
results suggest that it better captures the natural
word choice patterns humans use when continuing
their own SoC narratives, by preserving key in-
put words, adding contextually appropriate content,
and avoiding unnecessary terms.

Beyond SARI scores, traditional readability met-
rics provide additional insights into text complex-
ity. The Llama model with Prompt 1 generates the
most readable text, with a Flesch Reading Ease
(FRE) score of 83.81, equivalent to a 6th-grade
level (6.46). This aligns with its low SMOG (6.10),
ARI (5.48), and Dale-Chall Score (3.14), indicating
accessible language and common vocabulary (see
Table 4, Figures 2 & 3, and Appendix A).

In contrast, the pre-thinking outputs of the
DeepSeek model with Prompt 1 produce the most
complex output, with the lowest FRE (61.43), ap-
propriate for 9th–10th grade readers. It also records
higher SMOG (9.94), ARI (10.75), and DCS (6.66),
reflecting more advanced vocabulary and structure.
Post-thinking outputs of DeepSeek show improved
readability, with FRE increasing from 61.43 to
68.18 for Prompt 1. This suggests enhanced ac-
cessibility without major reductions in complexity.

When comparing model outputs to human writ-
ing, the second half of human-authored text–the
portion models attempt to generate–closely resem-
bles Llama with Prompt 1, both achieving high
readability (FRE: 83.51 vs 83.81) and low grade
levels (5.04 vs 6.46). The first half (input to mod-
els) is more complex (FRE: 75.46 → 83.51, Grade
Level: 7.87 → 5.04), placing it between Llama and
DeepSeek outputs.

Statistical analysis reveals significant differences
(p < 0.001) between DeepSeek and Llama models
across all readability metrics except average sen-
tence length, confirming distinct complexity pat-
terns in their text generation approaches.

Sentence length varies notably across models,
though these differences are not statistically signif-
icant between model types. Pre-thinking outputs
of DeepSeek with Prompt 2 produce the shortest



Model Prompt CosSim d (0.7) p CosSim d (0.5) p BLEU d p

DeepSeek-R1 Prompt 1 -2.052 < 0.001 -0.697 1.09e-170 -0.320 < 0.001
DeepSeek-R1 Prompt 2 -2.004 < 0.001 -0.708 4.72e-175 -0.139 < 0.001
Llama-3.1 Prompt 1 -1.950 < 0.001 -0.650 4.69e-151 -0.603 < 0.001
Llama-3.1 Prompt 2 -1.982 < 0.001 -0.744 1.29e-185 0.149 < 0.001

Table 2: Combined results of one-sample t-tests for cosine similarity (with bounds 0.7 and 0.5) and BLEU score
comparison between human and LLM-generated outputs. All models are given Prompt 1 and Prompt 2, and the
cosine similarities of their responses to each prompt are calculated separately. To measure the effect size, Cohen’s d
is used.

Metric Prompt Llama-3.1-8B DeepSeek-R1-Distill-Llama-8B

SARI Prompt 1 39.74 41.26
Prompt 2 40.31 41.55

Perplexity Prompt 1 1.93 3.87
Prompt 2 1.90 4.00
Human Essays 2.73 2.73

Table 3: Mean SARI and Mean Perplexity Score Comparison Between Llama-3.1-8B and DeepSeek-R1-Distill-
Llama-8B

sentences (13.16 words), while full length outputs
DeepSeek with Prompt 1 are the longest (20.79
words), highlighting inconsistency in syntactic
complexity.

Prompt selection significantly influences read-
ability. In DeepSeek, Prompt 2 is associated with
modest increases in readability scores, particularly
Flesch Reading Ease (for pre-thinking, 61.43 →
68.45 (+11.4%); for post-thinking, 68.18 → 68.71
(+0.8%)) and reduces grade levels (for pre-thinking,
9.76 → 6.97 (-28.6%); for post-thinking, 7.80 →
7.54 (-3.3%)). However, these changes may be in-
fluenced by other factors such as prompt verbosity
or constrained generation length.

In sum, Llama-3.1-8B produces text most similar
to human writing in readability, while DeepSeek-
R1-Distill-Llama-8B outputs lean toward higher
complexity but demonstrate superior performance
in SARI scores, indicating better alignment with
human word choice patterns in continuation tasks.

4.3 Personality Expression Analysis
Our personality trait analysis shows distinct pat-
terns in how different language models express
the Big Five personality traits compared to human-
written texts, as shown in Table 5 and Figures 1 &
4.

Human vs. LLM Personality Profiles Human
texts demonstrate a unique trait distribution with
notably higher scores in Agreeableness (0.80) and
Openness (0.49) compared to all tested LLMs. The
higher Openness in human texts aligns with our hy-

pothesis that LLM-generated texts are more struc-
tured and consistent compared to human narra-
tives, as Openness correlates with creativity and
non-linear thinking patterns characteristic of SoC
writing.

Model-Specific Personality Tendencies

Hypothesis Validation We hypothesized that
LLMs would display lower Neuroticism and Open-
ness, and higher Extraversion, Agreeableness, and
Conscientiousness compared to humans, based on
the expectation that LLM-generated texts would be
more structured and consistent compared to human
SoC narratives. Our data (see Table 5 and Figures
1 & 4) partially confirm these expectations:

• Neuroticism: Results are mixed. Llama
shows similar or slightly higher Neuroticism
than humans, while DeepSeek shows lower
values, partially confirming our hypothesis.

• Extraversion: Results vary dramatically by
reasoning strategy and prompting condition.
Llama and DeepSeek’s pre-thinking state with
prompt 2 shows substantially higher Extraver-
sion than humans, while other DeepSeek con-
ditions show lower levels.

• Agreeableness: We observe a clear model
divide, with most DeepSeek conditions show-
ing higher Agreeableness than humans, while
Llama consistently shows much lower Agree-
ableness across all conditions.



Models’ Outputs Prompt # FRE Grade SMOG ARI DCS ASL

Llama 1 83.81* 6.46* 6.10* 5.48* 3.14* 19.06
Llama 2 77.22* 8.27* 5.90* 8.40* 4.19* 23.28

Pre-Thinking DeepSeek 1 61.43* 9.76* 9.94* 10.75* 6.66* 20.41
Pre-Thinking DeepSeek 2 68.45* 6.97* 9.94* 7.09* 6.33* 13.16
Post-Thinking DeepSeek 1 68.18* 7.80* 10.12* 8.64* 7.70* 16.30
Post-Thinking DeepSeek 2 68.71* 7.54* 10.12* 7.91* 7.57* 15.57
Full DeepSeek 1 62.01* 9.77* 10.05* 10.84* 6.28* 20.79
Full DeepSeek 2 68.93* 7.07* 10.05* 7.27* 5.95* 13.72

First Half of Human Essays – 75.46 7.87 8.40 8.02 6.82 20.13
Second Half of Human Essays – 83.51 5.04 7.49 4.58 6.45 13.81

Table 4: Readability metrics for different model prompts and variations. All model comparisons show statistically
significant differences (* p < 0.001) based on Tukey’s HSD post-hoc tests. Metrics are detailed in Appendix A

Models Prompt # EXT NEU AGR CON OPN

Llama 1 0.89∗∗∗ 0.40 0.30∗∗∗ 0.34∗ 0.30∗∗∗

Llama 2 0.90∗∗∗ 0.34 0.33∗∗∗ 0.35 0.27∗∗∗

Pre-Thinking DeepSeek 1 0.34∗∗∗ 0.34∗ 0.95∗∗∗ 0.25∗∗ 0.22∗∗∗

Post-Thinking DeepSeek 1 0.33∗∗∗ 0.32∗∗ 0.96∗∗∗ 0.25∗∗ 0.20∗∗∗

Pre-Thinking DeepSeek 2 0.96∗∗∗ 0.26∗∗ 0.31∗∗∗ 0.34∗ 0.21∗∗∗

Post-Thinking DeepSeek 2 0.32∗∗∗ 0.33∗ 0.96∗∗∗ 0.25∗∗ 0.18∗∗∗

Human Essays – 0.43 0.36 0.80 0.37 0.49

Table 5: Personality trait means for each model condition compared to human baseline. Effect size indicators: ∗∗∗

large (|d|≥0.8), ∗∗ medium (|d|≥0.5), ∗ small (|d|≥0.2) differences from human values.

• Conscientiousness: All LLMs demonstrate
lower Conscientiousness than humans, with
DeepSeek showing the most pronounced re-
duction compared to Llama’s moderate de-
crease.

• Openness: All LLMs show substantially
lower Openness than humans (see Table 5 for
detailed values), with large effect sizes (d=-
1.9 to -5.2) confirming our hypothesis that
human texts exhibit more creativity and non-
linear thinking patterns. This represents the
most consistent finding across all models, sup-
porting the view that current LLMs struggle
to replicate human creative expression in SoC
writing (Pennebaker and King, 1999).

These findings reveal that personality expression
in LLMs is not only model-dependent but also sen-
sitive to prompting strategies and internal reasoning
processes.

The Effect of DeepSeek’s "Thinking" Process
A notable finding is the dramatic shift in personal-
ity expression when DeepSeek models engage in
"thinking" (see Figures 1 and 4). With Prompt 2,
Extraversion drops from 0.96 to 0.32 (d=6.67 to d=-
1.29), while Agreeableness rises from 0.31 to 0.96

(d=-6.10 to d=2.02). In contrast, Prompt 1 shows
minimal change, suggesting that initial personality-
label input may confuse the model, possibly due to
the yes/no format of expert annotations.

The thinking process also affects readability.
With Prompt 1, the Flesch Reading Ease (FRE)
score rises from 61.43 to 68.18 (+11.0%), and the
Flesch-Kincaid Grade Level drops from 9.76 to
7.80 (-20.1%), both indicating improved accessi-
bility. However, the Dale-Chall Score increases
from 6.66 to 7.70 (+15.6%), and the SMOG index
slightly rises from 9.94 to 10.12 (+1.8%), reflect-
ing more complex vocabulary and marginally more
complex sentence structures. A decrease in av-
erage sentence length from 20.41 to 16.30 words
(-20.1%) likely contributes to the improved read-
ability scores.

Interestingly, these shifts in readability mirror
the personality changes observed, particularly with
Prompt 2. Reduced extraversion and increased
agreeableness align with a more accessible, cooper-
ative writing style. This suggests that DeepSeek’s
"thinking" process influences both expressive per-
sonality and structural complexity.



5 Conclusion

Our comparative analysis of human-written and
LLM-generated stream-of-consciousness narra-
tives reveals significant differences in textual char-
acteristics and personality expression. Despite ad-
vances in language modeling, LLM-generated con-
tinuations consistently show low alignment with
human writing across multiple metrics, including
cosine similarity, perplexity, and BLEU scores.
Llama-3.1-8B exhibited lower perplexity values
than DeepSeek-R1-Distill-Llama-8B, which sug-
gests that it more closely adheres to the statisti-
cal patterns of the input. However, this may re-
flect structural fluency rather than alignment with
human-like narrative structure. The inclusion of
explicit personality traits in prompts (Prompt 2) no-
tably enhanced Llama 3.1-8B’s performance, par-
ticularly in consistency metrics.

Furthermore, we examined the capabilities and
limitations of LLMs in generating human-like SoC
narratives, focusing on coherence, complexity, and
personality expression. Using over 2000 essays
from Pennebaker and King (1999)’s dataset and a
text continuation task, we compared outputs from
Llama-3.1-8B and DeepSeek-R1-Distill-Llama-8B
to human continuations. Our analysis revealed per-
sistent differences in coherence and personality ex-
pression, with LLM outputs showing consistently
low alignment with human writing, reflected in
sub-threshold cosine similarity scores, distinct per-
plexity profiles, and variable BLEU metrics.

The inclusion of explicit personality traits in
prompts enhanced performance for Llama-3.1-8B,
particularly in consistency measures, supporting
findings that contextual information can improve
generation quality. However, this improvement did
not bridge the gap between human and machine-
generated narratives. Our personality analysis con-
firmed the hypothesis that human texts exhibit
higher Openness compared to all tested models,
consistent with the spontaneous and non-linear
qualities characteristic of authentic SoC writing
identified by previous work.

Model-specific differences emerged clearly in
our analysis. Llama-3.1-8B demonstrated superior
structural prediction capabilities while consistently
exhibiting high Extraversion (about 0.90) and, sur-
prisingly, low Agreeableness (about 0.30) across
conditions. We observe extremely large effect sizes
(d > 6.0) for Extraversion shifts during DeepSeek’s
"thinking" process. While suggestive of strong

internal state changes, these results should be inter-
preted with caution given the classifier’s constraints
and the artificial nature of the reasoning process.

Our results highlight the limitations of LLMs
in replicating the complexity of human narratives.
While they perform well in structural coherence
and linguistic fluency, they fall short in capturing
the spontaneity, variability, and psychological au-
thenticity of human SoC writing. These findings
underscore the gap between machine-generated and
human narratives, with important implications for
applications that value psychological realism and
subjective depth, such as therapeutic writing tools
or narrative modeling.

Limitations

Limited Model Scope The model selection was
limited to a subset of popular but relatively small
models, which may not fully represent the spectrum
of LLM text generation capabilities. We note that
chosen models may introduce similarities in their
narrative generation patterns and could affect the
diversity and independence of our results.

Standard Temperatures We have not experi-
mented with different temperatures but left the
models untouched. Temperature is highly corre-
lated with creativity of the model. We took the
standard temperatures of the models, which is their
usual deployment.

Token Length The 512-token limitation of the
BERT-based classifier forces us to chunk and aver-
age the classifications, potentially losing contextual
information that spans across chunks. We have not
validated whether this approach preserves the in-
tegrity of personality detection, which represents a
methodological limitation.

Prompt Design The prompt design may also in-
fluence the output, particularly the 24-sentence con-
straint, which may impose unnatural writing pat-
terns not typically found in spontaneous human
writing.

Text Processing While our handling of Llama-
3.1-8B’s thinking process allows us to compare text
generation before and after thinking, we identified
two potential issues. First, thinking text might ac-
cidentally be included in our analysis for Prompt
2, skewing results. Second, limiting the initial text
length to the length of the final text output (de-
spite setting max_new_tokens=2048) might have



truncated meaningful content. Both possibilities
require further investigation.

Human Analysis This study does not include a
qualitative human analysis of the narrative or vo-
cabulary used in the texts, which limits a deeper un-
derstanding of how coherence manifests. The use
of quantitative metrics provides helpful insights,
but these alone may not reflect the full richness
of narrative structure. Future work could benefit
from adding human judgments or close readings
of selected examples to support and deepen the
interpretation of these results.

One Language, One Domain Our study focuses
on SoC essays drawn from a single data source,
which allows for a controlled exploration of narra-
tive coherence. However, we do not assess how our
findings might generalize to other narrative styles
or domains. In addition, our analysis is limited to
English texts, and we do not explore whether the
patterns we observe hold in multilingual or cross-
lingual settings. We see these as important direc-
tions for future work and recognize that they may
limit the broader applicability of our conclusions.

Ethical Implications We recognize the ethical
implications of our research for LLM text detection
and distinguishing human from LLM-generated
content. As LLMs continue to evolve, understand-
ing these distinctions becomes increasingly impor-
tant for maintaining authenticity in literary and
academic contexts.
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Appendix

A Readability Metrics Overview

In this analysis, we employ several readability met-
rics to assess the complexity and accessibility of the
texts. Following Bizzoni et al. (2023), who inves-
tigated the correlation between textual readability
and perceived literary quality, we apply the same
metrics to evaluate our produced essays. These in-
clude the Flesch Reading Ease (FRE) which evalu-
ates text readability on a scale from 0 to 100, where
higher scores indicate easier readability (Flesch,
1948); the Flesch-Kincaid Grade Level which es-
timates the U.S. school grade level required to com-
prehend a text (Kincaid et al., 1975); the SMOG
Index which estimates the years of education re-
quired based on polysyllabic words (Mc Laughlin,
1969); the Automated Readability Index (ARI)
which measures text difficulty based on charac-
ters per word and words per sentence (Smith and
Senter, 1967); and the Dale-Chall Score (DCS)
which evaluates the proportion of difficult words in
a text (Dale and Chall, 1948). We also calculated
the Average Sentence Length (ASL) in words for
each response. These metrics collectively provide
a comprehensive understanding of text readability
and complexity.

E Model Output Comparison



B Readability Plots

Figure 2: Readability distribution across models and human text. Box plots comparing the distributions of six
readability metrics: Flesch Reading Ease (FRE), Grade Level, SMOG Index, Automated Readability Index (ARI),
Dale-Chall Score (DCS), and Average Sentence Length (ASL) for essay continuations generated by Llama-3.1-8B,
DeepSeek-R1-Distill-Llama-8B, and human-written texts. Llama outputs are closest to human texts in overall
readability, while DeepSeek texts are consistently more complex across most measures, particularly in SMOG, ARI,
and Grade Level.



Figure 3: Comparative readability metrics across human and model-generated texts. Six scatter plots comparing
average readability scores for essay continuations by Llama-3.1-8B, DeepSeek-R1-Distill-Llama-8B, and human
texts. Metrics include Flesch Reading Ease (FRE), Grade Level, SMOG, Automated Readability Index (ARI),
Dale-Chall Score (DCS), and Average Sentence Length (ASL). Results show that prompting and post-thinking
stages affect readability patterns differently across models.



C Personality Expression

Figure 4: Average Big Five personality trait scores for human-written continuations and LLM-generated
continuations under different prompting conditions. Each group of bars represents a Big Five personality
trait, with scores computed by a BERT-based personality classifier. Human essays show high Agreeableness and
Openness, while Llama-generated texts exhibit consistently high Extraversion and low Agreeableness. DeepSeek’s
outputs vary more widely: under Prompt 2, Extraversion is high before its “thinking” phase and drops afterward,
while Agreeableness shows the opposite trend. These shifts illustrate model- and prompt-specific differences in
personality expression and highlight the instability of trait alignment in current LLM generations.



D Dataset
AUTHID TEXT cEXT cNEU cAGR cCON cOPN
1997_870336 I feel kind of alone. I feel like I can’t trust as many people as I

use to. The people I trust are miles from me. I miss them. I miss
talking to them everyday. Even though we still keep in touch it’s
not the same. I miss my hometown. I miss playing highschool
basketball. College is going to be hard for me because I never
study and when I do Study I can’t study that long because I get
tired because I am tired. It feels like my life is just beginning
because I’m experiencing new things. I wonder if I’m going
to meet the perfect girl up here. I’m kind of scared of this
assignment because I don’t know if I am doing it right but I think
I am. I need a haircut because my hair is starting to get shaggy. I
like getting haircuts. I’m tired but that’s nothing unusual because
I ’m always tired. I think I’m going to visit my home town this
weekend. I want to see a good movie because I haven’t seen one
in a while. My eyes are starting to hurt because I have to stare at
the keys hard.

n y n n n

1997_504851 Well, right now I just woke up from a mid-day nap. It’s sort
of weird, but ever since I moved to Texas, I have had problems
concentrating on things. I remember starting my homework in
10th grade as soon as the clock struck 4 and not stopping until
it was done. Of course, it was easier, but I still did it. But when
I moved here, the homework got a little more challenging and
there was a lot more busy work, and so I decided not to spend
hours doing it, and just getting by. But the thing was that I
always paid attention in class and just plain out knew the stuff,
and now that I look back, if I had really worked hard and stayed
on track the last two years without getting lazy, I would have
been a genius, but hey, that’s all good. It’s too late to correct the
past, but I don’t really know how to stay focused on the future.
The one thing I know is that when people say that b/c they live
on campus they can’t concentrate, it’s b. s. For me, it would be
easier there, but alas, I’m living at home under the watchful eye
of my parents and a little nagging sister that just nags and nags
and nags. You get my point.

n y y n y

Table 6: Example entries from Pennebaker and King (1999) dataset



Prompt # Model Output Text EXT NEU AGR CON OPN
Original Human Input As I sit here in my dorm room, I am thinking about what I am

supposed to do tonight. I have signed with the fraternity Sigma
Alpha Mu and I am not sure what pledging is going to be like.
It could be tough and it could be easy. My roommate is here
and he is going to take a nap so I need to try to be quiet as I
type. I am kind of anxious about this year and what the year
will be like. There are so many people here and I am not sure
whether I am fitting in well or not. Anyway, I get side tracked
easily. I am going to the house at 7 PM and there we are going
to be introduced to all the older guys and then we will probably
introduce ourselves to the rest of the pledge class. I am anxious
to meet all the cool guys who I am going to be spending the
rest of my life with in college and hopefully there after also. I
miss all my close friends at home. I live in Atlanta Georgia and
they are mostly going to UGA but some of them are spread out
across the country. I miss my friend Pamela the most and my
best friend Michael the 2nd most but hey I hope they come and
visit but if they don’t oh well. [truncated]

y n y y n

Prompt 1 DeepSeek Pre-thinking I have to make sure that I finish this essay on time because it is
due tomorrow. I have to get a lot of work done before that. I
wonder if I should go to the gym after this. I have not been there
in a while and I know I need to get in better shape. I also have
a paper to write about the impact of social media on modern
society. I have to start working on that soon. I have to make
sure that I don’t get distracted by anything else. I have to stay
focused because my grades are slipping a bit and I need to bring
them up. I have to remember that I am here to learn and to grow
as a person. I have to take care of myself and take care of my
responsibilities. I haven’t been sleeping well because I am so
busy. I need to try to get more rest. I have to make sure that I
eat properly too. I can’t afford to get sick with all that going on.
I have to remember to take my vitamins and everything. I have
to take care of my mental health as well. I have to find ways to
relax and de-stress. Maybe I can go for a walk or something. I
have to keep a positive attitude because this is a new experience
and I need to make the most of it. I have to be open to new
experiences and to meeting new people. [truncated]

0.271 0.318 0.982 0.241 0.154

Prompt 1 DeepSeek Post-thinking I have to stay true to myself and not lose sight of who I am. I
have to continue to work on my character and become the kind
of person I want to be. I have to remember that I’m not perfect
and that it’s okay to make mistakes as long as I learn from them.
I have to be kind to myself and practice self-compassion. I have
to surround myself with people who respect and appreciate me. I
have to create a balance in my life between work and play. I have
to make sure that I’m not neglecting my hobbies or my social
life. I have to take time for myself and do things that make me
happy. I have to remember that self-care is important and that I
need to take care of my well-being. I have to set boundaries and
protect my time and energy. I have to avoid getting overwhelmed
by trying to do too much at once. I have to break my goals into
smaller, manageable steps so I can achieve them one at a time.
I have to stay organized and keep track of what I need to do. I
have to use tools and techniques that help me stay on top of my
responsibilities. I have to remember that success is not just about
achievement but also about happiness and fulfillment. I have
to focus on creating a balanced and meaningful life. I have to
continue to grow and develop as a person. [truncated]

0.271 0.318 0.982 0.241 0.154

Prompt 1 Llama I should be quiet. I am going to be quiet. My roommate is going
to wake up now and I will be quiet. My roommate is awake and
I will be quiet. I am going to be quiet. I am quiet. My roommate
is asleep and I am still quiet. [truncated]

0.562 0.704 0.287 0.384 0.299



Prompt # Model Output Text EXT NEU AGR CON OPN

Prompt 2 DeepSeek Pre-thinking I wonder if I should be worried about the work I have to do for
my classes. I have a lot of essays to write and some projects that
are due soon. I need to stay focused but I get easily distracted by
my phone and everything else. I am trying to be more responsible
and take care of myself. I have a part time job at a local store
to help me with my expenses. I need to make sure I don’t mess
up at work because I need that money. I am not sure if I should
call my ex-boyfriend or not. I feel like we could have had a
good relationship but things ended badly. I don’t know if he has
moved on or not. I have been seeing someone new and I feel
like I need to focus on that. Maybe I should just let it go and
move on. But I can’t help but wonder what he is doing. I need to
figure out how to stop thinking about him. I have been trying for
a while but it’s hard. I think I should talk to someone about it.
Maybe a counselor or a friend who is not involved. I just need
some advice on how to get over him. I also need to remember
that I am in college now and I have to focus on my future. I want
to major in marketing or something related to business. I have a
few friends who are also interested in business. [truncated]

0.989 0.173 0.330 0.307 0.181

Prompt 2 DeepSeek Post-thinking As I sit here, I can’t help but wonder how I’ll adjust to college
life. The fraternity meetings are a blast, but I’m still getting
used to the routine. I miss home, especially my friends back
in Atlanta, but I know I’ll make new memories here. Thinking
about my ex isn’t helping; I need to focus on moving on. My
part-time job is a relief financially, but I wish I could save more.
I’m trying to be more organized, but I often get distracted by
my phone. I’ve been hitting the gym regularly, but I need to
be more consistent. I’m excited about my potential career in
marketing or non-profit work, but I’m not sure where to start. I
should probably make a schedule to manage my time better. I’m
worried about my grades, but I know I can handle this if I stay
motivated. I’m trying to be more confident, but it’s still a work
in progress. I need to remember to have fun and make the most
of these years. I’m determined to avoid trouble and set myself
up for success. I’m saving wisely, but I sometimes overspend
on unnecessary things. I know I’m not alone in this journey,
and I can lean on my friends and family for support. I need to
keep a positive attitude and trust that everything will work out.
[truncated]

0.379 0.312 0.987 0.166 0.176

Prompt 2 Llama I need to get ready to go soon. I am going to wear a white shirt
and a black sweater. I am going to look good and I am going
to try to impress the older guys. I need to go and shave now. I
am getting nervous about meeting the guys in the fraternity. I
am going to do my best to make a good impression on them. I
am excited to meet all of them. I hope that they are cool. I have
heard that there are some older guys who are not so nice and I
want to avoid those guys. I am going to try my best to fit in with
the cool crowd. I am hoping that they will accept me into their
group. I am going to do my best to make new friends and fit in. I
am going to be myself and hope that the other guys like me. I am
excited to start my journey in college and I am looking forward
to the future. I hope that I can make a lot of new friends and
have a great time in college. I am ready to start my new chapter
in life. I am excited to see what the future holds for me. I hope
that I can find happiness and success in my life. I am going to
work hard and try my best to achieve my goals. I am ready to
take on the world and make a difference. I am going to do my
best to make a positive impact on the world. I am going to be
a leader and inspire others to make a difference. I am going to
use my skills and talents to help others. I am going to make a
difference in the world and leave a lasting legacy. I am ready to
take on the challenges that lie ahead. I am going to be brave and
face my fears. I am going to be strong and persevere through
difficult times. I am going to be resilient and bounce back from
setbacks. I am going to be determined and never give up on my
dreams. I am going to be successful and reach my full potential.
[truncated]

0.977 0.438 0.219 0.305 0.183

Table 7: Model output comparison showing different responses to the same input prompt (AUTHID 1997_339562)
with predicted personality traits. EXT = Extraversion, NEU = Neuroticism, AGR = Agreeableness, CON =
Conscientiousness, OPN = Openness. Text has been truncated for brevity; full outputs are available in the complete
dataset.
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