
Qilin-Med: Multi-stage Knowledge Injection Advanced Medical Large
Language Model

Anonymous ACL submission

Abstract

Integrating large language models (LLMs) into001
healthcare holds great potential but faces chal-002
lenges. Pre-training LLMs from scratch for003
domains like medicine is resource-heavy and004
often unfeasible. On the other hand, sole re-005
liance on Supervised Fine-tuning (SFT) can006
result in overconfident predictions. In response,007
we present a multi-stage training method com-008
bining domain-specific Continued Pre-training009
(CPT), SFT, and Direct Preference Optimiza-010
tion (DPO). In addition, we publish the Chinese011
Medicine (ChiMed) dataset, encompassing012
medical question answering, plain texts, knowl-013
edge graphs, and dialogues, segmented into014
three training stages. The medical LLM trained015
with our pipeline, Qilin-Med, shows substan-016
tial performance improvement. In the CPT017
and SFT phases, Qilin-Med achieved 38.4%018
and 40.0% accuracy on the CMExam test set,019
respectively. It outperformed the basemodel020
Baichuan-7B (accuracy: 33.5%), by 7.5%. In021
the DPO phase, it scored 16.66 in BLEU-1 and022
27.44 in ROUGE-1 on the Huatuo-26M test set,023
bringing further improvement to the SFT phase024
(12.69 in BLEU-1 and 24.21 in ROUGE-1).025
Additionally, our adoption of the Retrieval Aug-026
mented Generation (RAG) approach further en-027
hanced the model performance. Experiments028
demonstrate that Qilin-Med-RAG achieves an029
accuracy rate of 42.8% on CMExam. These030
results highlight the contribution of our novel031
training approach in building LLMs for medi-032
cal applications.033

1 Introduction034

Incorporating LLMs such as GPT-4 (OpenAI,035

2023) and its open-source counterparts such as036

LLaMA (Touvron et al., 2023b) into healthcare037

and biomedicine marks a significant step in prac-038

tical implications of foundation models. These039

models show promise to enhance the efficiency and040

effectiveness of clinical and research operations,041

potentially revolutionizing patient care (Yang et al.,042
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Figure 1: Experimental results of our proposed Qilin-
Med-7B-CPT, Qilin-Med-7B-SFT, and Qilin-Med-7B-
DPO, which demonstrate superior performance on both
reasoning and prediction tasks.

2023b; Karabacak and Margetis, 2023). They offer 043

diverse downstream healthcare applications, includ- 044

ing automating medical coding (Tu et al., 2022; 045

Suvirat et al., 2023), analyzing unstructured data 046

for predictive insights (Jiang et al., 2023; Wornow 047

et al., 2023; Hua et al., 2023; Wu et al., 2023),deci- 048

sion support (Qiu et al., 2023; Cheng et al., 2023; 049

Chiesa-Estomba et al., 2023) to patient engagement 050

improvement(Seth et al., 2023), and beyond. 051

While the advantages of LLMs in healthcare 052

are captivating, these models still have consid- 053
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erable room for improvement, given that medi-054

cal and healthcare tasks represent some of the055

most challenging domains of natural language pro-056

cessing (NLP) (Hendrycks et al., 2021; Gu et al.,057

2021) and that medical AI stakes are exception-058

ally high as errors can directly affect patient out-059

comes (Thirunavukarasu et al., 2023; Gu et al.,060

2021). One major limitation in current medical061

LLMs is their complete dependence on SFT dur-062

ing the training phase. While SFT is essential for063

acquiring domain-specific knowledge, it often re-064

sults in limited knowledge infusion and can lead to065

overconfident generalizations if not curated meticu-066

lously (Luo et al., 2023; Guo and Hua, 2023). Rein-067

forcement learning from human feedback (RLHF)068

is a popular method to counteract some of SFT’s069

limitations, but it’s complex and demands rigor-070

ous hyperparameter tuning. Consequently, current071

LLMs may be ill-equipped to handle the nuanced072

dynamics integral to actual medical consultations.073

In response to these challenges, our study intro-074

duces Qilin-Med, an advanced Chinese medical075

LLM, built upon a robust pipeline that integrates076

CPT, SFT, DPO, and RAG. This comprehensive077

approach allows Qilin-Med to harness the power078

of expansive medical datasets, effectively trans-079

forming a general-purpose foundation model like080

Baichuan (Yang et al., 2023a) into a specialized081

medical expert proficient in understanding com-082

plex medical texts and capable of handling intri-083

cate medical tasks. Fig.1 shows that our training084

strategy brings performance gains across various085

benchmarks at each stage. In addition, we also cu-086

rated a unique dataset, ChiMed, which consists of087

sub-datasets corresponding to each of these three088

training stages to ensure a balanced and compre-089

hensive injection of medical knowledge into the090

LLM.091

The contributions of this study can be summa-092

rized as follows:093

1. Construction of the ChiMed dataset, which094

contains diverse data types (QA, plain texts,095

knowledge graphs, and dialogues) for each096

step among the CPT-SFT-DPO training strat-097

egy.098

2. Implementation of a multi-stage knowledge099

injection pipeline and development of a Chi-100

nese medical LLM named Qilin-Med, effec-101

tively improving general-domains models on102

medical text understanding, instruction fol-103

lowing, and preference alignment.104

3. Empirical validation of our method across 105

multiple datasets, including CMExam (Liu 106

et al., 2023), CEval (Huang et al., 2023), and 107

Huatuo-26M (Li et al., 2023a), setting new 108

benchmarks in the realm of medical LLMs. 109

2 Related Work 110

LLMs’ effectiveness relies on large-scale pre- 111

training, such as on datasets like CommonCrawl, 112

Wiki, and Books (Zhao et al., 2023; Touvron et al., 113

2023a). They typically use next-token prediction 114

as a key training objective to understand context 115

and predict the next word (Zhao et al., 2023; Tou- 116

vron et al., 2023a). This training objective has been 117

widely used in existing LLMs, e.g., GPT-series 118

models (OpenAI, 2023; Brown et al., 2020), PaLM 119

(Chowdhery et al., 2022), LLaMA (Touvron et al., 120

2023a), LLaMA-2 (Touvron et al., 2023b), Alpaca 121

(Taori et al., 2023), Vicuna (Chiang et al., 2023), 122

and ChatGLM (Zeng et al., 2022a; Du et al., 2022). 123

Healthcare-oriented LLMs have gained research 124

attention, but current medical LLMs are typically 125

either trained entirely from scratch, incurring high 126

costs, time, and environmental impact, or fine- 127

tuned from general-purpose LLMs. As an alter- 128

native, SFT methods have been introduced to adapt 129

general LLMs into medical contexts. For exam- 130

ple, Xiong et al. (2023) and Li et al. (2023b) pro- 131

posed to fine-tune ChatGLM and LLaMA on the 132

physician-patient conversations to obtain the Doc- 133

torGLM and ChatDoctor, respectively; MedAlpaca 134

(Han et al., 2023) is fine-tuned on Alpaca with 135

over 160,000 medical question-answering pairs 136

generated from various medical corpora. BianQue 137

(Yirong et al., 2023) incorporated multi-turn doc- 138

tor Q&A datasets to perform a Chain of Question- 139

ing; Clinicalcamel (Toma et al., 2023) simultane- 140

ously incorporated physician-patient conversations, 141

clinical articles, and medical Q&A pairs for fine- 142

tuning the LLaMA2 model. Additionally, instruc- 143

tion prompt tuning is also proposed to improve 144

medical LLMs by aligning LLMs to the medi- 145

cal domain. For example, Med-PaLM (Singhal 146

et al., 2023a) and Med-PaLM-2 (Singhal et al., 147

2023b) had qualified clinicians construct the in- 148

struction data to fine-tune the PaLM. Huatuo (Wang 149

et al., 2023a) and ChatGLM-Med (Wang et al., 150

2023b) constructed the knowledge-based instruc- 151

tion data from the knowledge graph to inject the 152

medical knowledge into the LLMs, thus improv- 153

ing the downstream performances. Among exist- 154

ing medical LLMs, Huatuo(Wang et al., 2023a), 155
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ChatGLM-Med (Wang et al., 2023b), DoctorGLM156

(Xiong et al., 2023), and BianQue (Yirong et al.,157

2023) stands out as Chinese medical LLMs, which158

are especially valuable given language inequality159

within the current NLP field (Bird, 2020; Zeng160

et al., 2022b).161

A concurrent study (Yang et al., 2023c) also em-162

ployed a multi-stage training approach to build a163

medical language model called Zhongjing. How-164

ever, Zhongjing adopted RLHF to align model out-165

puts with human preferences, requiring expert la-166

beling and rigorous hyperparameter tuning. In con-167

trast, we adopted DPO, which automatically and ef-168

ficiently achieves the same goal. We also integrated169

RAG to further enhance the performance of Qilin-170

Med. In terms of scope, Zhongjing only included171

doctor-patient dialogues, while we benchmarked172

medical LLM performance on comprehensive med-173

ical applications. In addition, we introduce a new174

large-scale medical dataset ChiMed.175

3 Method176

Fig.2 presents our three-fold pipeline with CPT177

(Sec. 3.1), SFT (Sec. 3.2), and DPO (Sec. 3.3).178

3.1 Domain-specific Continued Pre-training179

General-purpose LLMs struggle with medical texts180

due to specialized language and styles. Therefore,181

we started with continually pre-training Baichuan,182

a Chinese foundation model, to strengthen its un-183

derstanding of fundamental medical knowledge.184

To this end, we constructed a medical pre-training185

dataset called ChiMed-CPT by integrating existing186

datasets and new data crawled from the internet.187

3.1.1 Pre-training Dataset Construction188

Medical Data Collection We collected four types189

of medical data: question answering, plain (i.e.,190

unstructured) text, knowledge graph, and dialogue.191

The question answering subset contains192

three publicly available datasets: Huatuo-26M-193

encyclopedias (Li et al., 2023a), Huatuo-26M-194

medical_knowledge (Li et al., 2023a), and195

CMExam (Liu et al., 2023). Among these datasets,196

Huatuo-26M-encyclopedias was curated using197

plain texts scraped from Chinese Wikipedia1198

and the Qianwen Health website2; Huatuo-26M-199

medical_knowledge was curated from three200

knowledge graphs: CPubMed-KG (Qingcai Chen),201

1 https://cpubmed.openi.org.cn/graph/wiki
2 https://www.51zyzy.com/

39Health-KG (Chen, 2018), and Xywy-KG (Bai, 202

2019); CMExam was sourced from the Chinese 203

National Medical Licensing Examination. 204

The plain text subset contains the MedQA- 205

textbooks dataset (Jin et al., 2020) derived from 206

textual data in Chinese medical textbooks. 207

The knowledge graph subset contains data we 208

extracted from CPubMed-KG, 39Health-KG, and 209

Xywy-KG. Various features related to a disease en- 210

tity (e.g., causation, symptoms, and recommended 211

drugs) are included to ensure the comprehensive- 212

ness of the knowledge graph. 213

The medical dialogue subset contains a new 214

dataset, Chinese Medical Dialogue (CMD), that we 215

collected from online medical website3, Chinese- 216

medical-dialogue-data, (Toyhom, 2019), and 217

Medical-Dialogue-System (Chen et al., 2020). 218

CMD comprises over 392K multi-turn medical dia- 219

logues and covers 196 sub-specialties. 220

Finally, following (Lee et al., 2022), we dedupli- 221

cated the dataset, yielding ChiMed-CPT, totaling 222

3.0 GB of data (statistics shown in Table 1). 223

3.1.2 Training Objective 224

We used next-token prediction, a self-supervised 225

objective, for domain-specific continued pre- 226

training. Given N sequences partitioned from 227

ChiMed-CPT, where each sequence Xi = 228

[xi,1, xi,2, . . . , xi,T ] contains T tokens, the loss 229

function was defined as the sum of the negative 230

log probabilities of the next token xi,t+1 given the 231

previous tokens xi,1...t in the sequence: 232

LCPT (θ) = −
N∑
i=1

T∑
t=1

log [P (xi,t+1 | xi,1...t, θ)] , 233

where θ denotes the model parameters. 234

3.2 Supervised Fine-Tuning 235

While proficient in medical text comprehension, 236

medical foundation models can fall short in spe- 237

cific medical tasks due to a lack of task adherence. 238

Frequent pre-training is also impractical due to re- 239

source constraints. In response, we conducted SFT 240

on the model using a carefully curated dataset to 241

improve its interpretive and responsive capabilities. 242

3.2.1 Instruction Dataset Construction 243

We constructed ChiMed-SFT (statistics shown in 244

Table 2), which consists of general and medical 245

domain single-turn and multi-turn instructions (i.e., 246

3 https://www.haodf.com/
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Figure 2: The construction pipeline of Qilin-Med. Stage 1 conducts the domain-specific continued pretraining to
strengthen the fundamental medical knowledge; Stage 2 applies the instruction supervised fine-tuning to stimulate
the interpretive and responsive capabilities of the model; Stage 3 aims to align the model output with human
preference.

Type Dataset Source # of samples # of tokens Size

QA
Huatuo-26M-encyclopedias (Li et al., 2023a) Wikipedia 362K 281M 620.8MB
Huatuo-26M-medical_knowledge (Li et al., 2023a) Three public medical knowledge bases 796K 68M 151.0MB
CMExam (Liu et al., 2023) The Chinese National Medical Licensing Examination 61K 23M 49.3MB

Plain text MedQA-textbooks (Jin et al., 2020) Medical books 8K 18M 40.2MB

Knowledge Graph
CPubMed-KG (Qingcai Chen) - 4384K 132M 268.4MB
Xywy-KG (Bai, 2019) Medical website 8K 22M 41.7MB
39Health-KG (Chen, 2018) Medical website 14K 4M 8.1MB

Dialogue
Chinese-medical-dialogue-data (Toyhom, 2019) - 800K 245M 553.7MB
Medical-Dialogue-System (Chen et al., 2020) Medical website 2726K 705M 1500MB
CMD Medical website 392K 624M 1286MB

Table 1: Statistics of ChiMed-CPT, which contains four types of data: QA, Plain text, Knowledge Graph, and
Dialogue.

prompts) along with their ground-truth responses.247

General domain instructions aim to enhance the248

LLM’s understanding and generation capabilities249

for instructions, while medical domain instructions250

focus on answering medical questions, simulating251

doctor-patient consultations, and explaining medi-252

cal queries. The responses for the general domain253

instructions were primarily generated by ChatGPT,254

while medical domain instructions and expected255

responses were both real doctor-patient diagnos-256

tic dialogues collected from medical websites. To257

ensure stability in supervised fine-tuning, we stan-258

dardized instructions in ChiMed-SFT to a uniform259

format.260

3.2.2 Training Objective261

Considering each prompt Xi = [xi,1, xi,2, . . .]262

as well as its corresponding response Yi =263

[yi,1, yi,2, . . . yi,Ti ] from ChiMed-SFT, the loss264

function of SFT stage can be defined as follows: 265

LSFT (θ)=−
N∑
i=1

Ti∑
t=1

log [P (yi,t+1 |Xi, yi,1...t, θ)] , 266

where N denotes the total number of training in- 267

stances and θ denotes model parameters. 268

3.3 Direct Preference Optimization 269

SFT encourages some responses but does not pre- 270

vent undesirable ones, such as those with missing 271

or inaccurate information. A popular solution is 272

RLHF, which uses reward models from response 273

rankings to guide LLM training. However, RLHF 274

is complex and often unstable, requiring extensive 275

hyperparameter tuning. To improve stability, we 276

adopted DPO (Rafailov et al., 2023) to align the 277

Qilin-Med-SFT model output with human prefer- 278

ences. DPO is simpler and more effective than 279

RHLF as it doesn’t require explicit reward model- 280

ing or reinforcement learning. 281
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Domain Round Dataset # of samples Source # of tokens Size

General
Single

Instruct_chat (Chenghao Fan and Tian, 2023) 51.6K GPT-3.5 & human 40M 117.4MB
School Math (Ji et al., 2023) 248K ChatGPT 57M 151.5MB
HC3-Chinese (Guo et al., 2023) 12.9K ChatGPT & human 3M 9MB
Alpaca_gpt4_data_zh (Peng et al., 2023) 49K GPT-4 14M 37.1MB
Safety-Prompts (Sun et al., 2023) 100K ChatGPT 27M 84.1MB
Train_1M_CN (Ji et al., 2023) 917K Alpaca 193M 503.6MB
Train_2M_CN (Ji et al., 2023) 2000K ChatGPT 749M 1925MB

Multi
Train_3.5M_CN (Ji et al., 2023) 3606K ChatGPT 1874M 4551MB
Multiturn_chat (Ji et al., 2023) 831K ChatGPT 264M 705.6MB

Medical
Single

CMExam-explanation (Liu et al., 2023) 46K Human 21M 45.2MB
Chinese-medical-dialogue-data (Toyhom, 2019) 800K Human 245M 553.7MB

Multi
Medical-Dialogue-System (Chen et al., 2020) 2726K Human 705M 1500MB
CMD 392K Human 624M 1286MB

Table 2: Statistics of ChiMed-SFT, including both general and medical domain instructions in single-turn and
multi-turn format.

3.3.1 Preference Dataset Construction282

We built ChiMed-DPO (statistics shown in Table 3)283

from two publicly available preference datasets: (1)284

Zhongjing_rlhf (Yang et al., 2023c), which com-285

prises 20,000 samples (10,000 in-distribution and286

10,000 out-of-distribution) annotated by medical287

postgraduates/doctors, and (2) MedicalGPT (Xu,288

2023), which contains 4,000 samples from Chinese-289

medical-dialogue-data, with preferred responses290

from doctors and rejected ones from BenTsao291

(Wang et al., 2023a). Each training sample in292

ChiMed-DPO is a triplet consisting of a prompt, a293

preferred response, and a rejected response.294

3.3.2 Training Objective295

Given the i-th prompt Xi, our primary goal was296

to calculate log probabilities for preferred and re-297

jected responses (denoted as Yi,1 and Yi,2 respec-298

tively) of the current model, followed by fine-299

tuning model parameters to elevate the likelihood300

of preferred responses Yi,1 and diminish that of301

rejected responses Yi,2. This optimization process302

was guided by a loss function briefly outlined be-303

low:304

LDPO(θ) = −
∑
i

log σ
[
β log

P (Yi,1 | Xi, θ)

P (Yi,1 | Xi, θ0)
305

− β log
P (Yi,2 | Xi, θ)

P (Yi,2 | Xi, θ0)

]
,306

where σ denotes the sigmoid function, θ0 repre-307

sents the initial parameters from the SFT stage, β308

is a hyper-parameter that controls the relative con-309

tribution of the two terms. Through this process,310

responses generated by Qilin-Med will better align311

with human preferences while avoiding unfavored312

ones, thus improving the quality and safety of med-313

ical dialogues.314

4 Experiments 315

4.1 Evaluation Datasets, Metrics and 316

Baselines 317

4.1.1 Evaluation Datasets 318

We evaluated Qilin-Med in scenarios such as medi- 319

cal knowledge Question Answering and dialogue 320

on the following datasets: 321

1. CMExam (Liu et al., 2023), a standardized 322

medical exam and practice question dataset. 323

It contains over 60,000 multiple-choice ques- 324

tions and provides question explanations. 325

2. CEval (Huang et al., 2023), a comprehensive 326

Chinese evaluation suite designed to assess 327

advanced knowledge and reasoning abilities 328

of LLMs. It contains 13,948 multiple-choice 329

exam questions across 52 diverse disciplines, 330

including three medical sub-disciplines: Clini- 331

cal Medicine, Basic Medicine, and Physician. 332

3. Huatuo-26M (Li et al., 2023a), a Chinese med- 333

ical dataset that consists of over 26 million 334

medical question-answer pairs, covering top- 335

ics including diseases, symptoms, treatments, 336

and drug information. 337

4.1.2 Metrics 338

We assessed model performance on multiple- 339

choice questions using accuracy and weighted F1 340

score - metrics commonly employed in information 341

retrieval and question-answering tasks. For med- 342

ical dialogue tasks, BLEU (Papineni et al., 2002) 343

and ROUGE (Lin and Hovy, 2003) were used to 344

evaluate the discrepancy between model-generated 345

responses and ground truth. 346
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Dataset Domain Source #of samples #of tokens Size
Zhongjing_rlhf (Yang et al., 2023c) medical human 2K 837K 4.1MB
MedicalGPT (Xu, 2023) medical human & BenTsao 4K 687K 3.1MB

Table 3: Statistics of ChiMed-DPO, which is curated from two publicly available preference datasets including
Zhongjing_rlhf and MedicalGPT.

Method Average Clinical Medicine Physician Basic Medicine
ChatGLM-6B (Du et al., 2022) 38.0 34.0 35.0 36.6

Chinese-llama2-7B (Cui et al., 2023) 36.7 40.0 36.6 37.7
Chinese-alpaca2-7B (Cui et al., 2023) 37.1 31.5 38.8 36.6

Baichuan-7B (Yang et al., 2023a) 42.8 43.0 46.7 45.1
Zhongjing-LLaMA-7B (Yang et al., 2023c) 34.3 33.0 32.9 33.1

Qilin-Med-7B-CPT 36.2 41.0 44.9 34.3
Qilin-Med-7B-SFT 40.1 48.5 55.5 43.4

Table 4: Experimantal results on C-Eval dataset. We bold the best result and underline the second best result. We
report accuracy scores on three medical-related subjects and Average denotes the average accuracy scores across all
52 subjects.

4.1.3 Baselines347

We used Baichuan-7B (Yang et al., 2023a) as the348

base model. Baichuan-7B is an open-source, large-349

scale pre-trained language model built on the Trans-350

former architecture. It has 7 billion parameters and351

is trained on approximately 1.2 trillion tokens. It352

supports both Chinese and English with a context353

window length of 4096.354

For baselines, we evaluated LLMs in both gen-355

eral scenarios and the medical domain across var-356

ious tasks. For CMExam, we reported the perfor-357

mance of ChatGLM-6B, LLaMA (Touvron et al.,358

2023a), Vicuna (Chiang et al., 2023), Alpaca (Taori359

et al., 2023), Huatuo (Wang et al., 2023a), and Doc-360

torGLM (Xiong et al., 2023) on both the predic-361

tion and reasoning tasks. For CEval, we evaluated362

the performance of ChatGLM (Du et al., 2022),363

Chinese-LLaMA2 (Cui et al., 2023), and Chinese-364

Alpaca (Cui et al., 2023) on the prediction task.365

Since CMExam has a standardized training set, we366

also reported the performance of LLaMA, Alpaca,367

and Vicuna on CMExam after SFT. Additionally,368

we evaluated models such as T5 (Raffel et al., 2020)369

and GPT2 (Radford et al., 2019) on the test set of370

Huatuo-26M. However, since Huatuo-26M is not371

fully open-sourced, we were unable to run SFT372

with this dataset.373

4.2 Implementation Details374

For CPT, Baichuan-7B was trained on eight A100375

80G GPUs, with batch size = 1 per GPU, number376

of epochs = 3, learning rate = 2e-4, warmup ratio =377

0.05, weight decay = 0.01, and block size = 1024.378

For SFT, eight A100 80G GPUs were used with379

a batch size of 64 per GPU. Qilin-Med was trained 380

with learning rate = 2e-5, warmup ratio = 0.05, 381

weight decay = 0.05, and max_source_length and 382

max_target_length both = 256. We accelerated 383

training using DeepSpeed ZeRO-2 (Ren et al., 384

2021). We adopted the LoRA technique (Hu et al., 385

2021), a type of SFT, with lora_rank = 8, lora_alpha 386

= 32, and lora_dropout = 0.05. 387

For DPO, 4 RTX 3090 GPUs were used with 388

a batch size of 8 per GPU. Settings were: learn- 389

ing rate = 2e-5, warmup ratio = 0.05, weight 390

decay = 0.05, and both max_source_length and 391

max_target_length = 256. The LoRA technique 392

was again applied with lora_rank = 8, lora_alpha = 393

16, and lora_dropout = 0.05. 394

For model evaluation on the CMExam test set, 395

we used OpenAI’s GPT-3.5-turbo, GPT-4-0314, as 396

well as LLaMA-7B, Alpaca-7B, and Vicuna-7B. 397

ChatGLM was tested using the 6 billion parameter 398

version and operated with P-Tuning V2 (Liu et al., 399

2021), using a prefix token length of 128 and a 400

learning rate of 0.02 for SFT. For other models 401

including LLaMA, Alpaca, Vicuna, and Huatuo, 402

we used the LoRA technique (Hu et al., 2021) with 403

a rank of 8, an alpha of 16, and a 0.05 dropout rate. 404

For the evaluation of Huatuo-26M, we compared 405

T5 and GPT2 performances. Both models were set 406

with maximum question and answer lengths of 256 407

and 512, respectively. We used the original 12- 408

layer Chinese GPT2. 409

In the C-Eval phase, all models were evaluated 410

using few-shot prompting. We opted for 5 shots and 411

employed a greedy decoding strategy for answer 412

prediction. 413
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Methods
CMExam Prediction CMExam Reasoning

Accuracy BLEU-1 BLEU-4 ROUGE-1 ROUGE-2 ROUGE-L
ChatGLM-6B (Du et al., 2022) 26.3 16.51 5.00 35.18 15.73 17.09

Llama-7B (Touvron et al., 2023b) 0.4 11.99 5.70 27.33 11.88 10.78
Vicuna-7B (Chiang et al., 2023) 5.0 20.15 9.26 38.43 16.90 16.33
Alpaca-7B (Taori et al., 2023) 8.5 4.75 2.50 22.52 9.54 8.40

Baichuan-7B (Yang et al., 2023a) 33.5 2.70 0.14 11.88 0.71 3.39
Huatuo (Wang et al., 2023a) 12.9 0.21 0.12 25.11 11.56 9.73

DoctorGLM (Xiong et al., 2023) - 9.43 2.65 21.11 6.86 9.99
Zhongjing-LLaMA (Yang et al., 2023c) 22.0 13.01 0.39 16.23 1.01 5.31

LLaMA-CMExam 18.3 29.25 16.46 45.88 26.57 23.31
Alpaca-CMExam 21.1 29.57 16.40 45.48 25.53 22.97
Vicuna-CMExam 27.3 29.82 17.30 44.98 26.25 22.44

Qilin-Med-7B-CPT 38.4 13.98 4.43 23.51 8.68 7.41
Qilin-Med-7B-SFT 40.0 40.31 25.05 53.56 36.39 34.17

Table 5: Experimantal results on CMExam dataset. We bold the best result and underline the second best result.

Methods BLEU-1 BLEU-4 ROUGE-1 ROUGE-2 ROUGE-L
T5 (Raffel et al., 2020) 0.33 0.07 0.67 0.19 0.63

GPT2 (Radford et al., 2019) 10.04 1.62 14.26 3.42 12.07
Baichuan-7B (Yang et al., 2023a) 10.43 1.16 18.68 3.68 7.19

Qilin-Med-7B-CPT 10.63 0.98 19.97 3.33 4.94
Qilin-Med-7B-SFT 12.69 2.07 24.21 6.34 11.56
Qilin-Med-7B-DPO 16.66 2.64 27.44 6.88 9.36

Table 6: Experimantal results on Huatuo-26M dataset. We bold the best result and underline the second best result.

4.3 Results and Discussion414

C-Eval: Table 4 summarizes online evaluation re-415

sults on the C-Eval benchmark. Among the five416

general LLMs compared in the upper part of the417

table, Baichuan-7B achieved the highest scores in418

both average and three medical subjects (namely419

Clinical Medicine, Physician and Basic Medicine),420

outperforming other models in instruction follow-421

ing as well as medical understanding. Specifically,422

Baichuan-7B achieved an accuracy of 45.1% in Ba-423

sic Medicine, significantly surpassing ChatGLM-424

6B which scored 36.6%. After the CPT and SFT425

stages, the model enhanced its proficiency in medi-426

cal knowledge and comprehension, better equip-427

ping it to address questions within medical do-428

mains. Notably, our Qilin-Med models show a429

great performance boost compared to Zhongjing-430

LLaMA. However, a decline in general capabili-431

ties was noted, with average accuracy on C-Eval432

dropping from 42.8% to 40.1%, indicating that the433

model’s increased focus on medical expertise came434

at the cost of its broader linguistic abilities. This435

observation is inline with other studies (Guo and436

Hua, 2023).437

CMExam: Table 5 displays the evaluation out-438

comes on the CMExam benchmark. ChatGLM439

and Vicuna performed well in explanation gen-440

eration, reflecting enhanced comprehension of 441

medical knowledge and dialogue skills. Of the 442

two, Vicuna had a lower answer prediction accu- 443

racy at 5%, while ChatGLM reached 26%. Af- 444

ter fine-tuning with CMExam training set (i.e., 445

LLaMA-CMExam, Alpaca-CMExam, and Vicuna- 446

CMExam), we noted marked improvements in both 447

tasks. Following the domain-specific Continued 448

Pre-training and Supervised Fine-tuning using our 449

data, our proposed Qilin-Med-7B-CPT and Qilin- 450

Med-7B-SFT outperformed those fine-tuned on 451

CMExam. This indicates our framework’s efficacy 452

in enriching LLMs with medical knowledge and 453

bolstering their problem-solving capabilities in the 454

medical domain. 455

Huatuo-26M: Table 6 shows the evaluation re- 456

sults on Huatuo-26M. Among all three baseline 457

methods (namely T5, GPT2, and Baichuan-7B), 458

Baichuan-7B achieved the highest scores on most 459

metrics, while T5 exhibited poor medical dialogue 460

performance. Qilin-Med-7B-CPT outperformed 461

Baichuan-7B in terms of BLEU-1 and ROUGE- 462

1, proving that CPT effectively injects medical- 463

related knowledge into the model. Comparing 464

Qilin-Med-7B-CPT and Qilin-Med-7B-SFT (10.63 465

vs. 12.69 in terms of BLEU-1), we see that SFT 466

further strengthens model medical knowledge and 467

instruction compliance capabilities. Finally, Qilin- 468
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User:
晚上出汗，四肢无力是什么情况?
I'm experiencing night sweats and weakness in my limbs. What could it be?

Baichuan-7B:
1. 你认为导致这些症状的原因有哪些？(至少列举3种)2、如果你是医生会如何诊断和治疗这种疾病?
1. What do you think are the causes of these symptoms? (List at least 3 types)2. If you were a doctor, how would you diagnose and treat this disease?

Qilin-7B-CPT:
你好！根据你的描述和照片资料看这种情况考虑是由于身体虚弱引起的症状的1建议注意休息避免过度劳累及精神紧张焦虑等.可以口服六味地黄丸
进行调理治疗3观察看看。
Hi! Based on your description and the photos provided, it seems like the symptoms might be due to physical weakness’  suggest1 getting plenty of rest, avoiding 
excessive fatigue, and steering clear of stress and anxiety. You might consider taking Liuwei Dihuang Wan2 to help regulate, treat the condition, 3monitor your 
symptoms, and see how it goes.

Qilin-7B-SFT:
你好,考虑是肾虚引起的盗汗.可以服用六味地黄丸治疗的1同时建议你多吃一些具有补气作用的食物如山药、扁豆等食物;同时可多食莲子粥.
Hi, it might be night sweats caused by kidney deficiency. You can take Liuwei Dihuang Wan2 while1 it is also recommended for you to consume foods that help 
nourish and restore energy, such as Chinese yam and broad beans, etc. Additionally, lotus seed porridge can be beneficial.

Qilin-7B-DPO:
您好，根据您的描述，夜间盗汗主要是由于阴虚造成的，3中医治疗阴虚以滋补为主，3可以服用六味地黄丸或知柏地黄丸进行调理。平时多吃一些
富含维生素B1、B2的食物也有一定效果。如果症状持续加重建议到医院进一步就诊治疗！希望以上回答对您有所帮助！祝您身体健康！如果您还有
其他问题请及时咨询！
Hello, based on your description, nocturnal sweating primarily results from yin deficiency, 3in traditional Chinese medicine, the therapy for yin deficiency 
mainly focuses on nourishment and replenishment, 3consider taking Liuwei Dihuang Wan2 or Zhibai Dihuang Wan2 to regulate it. Meanwhile, regular 
consumption of foods rich in Vitamin B1 and B2 may also help. If the symptoms persist or worsen, it's advised to seek further medical attention at a hospital. I 
hope this information is helpful! Wishing you good health! If you have any other questions, please don't hesitate to consult!

Figure 3: A conversation example from Huatuo-26M dialogue. Compared to Baichuan-7B, Qilin-Med-7B with
CPT, SFT, and DPO generated more relevant and informative responses.

Med-7B-DPO achieved higher scores in all metrics469

than Qilin-Med-7B-SFT, showing that DPO effi-470

ciently helps align the medical chat model output471

with human preferences and encourages the model472

to generate more preferred outputs.473

4.4 Case Study474

We examined the model outputs for Medical Dia-475

logue and Medical Question Answering tasks us-476

ing examples from Huatuo-26M and CMExam.477

As shown in Figure 3, the responses generated478

by Baichuan-7B appear to be contextually irrel-479

evant, frequently having unnatural sentence tran-480

sitions and the formation of run-on sentences in481

Chinese language outputs. CPT and SFT improved482

Baichuan-7B’s medical acumen, allowing it to gen-483

erate more relevant and informed responses (Figure484

4). However, certain responses still contain run-on485

sentences, highlighting the need for further refine-486

ment. Notably, outputs from Qilin-Med-7B-DPO487

stood out, aligning closely with human expecta-488

tions in both accuracy and context. This under-489

scores the efficacy of DPO in enhancing model490

outputs and addressing the aforementioned linguis-491

tic challenges.492

4.5 Retrieval Augmented Generation493

We further explored the advantages of incorporat-494

ing RAG in the Qilin-Med training framework.495

In detail, we used the ChiMed-CPT subset to496

construct a specialized medical knowledge base, 497

organized into information chunks. During the 498

query phase, the system retrieves and integrates 499

the top five most relevant knowledge entries into 500

the prompt. These enriched prompts were then 501

processed by the Qilin-Med-SFT model. Experi- 502

mental findings indicate that Qilin-Med, when aug- 503

mented with RAG technology, achieved an impres- 504

sive 42.8% accuracy rate on the CMExam answer 505

prediction task, representing a marked improve- 506

ment over the Qilin-Med-SFT (accuracy: 40.0%). 507

This evidence highlights the efficacy of the RAG 508

approach and confirms its potential to enhance the 509

Qilin-Med model’s ability to assimilate medical 510

knowledge and provide precise responses. 511

5 Conclusion & Future Work 512

This study introduces a multi-stage training ap- 513

proach, a large-scale Chinese medicine dataset - 514

ChiMed, and Qilin-Med, a cutting-edge Chinese 515

medical language model. It demonstrates the poten- 516

tial of domain-specific training in healthcare, with 517

implications for improving patient care, clinical 518

decisions, and medical research. The performance 519

of Qilin-Med enables more accurate and context- 520

aware Chinese medical dialogues, paving the way 521

for advanced AI applications in Chinese medicine 522

and healthcare to provide clearer medical insights 523

and assistance. 524
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6 Limitations525

Qilin-Med, trained on the ChiMed dataset, marks a526

considerable advancement in medical LLMs. How-527

ever, several limitations should be noted. The528

ChiMed dataset, while comprehensive, primarily529

focuses on Chinese medical knowledge, potentially530

limiting the model’s global applicability. The multi-531

stage training pipeline, including the DPO stage,532

might introduce biases based on the preferences533

of the human evaluators involved. Furthermore,534

while metrics like BLEU and ROUGE provide in-535

sights into the model’s performance in generative536

tasks, they are limited in evaluating the quality of537

content generation in terms of fluency, coherence,538

and context. They do not account for semantic ac-539

curacy or the appropriateness of the content in a540

given context. Future work should consider a more541

diverse set of evaluation metrics, including human542

evaluations, to ensure a holistic understanding of543

Qilin-Med’s capabilities.544

7 Ethics and Societal Impacts545

All data used in this study were collected and546

scraped from publicly available resources. We did547

not recruit human research participants nor include548

sensitive data. It is important to note that Qilin-549

Med and ChiMed are intended for research and550

academic purposes. It is a product of efforts to551

enhance LLM capabilities in the medical domain,552

not a replacement of human experts. It should553

not be used for direct patient diagnosis or as a554

standalone tool for medical decision-making. Any555

conclusions or insights derived from Qilin-Med556

should be contextualized, considering the specific557

focus of ChiMed and the inherent limitations of558

LLMs. Commercial uses or any use that deviates559

from this primary objective are strictly prohibited.560

Researchers and practitioners should respect these561

guidelines, ensuring ethical and responsible use of562

Qilin-Med and associated datasets.563
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A Appendix883

Instruction:
返回限制：只返回两行。假设你是一位医疗行业专家，请回答下列问题，注意是单选题，只需要返回一个最合适的选项。
甘味的作用特点是:
A 能补、能缓
B 能泄、能坚
C 能软、能下
D 能收、能涩
E 能散、能行
注意，结果只有两行。第一行只需要返回答案的英文选项(注意只需要返回一个最合适的答案)，第二行进行简要的解释。输出格式限制为：“答
案：”，“解释：”。
注意，题目是单选题。若有多个合适的答案，只返回最准确的即可。
Return limitation: Only return two lines in your answer. Assuming you are a medical expert, please answer the following single-choice question. Just give the 
most suitable choice. 
What are the features of sweetness? 
A Nourishing and soothing 
B Draining and solidifying
C Softening and descending
D Contracting and astringent 
E Dispersing and moving
Note that only two lines are permitted in the response. The first line should state the answer's English letter only, and the second line should provide a brief 
explanation. The format should be: "Answer:", "Explanation:". Only return the most accurate answer if multiple seem appropriate.

LLaMA:
A 甘味的作用特点是能补、能缓。 
B 甘味的作用特点是能泄、能坚。 
C 甘味的作用特点是能软、能下。 
D 甘味的作用特点是能收、能涩。 
E 甘味的作用特点是能散、能行。 解释: 甘味是一种味噌，它是一种味噌
A The features of sweetness are nourishing and soothing. 
B The features of sweetness are draining and solidifying.
C The features of sweetness are softening and descending.
D The features of sweetness are contracting and astringent.
E The features of sweetness are dispersing and moving.
Explanation: Sweetness is a kind of miso, it is a kind of miso

ChatGLM:
答案：B 能泄、能坚。解释：甘味的作用特点是能泄、能坚，这主要是因为甘味的食物能够促进体内液体的排泄，从而增强身体的耐力和耐久性。
同时，甘味还具有收敛的作用，能够增强身体的韧性和强度。
Answer: B Draining and solidifying. Explanation: The features of sweetness are draining and solidifying. This is primarily because sweetness can promote the 
excretion of bodily fluids, thus enhancing the body's endurance and durability. Meanwhile, sweetness also has a constricting effect, enhancing the body's 
resilience and strength.

GPT-4:
答案：A 解释：甘味的作用特点是能补、能缓，能滋养身体，缓和药物的效果。
Answer: A Explanation: The features of sweetness are nourishing and soothing. It can enrich the body and moderate the effects of medicine.

Qilin-Med-CPT:
答案：A。解释：甘味的作用特点是能补、能缓。甘味能补虚、能缓急，还能益气、润燥。甘味能补虚，能补益五脏之气，补益脾胃之气，补益心
气。
Answer: A. Explanation: The features of the sweetness are nourishing and soothing. Sweetness can replenish deficiencies and alleviate urgencies, as well as 
benefit the Qi and moisturize dryness. It can supplement the Qi of the five organs, nourish the Qi of the spleen and stomach, and benefit the Qi of heart.

Qilin-Med-SFT:
答案：A。\n 解释：本题考查的是五味对人体的效果。甘味的作用特点是能补、能缓（A对）。五味对人体的效果：(1)辛：能散、能行(E错)，有
发散、行气、活血作用。(2)甘：能补、能缓(A对)、能和，有补虚、和中、缓急、调和药性等作用。(3)酸：能收、能涩，有收敛固涩作用。(4)苦：
能泄、能燥、能坚(B错)。(5)咸：能软、能下(C错)，有软坚散结、泻下通便作用。(6)涩：能收、能敛，同酸味一样有收敛固涩作用。(7)淡：能渗、
能利，有渗湿利水作用。此外，还有芳香味，其能散、能行、能开，有化湿、辟秽、开窍、醒脾等作用
Answer: A.
Explanation: This question examines the effects of the five flavors on the human body. The features of sweetness are nourishing and soothing (Option A is 
correct). The effects of the five flavors on the human body are: 
1) Spicy: Can disperse and act (Option E is incorrect), having the effects of dispersing, moving Qi, and invigorating blood.
2) Sweet: Can nourish and soothe (Option A is correct), harmonize, with effects like replenishing deficiencies, harmonizing the middle, soothing urgencies, 
and moderating the properties of medicines.
3) Sour: Can constrict and be astringent, having effects of constriction and astringency.
4) Bitter: Can drain, dry, and solidify (Option B is incorrect).
5) Salty: Can soften and descend (Option C is incorrect), with effects like softening hard masses, dispersing accumulations, and inducing bowel movements.
6) Astringent: Can constrict and constrict, similar to the sour flavor in having astringent effects.
7) Bland: Can seep and benefit, having the effects of draining dampness and promoting diuresis. Additionally, there's an aromatic flavor, which can disperse, 
act, and open, with effects like transforming dampness, repelling foulness, opening orifices, and invigorating the spleen.

Figure 4: A conversational case on CMExam dataset. Compared to LLaMA, ChatGLM, and GPT-4. Qilin-Med-7B-
CPT and Qilin-Med-7B-SFT generated more relevant and informative responses.
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