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Abstract

The scarcity of question-answering data is
one of the main bottlenecks restricting the
development of intelligent education systems.
In this paper, we proposes a new method
called Book2QA, which integrates multiple
medium-scale language models (e.g., 6B/13B)
to cost-effectively generate high-quality
question-answering data from textbook content.
The Book2QA framework includes three
main steps: book data preprocessing, question
generation with subsequent filtering, and
answer generation with subsequent filtering.
Our experimental results demonstrate the fine-
tuned model’s performance in real scenarios,
highlighting the effectiveness of the Book2QA
method. Automatic evaluation and advanced
LLM evaluation show that data generated by
Book2QA can match or surpass data from
models with hundreds of billions of param-
eters. We open-source our data and code at
https://anonymous.4open.science/r/Book2QA-
F795.

1 Introduction

Building educational question-answering robots
is highly significant but also extremely challeng-
ing in the education field, typically requiring ed-
ucational datasets for model pre-training or fine-
tuning. Recent studies have shown that directly
fine-tuning with unlabeled data leads to perfor-
mance degradation (Li et al., 2021), but super-
vised fine-tuning (SFT) on high-quality datasets
can achieve performance breakthroughs in down-
stream tasks (Ouyang et al., 2022). Due to pri-
vacy and security issues, obtaining high-quality
educational datasets is very difficult (Ouyang et al.,
2022), and the datasets and benchmarks used for
educational applications vary greatly in scope and
purpose (Wang et al., 2024b). Additionally, there
are cost concerns (Kasneci et al., 2023), which
further complicate the construction of educational
chatbots. Currently, content-based generation is a

promising solution. Studies have shown that using
advanced LLMs to generate fine-tuning datasets
from book content yields good results (Wang et al.,
2024a). However, this approach is costly and lacks
diversity in the generated data. Therefore,we pro-
pose a framework (Book2QA) that addresses the
shortage of high-quality question-answer data in
the education sector by cost-effectively integrating
the capabilities of multiple medium-sized language
models (6B/13B parameters). Based on this frame-
work, we have generated a new dataset for fine-
tuning question-answering robots using textbook
data.

Our framework generates question-answering
data from book content and uses a fine-tuned stu-
dent model for data filtering with IFD score (Li
et al., 2024c) and the reverse IFD (r-IFD) score (Li
et al., 2024a). The framework includes three main
steps: book data preprocessing, question genera-
tion with subsequent filtering, and answer genera-
tion with subsequent filtering(as shown in Figure 1).
In the process of generating question-answer pairs,
the formulation of questions is particularly cru-
cial(Sultan et al., 2020). In the process of gener-
ating question-answer pairs, the questions should
both cover the details of the book and appropriately
extend the content. Synthetic datasets generated
using simple prompts exhibit significant bias and
lack diversity (Yu et al., 2023). Therefore, dur-
ing the questioning phase, we designed a set of
prompting methods based on Bloom’s taxonomy of
educational objectives (Anderson et al., 2000) and
integrated various levels of information to ensure
that the large language model can generate diverse
and high-quality questions.

In the field of education, questions and answers
should not only contain key information from text-
books but also include additional rich informa-
tion. Thus, evaluating this task is very challenging.
Therefore, we designed two evaluation methods:
automatic evaluation and advanced large language
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Figure 1: Book2QA framework. First, it extracts keywords from original paragraphs and creates summaries
for semantic clustering. Second, multiple language models generate questions guided by Bloom’s taxonomy,
which are then clustered and filtered by IFD scores. Finally, answers are generated by three models, and the most

understandable response is selected based on r-IFD scores.

model evaluation. The results show that the data
generated using Book2QA scored highest in most
metrics, as shown in Section 5.2. The models fine-
tuned with the generated data exhibited good gen-
eralization performance in cross-domain evalua-
tions. Sections 5.3 and 5.4 show that the Book2QA
framework performs well in both question and an-
swer generation. Additionally, the data generated
by multiple medium-sized language models can
rival or even surpass the data generated by large
models with hundreds of billions of parameters
(Section 5.5).Our contributions include:

* We propose the Book2QA framework, which
integrates multiple medium-scale language
models to provide a low-cost and efficient
method for generating educational question-
and-answer data.

* We developed a hierarchical prompting strat-
egy based on Bloom’s taxonomy to enhance
the depth and breadth of the Q&A data.

* We fine-tuned the model on the generated data,

and the results indicate that the fine-tuned
model not only improves the quality of answer
generation but also enhances its performance
in practical applications.

2 Related Work

2.1 Data Synthesis

Recently, knowledge distillation (KD) has been
proven effective in enhancing model capabilities
(Xu et al., 2024). Large language models generate
data to train smaller models, acting as a form of
weak distillation that improves the performance of
the smaller models (West et al., 2022). Introducing
student models and using IFD and r-IFD metrics
during distillation can enhance large language mod-
els’ performance in instruction fine-tuning tasks(Li
et al., 2024a). IFD scores from smaller models
can filter training data for larger models. Different
sized language models show high consistency in
perceiving instruction difficulty(Li et al., 2024b).
Additionally, study have focused on constructing
data generators to train language models specif-



ically designed for generating data in particular
formats for knowledge distillation (Nayak et al.,
2024).

Additionally, research shows that state-of-the-art
models can feasibly generate high-quality content-
grounded datasets (Yehudai et al., 2024), aligning
with our goal of creating content-based question-
answering pairs. While this method enhances
question and answer quality, it is costly. Our ap-
proach combines content-based data generation
from books with data filtering methods from knowl-
edge distillation, rather than relying solely on dis-
tillation or stronger models for synthetic data gen-
eration.

2.2 Integration of Language Models

As more large language models emerge, research
on integrating their outputs has gained attention.
Studies show that dynamically integrating multi-
ple LLMs produces outputs that better align with
human feedback(Jiang et al., 2023). Integrating
smaller language models is increasingly recog-
nized. Combining three medium-sized models
(6B/13B parameters) can rival large models like
ChatGPT (175B+ parameters) and even surpass
them in some performance metrics (Lu et al., 2024).
Inspired by this, our approach proposes a method
for data synthesis by integrating the outputs of mul-
tiple small to medium-sized language models.

3 Preliminaries

In our data generation framework, we use two key
metrics: the IFD score and the r-IFD score. The
IFD score shows how much adding instructions
improves the chance of getting a response, with
higher scores indicating harder instructions that
the model needs to learn. The r-IFD score shows
how well the response helps predict the instruction,
with lower scores indicating that the model can
easily infer the instruction, meaning the response
and sample are suitable for the model.

3.1 Log-Likelihood

Log-likelihood is a way to measure the probability
of a model generating a particular sequence. For a
given sequence y and context z, its log-likelihood
L(y | z) can be expressed as:

L(y | =) =) log P(y; | yri—1,2) (1)
=1

where P(y; | y1.i—1, ) denotes the probability
of generating the word y; given the context  and
the previously generated words 1.;—1.

3.2 Instruction Following Difficulty

The IFD score measures how difficult it is for the
student model to generate responses based on given
instructions. It compares the perplexity of the
model’s response with and without the instruction.
A higher IFD score means the instruction is more
challenging and informative. Mathematically, [IFD
is defined as:

[FD(y|z) = pLYlE) _ Lle-Lw) @)
ppl(y)

Where ppl(y|x) is the perplexity of the model
generating a response given the instruction, and
ppl(y) is the perplexity of the response alone.
L(y|z) and L(y) are the respective log-likelihoods,
where L(y) denotes the log-likelihood of generat-
ing the response y without any instruction.

3.3 Reverse Instruction Following Difficulty

The r-IFD score evaluates the potential to deduce
the original instruction from the response. Specifi-
cally, r-IFD evaluates the feasibility of the response
by comparing:

* The perplexity of the instruction given the
response ppl(z | y'): This is the perplexity of
the model generating the instruction x given
the response y/'.

* The perplexity of the instruction ppl(x): This
is the perplexity of the model generating the
instruction x without any context.

Mathematically, r-IFD is defined as:

_ Pl YY) _ Lly)-Le)
ppl(z)
3)

L(z | y') is the log-likelihood of generating the
instruction z given the response ', and L(x) is
the log-likelihood of generating the instruction x
without a response.

Integrating IFD and r-1FD allows for a compre-
hensive assessment of the instruction-response pair
quality, ensuring that refined data better aligns with
the learning capabilities and objectives of the stu-
dent model. These two metrics jointly help in se-
lecting and optimizing training data, enabling the
model to perform more effectively and accurately
in practical applications.

r—IFD(z |y)



4 BOOK2QA: Generating High-Quality
QA Data from Textbooks

Algorithm 1 shows our dataset generation method.

4.1 Textbook Data Preprocessing

We have developed a tool that converts PDF text-
books into structured JSON data J and segments
the text into paragraphs, referred to as p. Each
paragraph p within J is processed to generate a
summary s, and a set of n keywords K, enhanc-
ing the data’s semantic richness.

sp = Summarize(p)

K,, = ExtractKeywords(p, n)

We then cluster these summaries into a set C, pro-
viding enriched context for the subsequent QA pair
generation:

C = Cluster({sp|p € J})

Before processing, we initialize three datasets:

* DRgtr to store retrieved questions from clus-
tering.

* Dgynra to hold the synthesized final QAs.
* Dqgen to accumulate all generated questions.

Each dataset is initially empty, ensuring a clean
slate for data processing.

4.2 Question Generation and Selection

Utilizing several medium-scale LLMs, we gener-
ate questions based on the contextual data struc-
tured through the taxonomy B (Bloom’s Taxon-
omy). Each question generation step involves:

Q = |J {m(prompt,)|m € M}
beB

where M represents the set of LLMs and B the
cognitive levels from Bloom’s Taxonomy. The
prompts are dynamically generated based on three
strategies, leveraging:

* Only the original text (o).

* A combination of the original text with a set
of summaries from another clusters (o + s).

* Integration of the original text with keywords
(0 + K).

Algorithm 1 BOOK2QA

Require: Structured JSON textbook data (J),
number of keywords per paragraph (n), num-
ber of clusters (k)
Ensure: High-quality QA pairs dataset (D)
1: Declaration: Let B denote Bloom’s Taxon-
omy for cognitive levels.
2: Initialize: Dgrprr < @, DsyntH @,
DQGEN — @
Textbook Data Preprocessing
for each paragraph p in J do
sp < Summarize(p)
K, < ExtractKeywords(p, n)
end for
C < Cluster({s,})
Question Generation
10: M <« {LLMI, LLM2, LLM3}
11: for each paragraph p in J do

0 X DR W

12: for each info in {“0", “0 +s", “o + K"} do
13: for each m in M do

14: prompt < Build(p, info, B)

15: Qpm < m.QG(prompt)

16: DqGeN < DqGen U {Qpm }

17: end for

18: end for

19: end for

20: Perform k-means Clustering

21: DeLust k—means(DQGEN, ]{2)

22: for each cluster in D¢y yst do

23: Q* + arg maxgeciuser([FD(Q))
24: DretR + DRrETR U Q

25: end for

26: Answer Generation and Selection
27: for each Q* in Dgrgrr do

28: for each m in M do

29: Agem < m.AG(Q*, C)

30: scoreq«m + Calculate_rTFD(Ag+,)
31 end for

32: Ah« + argming,  (scoreqm)

33: Dsynth < Dsynta U (Q, A-.)
34: end for

35: Combine and Output

36: return DsynTH

Post-question generation, we perform k-means
clustering on Dqggn to organize questions into k
distinct clusters. From each cluster, we select the
question with the highest IFD score, optimizing for
question quality and relevance:

Q" = arg max (IFD(Q))
QEcluster



4.3 Answer Generation and Selection

For each selected question QQ*, every model in M
generates an answer, and we evaluate these answers
based on their r-1FD scores to determine the most
suitable:
A = arg jnin -IFD(Ag*m)
Q*m

where Ag-,, denotes the answer produced by
model m for Q*. The lowest r-IFD score indicates
the highest clarity and relevance.

Finally, the Dsyntg dataset, which contains
each question paired with its optimal answer, is
returned.

These detailed steps from the algorithm ensure
a systematic approach to generating a high-quality
question-answering dataset from textbooks.

5 Experiment

In the experimental section, we used two text-
books, "Information Systems" and "Data and
Programming" (see Appendix A), and utilized
multiple medium-scale large language models,
Baichuan13b-chat, Qwen7b-chat, and Internlm7b-
chat to generate data for fine-tuning datasets(see
Appendix Appendix E.l1, our dataset termed
book2qa_sft.) and conducted extensive experi-
ments on these datasets.

5.1 Experimental Setup

Model We consider fine-tuning a large language
model that has undergone pre-training and multi-
turn dialogue alignment: Baichuan7B-Chat. This
model, based on the Transformer architecture, is a
7-billion parameter model trained on approximately
1.2 trillion tokens, supporting both Chinese and
English, with a context window length of 4096
(Yang et al., 2023).

Training Details We use LoRA (Hu et al., 2021)
to fine-tune the language model on book and gen-
erated datasets. All models are trained for 1 epoch,
with the lora_rank set to 8, lora_alpha set to 16,
and the learning rate set to Se-5.We used an A100
GPU to train the model, and the training time on
the fine-tuning dataset mentioned in the paper is
approximately 0.5 to 2 hours.

Evaluation Methods We will evaluate the qual-
ity of the generated data from two perspectives: au-
tomatic evaluation and advanced language model
evaluation.

In automatic evaluation, we use BertScore
(Zhang et al., 2020), ROUGE (Lin, 2004), IFD,

r-IFD, text length, and Entropy to assess the gen-
erated dataset. BertScore and ROUGE are used to
evaluate the semantic similarity between two texts,
assessing the similarity between the generated text
and the original paragraphs, as well as between
questions and answers. IFD and r-IFD are used to
evaluate the suitability of the QA data for student
models. Text length is also an effective indicator
of the quality of generated data, with studies show-
ing that longer responses are highly effective for
fine-tuning (Shen, 2024). Entropy measures the
amount of information contained in the generated
QA pairs.

In advanced language model evaluation, we use
Pair-wise Comparison and Rank Comparison to
evaluate the responses of the fine-tuned model on
from Students (Zaman et al., 2024) and the ques-
tions generated by the LLM based on books(see in
Appendix A).

Studies have demonstrated that GPT-4’s consis-
tency with human experts as judges reaches 85%,
despite limitations such as positional bias (Zheng
et al., 2023). In this evaluation, we mitigate po-
sitional bias by alternating positions or randomly
assigning positions, and we introduce reference-
guided evaluation to improve accuracy. This in-
volves having the model generate explanations be-
fore making comparisons. Recent research indi-
cates that LLMs can distinguish between utility
and relevance and are more effective at identifying
evidence helpful for answering questions when us-
ing utility judgments (Zhang et al., 2024). During
the evaluation process, we input the original text
passage corresponding to the test question into the
large model as a reference to enhance the quality
of its utility judgments.

In Pair-wise Comparison, we use GPT-4 and
Claude3-Sonnet as the models. These models score
two answers to the same question, and only when
one answer wins in both models’ comparisons is it
declared the winner. If the comparison results of
the two models are inconsistent, it is considered a
tie. In Rank Comparison, we use GPT-4 to score
each model’s output based on specific metrics and
scales(see prompt in Appendix C.2) We then con-
vert their scores into rankings for each model and
each evaluator and take the average (Sottana et al.,
2023).

Evaluation Datasets A recent study examined
the generalization ability of fine-tuned large lan-
guage models and designed an evaluation method
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Figure 2: The visualization of sentence embeddings
from different datasets in a t-SNE two-dimensional
space. The blue and red points represent the In-
distribution and Out-of-distribution datasets, respec-
tively, used to evaluate the model’s performance in dif-
ferent scenarios. The gray points indicate the distribu-
tion of the fine-tuned data "book2qa_sft", showing a sig-
nificant difference from the Out-of-distribution dataset
while having a high similarity to the In-distribution
dataset.

that includes In-domain Datasets and Out-of-
domain Datasets for the same tasks (Sottana et al.,
2023). Due to budget and time constraints, we se-
lected 240 questions of varying complexity from
the DCSC(40 questions per difficulty level across
six levels) as the Out-of-distribution evaluation set.
Inspired by domain-specific evaluation sets in the
literature (Yang et al., 2024), we generated 240
questions based on book content (80 difficult, 80
moderate, and 80 simple) as the In-distribution
evaluation set. The Out-of-distribution evaluation
set assesses the model’s extrapolation and gener-
alization performance in real educational scenar-
i0s, while the In-distribution evaluation set evalu-
ates the impact of different training data generation
methods in the Book2QA process on the model’s
response quality.

The spatial distribution of the Out-of-distribution
and In-distribution evaluation sets, visualized using
tSNE, is shown in Figure 2. The gray data points
represent the spatial distribution of book2qa_sft,
indicating a significant difference from the Out-of-
distribution evaluation set and a closer similarity to
the In-distribution evaluation set(see the detailed
data information in the appendix A).

5.2 Model Generalization Evaluation

To assess the generalization ability of the model
fine-tuned using the book2qa_sft dataset, we es-
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Figure 3: Compare three models on the OOD evaluation
set. It shows that the model fine-tuned with book2qa_sft
excels in three metric, highlighting its effective fine-
tuning and strong generalization ability across different
topics. In contrast, the model fine-tuned with book data
in an unsupervised manner performs much worse on
these metrics.If two models are ranked the same, the
results are shown as an average between the lower and
upper bounds (e.g., two models both ranked second are
shown as 2.5).
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Figure 4: In the GPT-4-based Rank Comparison, mod-
els fine-tuned with different data subsets were compared
on the ID evaluation set. The model fine-tuned on the
whole dataset excelled in all aspects, indicating supe-
rior performance on these metrics. This highlights the
benefits of integrating multiple information sources orig-
inal text, keywords, and summaries into the fine-tuning
process.

tablished two key baselines: the base model and
the unsupervised fine-tuning model (fine-tuning the
student model using book data). We used GPT-4
for Rank Comparison of the model’s answers on
the Out-of-distribution dataset.

As seen in Figure 3, the model fine-tuned
with the book2qa_sft dataset outperforms the base
model on the Out-of-distribution dataset(detailed
data can be found in Appendix D.1), indicating
that the fine-tuned model performs well in real sce-
narios. Training with the Book2QA dataset does
not reduce the QA model’s generalization ability
to other courses, this result demonstrates the effec-
tiveness of the Book2QA method.

Specifically, the fine-tuned Book2QA model
shows significant improvements in helpfulness, rel-
evance, and accuracy, demonstrating its advan-



BF1 Length Entropy IFD ROUGE-1 BF1 r-IFD Length  Entropy ROUGE-1
Origin 0.62 62.51 4.61 0.67 0.14 Baichuan13b-
Keywords 0.61 55.84 4.50 0.73 0.16 chat_sft 0.68 0.12 36089 588 0.33
Sg:[?siy 0.61 62.45 4.53 0.69 0.15 (gl\:;etnzg- 0.68 011 597.44 6.20 031
ke \fords 0.61 53.84 4.46 0.75 0.16 Internl_m7b-
O);igin+ chat sft 0.69 0.09 679.60 6.06 0.32
summary 0.61 58.88 451 0.72 0-14 ChatGPT_sft 0.68 0.10 294.51 5.73 0.32
Keywords+ 0.60 5323 442 075 015 Book2qa_sft 0.69 0.06 622.55 6.09 0.34
summary
Whole 0.62 60.30 4.77 0.77 0.17

Table 1: The table shows ablation experiment results
for question generation methods using BF1, Length, En-
tropy, IFD, and ROUGE metrics. The comprehensive
dataset, using all information sources, scored highest in
BF1, informativeness, IFD, and ROUGE, despite gener-
ating slightly shorter questions, proving its effectiveness
in producing high-quality questions.

tages in generating high-quality, highly relevant
answers. In contrast, the unsupervised fine-tuning
model scores lower on these metrics, indicating
that merely relying on book data for fine-tuning is
insufficient to enhance the model’s generalization
ability across different domains. These results sug-
gest that the Book2QA method not only generates
high-quality QA data within specific domains but
also exhibits good generalization performance in
cross-domain evaluations, providing strong support
for applications in the education field.

5.3 Evaluation of Question Quality Through
Ablation Experiments

In this section, we conducted extensive ablation
experiments to verify the effectiveness of our ques-
tion generation method. The experiments used
fine-tuned datasets generated in seven ways: ori-
gin (questions generated using only the original
passage information), keywords (questions gener-
ated using the original passage and keyword in-
formation), summary (questions generated using
the original passage and passage summary), ori-
gin+keywords (a combination of origin and key-
words), origin+summary, keywords+summary, and
whole (questions generated using all three infor-
mation sources). After generating the questions,
clustering and IFD filtering were applied to ensure
dataset consistency, and qgwen7b-chat was used to
generate the answers.

Firstly, we conducted an automatic evaluation of
these seven datasets, with the results shown in Ta-
ble 1. We found that the whole dataset achieved the
best scores in BF1, question informativeness, IFD,
and ROUGE, although it slightly lagged behind the
origin and summary datasets in generating ques-

Table 2: A comparative evaluation of five models fine-
tuned for answer generation in QA systems is provided,
showing scores on BF1, r-IFD, Length, Entropy, and
ROUGE. The table highlights the effectiveness of the
Book2QA method, which integrates answers from mul-
tiple models and achieves the highest scores in BF1,
r-IFD, and ROUGE.

tion length. Subsequently, we used GPT-4 for Rank
Comparison of the responses from the seven fine-
tuned models on the in-domain evaluation datasets,
as shown in Figure 4. The model fine-tuned on
the whole dataset outperformed others in helpful-
ness, relevance, accuracy, depth, creativity, and de-
tail (detailed data can be found in Appendix D.2).
This indicates that integrating multiple informa-
tion sources can generate higher quality, more di-
verse, and in-depth questions. Additionally, these
results show that the comprehensive use of different
prompting strategies can significantly enhance the
quality and usability of generated Q&A data, pro-
viding strong support for intelligent Q& A systems
in the education field.

5.4 Answer Quality Evaluation

This section aims to demonstrate through detailed
comparative experiments that Book2QA can ef-
fectively integrate outputs from multiple models.
Table 2 shows the scores of five fine-tuned datasets
in automatic evaluations. The questions in each QA
dataset are the same, but different models are used
to generate the corresponding answers. For exam-
ple, baichuan13b-chat_sft contains answers gen-
erated by baichuan13b-chat, chatgpt_sft contains
answers generated by ChatGPT, and book2qa_sft
contains answers from a dataset that merges an-
swers from three models.

The automatic evaluation results indicate that
book2qa_sft performs best in BF1, r-IFD, and
ROUGE scores, highlighting its superior perfor-
mance in generating accurate and relevant answers.
The answers from Qwen7b-chat_sft are notably
rich in information, while Internlm7b-chat_sft con-
sistently produces the longest responses, demon-
strating its capability to provide detailed and com-
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Figure 5: The performance of five models fine-tuned on
different datasets was compared using in-domain data
on GPT-4. The results highlight that the model fine-
tuned with the Book2QA dataset consistently ranked
highest across most metrics, demonstrating the superior
quality and comprehensiveness of answers generated by
the Book2QA method.

prehensive answers.

Next, we performed supervised fine-tuning using
the aforementioned five datasets on baichuan7b-
chat and used GPT-4 for Rank Comparison of the
answers from the five models on an in-domain eval-
uation dataset. As shown in Figure 5, the Book2QA
dataset ranks highest across various metrics (de-
tailed data can be found in Appendix D.3), indicat-
ing that integrating answers from different models
can produce higher quality answers. This not only
improves the richness and diversity of the answers
but also enhances the model’s adaptability and gen-
eralization performance in different contexts.

5.5 Comparative Experiments with SOTA
Models

To conduct pairwise comparisons, we fine-tuned
the Baichuan7b-chat model using the book2qa_sft,
ChatGPTqa, and Qwen-Maxqa datasets. Among
these, ChatGPTqa and Qwen-Maxqa are question-
answering datasets generated using the data gener-
ation process proposed in this paper by the Chat-
GPT and Qwen-Max models, respectively. Since
we did not use IFD and r-IFD scores for filtering,
each paragraph generated 30 question-answer pairs,
maintaining consistency with the data volume of
the book2qa_sft dataset. ChatGPT and Qwen-Max
are currently powerful large-scale language models
with hundreds of billions of parameters, in English
and Chinese respectively.

For the fine-tuned models, we used GPT-4 and
Claude3-Sonnet as evaluators to assess responses
on the in-domain evaluation datasets. For each
instruction, we compared responses using a "win-
tie-loss" metric. Specifically, when the evaluation

@ Wins Tie Lost

v.s.
50 96
Qwen-Maxqa-baichuan7b

V.s.
29 39
ChatGPTqa-baichuan7b

0 50 100 150 200 250

Figure 6: The "win-tie-loss" evaluation results show
that our fine-tuned model performed well compared
to ChatGPTqa-baichuan7b and was competitive with
Qwen-Maxqa-baichuan7b, using GPT-4 and Claude3-
Sonnet as evaluators. This indicates that our model,
which integrates data from multiple smaller models, can
rival or even surpass the capabilities of larger, more
complex language models.

results of GPT-4 and Claude3-Sonnet were con-
sistent, we judged it as a win or loss; when the
evaluation results were inconsistent, we judged
it as a tie. The evaluation results are shown
in Figure 6. It is noteworthy that our model
significantly outperformed the ChatGPTqa fine-
tuned model(ChatGPTqa-baichuan7b) and was
slightly inferior to the Qwen-Maxqa fine-tuned
model(Qwen-Maxqa-baichuan7b). This demon-
strates that the method proposed in this paper, com-
bining data generated by multiple small models,
can rival or even surpass the data generated by
large-scale language models with hundreds of bil-
lions of parameters (detailed data can be found in
Appendix D.4).

6 Conclusion

This study introduces a novel method for generat-
ing question-answering data from textbooks to aid
in fine-tuning educational QA robots across various
teaching domains with scarce data. Through both
automatic evaluation and assessment by advanced
large language models, we demonstrated the effec-
tiveness of the Book2QA approach in integrating
outputs from multiple mid-sized models to generate
high-quality QA data. Compared to existing large
language models, Book2QA not only reduces costs
but also performs excellently across various evalua-
tion metrics, providing a robust solution for intelli-
gent QA systems in the educational field. However,
upon closer human inspection, we observed several
issues with the synthetic data, such as hallucination
phenomena. Despite these problems, experimental
results indicate that the generated data can be used
for further fine-tuning of QA robots, performing
well in real-world scenarios and exhibiting a certain
degree of generalization capability.



Limitations

Our work relies on the availability of textbook data
and is confined to specific teaching scenarios and
subjects. Although we have demonstrated that the
fine-tuned models possess some degree of gener-
alization capability, these observations are limited
to the QA tasks that were considered in the experi-
ments. Future work could focus on other tasks and
scenarios.

While achieving the highest scores is not the
ultimate goal of education, information-rich an-
swers do reflect students’ learning potential. How-
ever, too much information may increase the cog-
nitive load on students, making it difficult to digest
(Mayer and Moreno, 2003). Therefore, future re-
search needs to carefully balance the amount of
information included in dialogues. Similarly, edu-
cators can set reasonable target metrics and their
combinations as needed to better optimize the fine-
tuning performance for educational use cases.

Despite our attempts to incorporate various as-
pects of evaluation in this work, it is still not pos-
sible to cover all aspects of educational assess-
ment. Additionally, educational QA evaluation
is highly subjective, challenging to evaluate, and
lacks domain-specific evaluation datasets. This pa-
per has made some attempts, such as collecting
real-world QA data, generating in-domain evalu-
ation sets, and introducing evaluations by large
language models.

Ethics Statement

This study strictly adhered to the ethical guidelines
for the application of artificial intelligence in the
field of education. During the development and
evaluation of the Book2QA method, we used con-
tent extracted from textbooks, ensuring that all data
were anonymous and did not involve any personally
identifiable information. We did not use any real
student data that involved privacy risks. We dis-
closed the methods of data generation and model
training, ensuring the transparency of the research
process. Furthermore, we will open-source our
code and part of the generated data on GitHub. We
acknowledge the limitations of our research and
have explicitly pointed out the possible hallucina-
tion phenomena in the generated data in our paper.
We commit to continuing to improve the model in
future work to mitigate these issues.
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A Datasets

We briefly describe the datasets used in our method
and experiments. Table 3 shows the statistics for
the textbooks, real Q&A data and test sets in the
evaluation datasets. The following includes de-
tailed information about the datasets:

* Data and Programming delves deeply into
the basic concepts of data, principles of digi-
tization and encoding, and the representation
and processing of data in computer systems.
The book also introduces big data technology,
data collection and processing methods, as
well as data analysis and visualization tech-
niques, providing readers with a comprehen-
sive perspective on the application and devel-
opment trends of information technology in
the field of data science.

Information Systems and Digital Society fo-
cuses on discussing the components and func-
tions of information systems and their exten-
sive application in modern society. The book
analyzes the development history of informa-
tion technology, explores the characteristics
of the digital society and the rise of the dig-
ital industry, as well as the application expe-
rience of artificial intelligence technology in
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Dataset Chapters Words  Examples
Data and 14 81000 -
Programming
Information
Systemsé&Digital 14 129610 -
Society
DCSCQ - 127556 8811
OOD evaluation set - 12152 240
ID evaluation set - 5154 240

Table 3: Performed statistical analysis on different
datasets.

real life, revealing how information technol-
ogy promotes social progress and improves
the quality of people’s lives.

DCSCQ is a dataset of real student questions
related to computer science courses, includ-
ing questions verified by keywords and eval-
uated for complexity using Bloom’s taxon-
omy, covering subjects not included in the
textbooks used in this study, such as data struc-
tures. we selected 240 questions of varying
complexity from the DCSC(40 questions per
difficulty level across six levels) as the Out-
of-distribution evaluation set(Detailed data
examples are in the appendix E.2).

In-distribution evaluation set utilizes the
same prompting process as Book2QA, lever-
aging cloude3-sonnet and based on "Data and
Programming" and "Information Systems and
Digital Society,”" it has generated 240 test
questions and divided them into three different
levels of difficulty, including easy, moderate,
and difficult. The purpose is to evaluate the
performance of the fine-tuned model on test
questions of varying difficulty(Detailed data
examples are in the appendix E.2).

B Data Preprocessing Details

We used ChatGPT to generate summaries and key-
words for each paragraph in the books(Detailed
data examples are in the appendix E.3). We ulti-
mately extracted 198 paragraphs from two books
and divided them into 14 clustering clusters, with
the number of summaries in each cluster shown in
Figure 7. The number of keywords was set to three
keywords per paragraph. The generated summaries
and keywords will be input into the large language
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Figure 7: The distribution of paragraph summaries ex-
tracted from two books across 14 clusters is presented.
The histogram illustrates the number of summaries in

each cluster, where the largest cluster contains 24 sum-
maries and the smallest contains 7.

clusters

model in different ways during the data generation
phase, as detailed in Appendix C.

C prompts for data generation and
evaluation

C.1 prompts for data generation

We developed three prompting strategies based on
Bloom’s Taxonomy to provide varying levels of
factual information to large language models: the
first strategy uses only the original text passage; the
second strategy adds paragraph summaries from
different groups to the original text; the third strat-
egy includes a keyword in the original text passage.
The prompts based on Bloom’s Taxonomy and the
three strategies are shown in Figure 11.

C.2 prompts for evaluation

We developed two prompting strategies to evalu-
ate advanced large language models through rank
comparison and pair comparison. For the rank com-
parison, GPT-4 was prompted to rate multiple can-
didate answers to the same question using a Likert
five-point scale, assessing helpfulness, relevance,
accuracy, depth, creativity, and detail (Section 4.2:
Model Generalization Evaluation focused only on
the first three aspects). For the pair comparison,
GPT-4 and Claude3-Sonnet were used as evalua-
tors to assess responses on in-domain evaluation
datasets. Each instruction’s responses were com-
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Figure 8: The results of our model and the Pair-wise
Comparison using the ChatGPTqa fine-tuning model at
different difficulty levels.
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Figure 9: The results of our model and the Pair-wise
Comparison using the Qwen-Maxqa fine-tuning model
at different difficulty levels.

pared using a "win-tie-loss" metric. Consistent
evaluation results from GPT-4 and Claude3-Sonnet
were judged as a win or loss, while inconsistent
results were judged as a tie. Specific evaluation
prompts can be found in Figure 12.

D Detailed Experimental Data

D.1 Model Generalization Evaluation Data

Firstly, we used GPT-4 to score the responses of
three models on the OOD evaluation set using a
1-5 Likert scale, where 1 indicates the worst perfor-
mance and 5 indicates the best performance. We
scored the responses on helpfulness, relevance, and
accuracy, and provided a total score for each re-
sponse. By scoring the answers of 240 evaluation
questions(Detailed result examples are in the ap-
pendix E.4), we obtained detailed experimental
data shown in Table 4, which presents the average
scores and variances of different models across the
six levels of questions based on Bloom’s taxon-
omy. Subsequently, we converted these scores into
rankings, as shown in Table 5.

D.2 Ablation Experiments Data

In the ablation experiment, we used models fine-
tuned on data generated based on different amounts
of information to score answers on the ID evalua-
tion set using a Likert scale from 1 to 5. We scored
the answers based on helpfulness, relevance, ac-
curacy, depth, creativity, and thoroughness, and
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Figure 10: Two pie charts comparing the contributions
of three AI models: "baichuan-13b-chat," "interlim-7b-
chat,”" and "qwen-7b-chat" in generating questions and
answers. "baichuan-13b-chat" contributes the most in
the "Questions" pie chart, while "qwen-7b-chat" leads
in the "Answers" pie chart.

provided an overall score for each answer. By scor-
ing 240 evaluation questions, we obtained detailed
experimental data, as shown in Table 6, which
presents the average scores and variances of vari-
ous models across different difficulty levels. Sub-
sequently, we converted these scores into rankings,
as shown in Table 7.

D.3 Comparative Experiments Data

In the comparative experiment, we used models
fine-tuned on answers generated differently to score
responses on the ID evaluation set using a Likert
scale from 1 to 5. It is important to note that in the
QA fine-tuning data used in this section, the ques-
tions are the same, but the answers are provided by
different models. We scored the answers based on
helpfulness, relevance, accuracy, depth, creativity,
and thoroughness, and provided an overall score for
each answer. By scoring 240 evaluation questions,
we obtained detailed experimental data, as shown
in Table 8, which presents the average scores and
variances of various models across different dif-
ficulty levels. Subsequently, we converted these
scores into rankings, as shown in Table 9.

D.4 Pair-wise Comparison Experiments Data

In Pair-wise Comparison, detailed experimental
data is shown in Figures 8 and 9. These figures
respectively present the Pair-wise Comparison of
models fine-tuned using book2qa_sft with those
fine-tuned using QA data generated by ChatGPT
and Qwen-Max on the ID evaluation set.



score Model avg.s std.s avg.h stdh avg.r std.r avg.a std.a

segments
baichuanb- 447 044 445 044 450 044 448 045
chat_book2qa_sft
baichuan7b- 403 026 399 028 410 034 404 028
0_20 Chat_bOOk . . . . . . . .
baichuan7b-chat ~ 3.89 057 400 061 394 061 388 0.3
baichuan7b- 443 027 444 027 441 025 445 030
chat_book2qa_sft
baichuan7b- 423 038 420 037 420 042 416 051
21-40 chat_book ' ' ' ' ' ' ' '
baichuan7b-chat  4.10 049 432 048 403 050 402 058
baichuan7b- 450 047 449 046 448 046 455 050
chat_book2qa_sft
baichuan7b-
41-60 hat book 414 021 414 021 415 021 416 026
baichuan7b-chat ~ 3.98 047 410 049 396 047 397 048
baichuan7b-
chat book2qa st 48 018 449016 445 021 450 017
baichuan7b-
61.80 that book 422 016 425  0.16 418 0.7 424 017
baichuan7b-chat 430 0.1 434 013 427 012 438 030
baichuan7b-
chat book2qa st H42 018 442 007 44l 018 445 023
baichuan7b-
81-100 that book 429 021 434 018 427 0.7 429 029
baichuan7b-chat  4.16 045 420 049 415 039 414 067
baichuan7b- 438 023 436 025 437 023 440 022
chat_book2qa_sft
baichuan7b- 407 023 406 024 407 022 407 022
1 00+ Chat_bOOk . . . . . . . .
baichuan7b-chat ~ 3.95 037 406 036 395 037 395 037
baichuan7b- 444 029 444 029 444 030 447 031
chat_book2qa_sft
baichuan7b-
Total hat ook 416 025 416 026 416 026 416 030

baichuan7b-chat 4.06 0.43 4.17 0.44 4.05 0.42 4.05 0.53

Table 4: Presents the average scores and variances of different models across the six levels of questions based on
Bloom’s taxonomy.In the table, s represents the total score, h represents helpfulness, r represents relevance, and a
represents accuracy.
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score segments Model avg.s avg.h avg.r avg. a

baichuan7b-chat_book2qa_sft 1 1 1 1
0-20 baichuan7b-chat_book 2 3 2 2
baichuan7b-chat 3 2 3 3
baichuan7b-chat_book2qa_sft 1 1 1 1
21-40 baichuan7b-chat_book 2 2 2 2
baichuan7b-chat 3 3 3 3
baichuan7b-chat_book2qa_sft 1 1 1 1
41-60 baichuan7b-chat_book 2 2 2 2
baichuan7b-chat 3 3 3 3
baichuan7b-chat_book2qa_sft 2 2 2 2
61-80 baichuan7b-chat_book 3 3 3 3
baichuan7b-chat 1 1 1 1
baichuan7b-chat_book2qa_sft 2 2 2 1
81-100 baichl'lan7b—chat_book 1 1 1 2
baichuan7b-chat 3 3 3 3
baichuan7b-chat_book2qa_sft 1 1 1 1

100+ baichuan7b-chat_book 2.5 2.5 2 2.5

baichuan7b-chat 2.5 2.5 2 2.5
baichuan7b-chat_book2qa_sft 1 1 1 1
T baichuan7b-chat_book 2 2.5 2 2

otal ;

baichuan7b-chat 3 2.5 3 3

Table 5: Convert scores to rankings,if two models are ranked the same, the results are shown as an average between
the lower and upper bounds (e.g., two models both ranked second are shown as 2.5)

Difficulty Model avg.s std.s avg.h stdh avgr stdr avg.a std.a avg.d stdd avg.c stdc avg.t stdt
origin 420 0.63 4.11 0.64 4.24 0.67 4.19 0.65 4.18 0.66  4.01 0.59 4.16 0.63

keywords 4.08 0.56 391 0.58 4.08 0.58 4.09 0.61 3.95 0.57 3.96 0.52 3.97 0.53

summary 4.36 0.63 4.29 0.70 4.43 0.66 4.31 0.59 4.26 0.62 4.24 0.66 427 0.61

casy origin+keywords 435 0.54 4.31 0.55 4.37 0.56 4.33 0.56 4.31 0.56 421 0.51 431 0.55
origin+summary 4.44 0.62 4.46 0.67 4.52 0.70 4.39 0.63 4.42 0.62 4.33 0.59 4.34 0.59
keywords+summary 425 0.54 4.15 0.57 4.22 0.57 4.25 0.59 4.16 0.53 4.13 0.54  4.20 0.55

whole 4.71 0.61 4.78 0.64 4.79 0.64 471 0.64 4.71 0.64 451 0.57 4.73 0.61

origin 4.06 0.23 4.00 0.19 4.03 0.29 3.99 0.55 3.82 0.46 3.40 0.46 3.99 0.45

keywords 391 0.34 3.86 0.33 3.86 0.51 3.78 0.45 3.65 0.32 331 0.53 3.88 0.37

summary 4.19 0.41 4.19 0.47 4.19 0.53 4.10 0.64 3.89 0.54 3.60 0.48 4.27 0.64

normal origin+keywords 4.13 0.33 4.15 0.37 4.17 0.44 3.92 0.46 3.89 0.49 3.58 0.42 4.25 0.52
origin+summary 4.05 0.40 4.08 0.52 4.07 0.39 3.95 0.61 3.85 0.61 3.37 0.59 4.11 0.78
keywords+summary 4.11 0.24 4.11 0.35 4.15 0.35 3.90 0.27 3.83 0.33 3.55 0.38 4.15 0.47

whole 4.39 0.50 4.54 0.59 4.43 0.62 4.26 070 413 0.54 3.70 0.67 4.53 0.59

origin 4.14 0.08 4.07 0.18 4.21 0.17 4.02 0.05 4.05 0.42 3.89 0.25 4.46 0.19

keywords 4.06 0.09 4.03 0.10 4.03 0.17 3.99 0.10 3.96 0.47 3.84 0.19 4.28 0.24

summary 4.58 0.04 4.82 0.12 4.67 0.13 4.57 0.17 4.38 0.25 4.15 0.08 4.70 0.17

difficult origin+keywords 4.45 0.06 4.65 0.15 4.62 0.20 4.36 0.19 4.25 026 4.05 0.13 4.54 0.16
origin+summary 4.61 0.09 4.79 0.15 4.75 0.14 4.66 0.16 4.48 0.24 420 0.18 4.66 0.20
keywords+summary 4.50 0.04 4.72 0.15 4.65 0.14 4.48 0.25 4.31 0.17 4.08 0.05 4.64 0.15

whole 4.82 0.10 4.91 0.10 4.92 0.07 4.85 0.15 4.79 024 454 0.25 4.94 0.05

origin 4.13 0.32 4.06 0.34 4.16 0.38 4.06 0.43 4.01 0.53 3.75 0.51 4.20 0.46

keywords 4.01 0.33 3.93 0.34 3.99 0.43 3.95 0.41 3.85 0.47 3.69 0.50  4.04 0.41

summary 437 0.39 4.42 0.51 4.42 0.49 432 0.51 4.17 0.52 3.99 0.50 4.41 0.52

total origin+keywords 4.30 0.33 4.36 0.40 4.38 0.44 4.20 0.45 4.15 0.48 3.94 0.43 4.36 0.43
origin+summary 4.37 0.43 4.43 0.54 4.44 0.49 4.32 0.56 4.24 0.58 3.96 0.65 4.36 0.58
keywords+summary 428 0.31 4.32 0.44 4.33 0.41 4.20 0.43 4.09 0.39 391 040 432 0.44

whole 4.63 0.44 4.74 0.48 4.71 0.50 4.62 0.58 4.54 0.57 4.24 0.66 4.72 0.46

Table 6: The detailed data of the ablation experiment shows the average scores and variances of different models
based on three difficulty levels. In the table, s represents the total score, h represents helpfulness, r represents
relevance, a represents accuracy, d represents depth, c represents creativity, and t represents thoroughness.
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Difficulty Model avg.s avg.h avg.r avg.a avg.d avg.c avgt
Origin 6 6 5 6 5 6 6
Keywords 7 7 7 7 7 7 7
Summary 3 4 3 4 4 3 4
casy Origin+Keywords 4 3 4 3 3 4 3
Origin+Summary 2 2 2 2 2 2 2
Keywords+Summary 5 5 6 5 6 5 5
Whole 1 1 1 1 1 1 1
Origin 5 6 6 3 6 5 6
Keywords 7 7 7 7 7 7 7
Summary 2 2 2 2 2.5 2 2
normal Origin+Keywords 3 3 3 5 2.5 3 3
Origin+Summary 6 5 5 4 4 6 5
Keywords+Summary 4 4 4 6 5 4 4
Whole 1 1 1 1 1 1 1
Origin 6 6 6 6 6 6 6
Keywords 7 7 7 7 7 7 7
Summary 3 2 3 3 3 3 2
difficult Origin+Keywords 5 5 5 5 5 5 5
Origin+Summary 2 3 2 2 2 2 3
Keywords+Summary 4 4 4 4 4 4 4
Whole 1 1 1 1 1 1 1
Origin 6 6 6 6 6 6 6
Keywords 7 7 7 7 7 7 7
Summary 2.5 3 3 2.5 3 2 2
total Origin+Keywords 4 4 4 4.5 4 4 35
Origin+Summary 2.5 2 2 2.5 2 3 35
Keywords+Summary 5 5 5 4.5 5 5 5
Whole 1 1 1 1 1 1 1
Table 7: The ablation experiment score data has been converted to rankings.
Difficulty Model avg.s std.s avg.h stdh avgr stdr avg.a std.a avg.d stdd avg.c stdc avg.t stdt
baichuanl3b-chat_sft  3.75  0.88  3.74 086 385 0.77 375 088 340 130 283 075 358 122
qwen7b-chat_sft 462 062 462 062 469 060 462 062 432 063 375 038 457 063
casy internlm7b-chat_sft 467 029 467 029 474 015 466 032 459 047 367 034 467 034
‘ chatgpt_sft 448 019 448 019 459 009 454 005 402 055 357 060 421 040
book2qa_sft 447 078 450 075 460 066 447 078 414 118 361 093 438 096
baichuanl3b-chat_sft  3.79 048 394 070 383 070 385 055 339 073 341 057 405 054
qwen7b-chat_sft 452 008 476 004 469 022 459 025 428 024 409 012 459 020
normal internlm7b-chat_sft 460 039 482 043 476 048 470 046 452 061 412 047 471 041
chatgpt_sft 480 009 493 002 477 022 492 005 434 047 433 047 464 026
book2qa_sft 482 005 496 003 494 004 48 011 482 014 449 025 495  0.04
baichuanl3b-chat_sft 348 061 355 0.66 364 083 331 072 310 076 304 069 386 062
qwen7b-chat_sft 441 012 462 027 468 024 433 022 421 032 401 020 452 028
difficult internlm7b-chat_sft 440 017 454 030 466 025 435 032 431 037 388 035 464 025
chatgpt_sft 444 012 465 023 471 020 440 030 415 029 398 021 448 028
book2qa_sft 456 008 477 007 481 015 452 026 442 027 401 025 481 0.8
baichuani3b-chat_sft  3.67 068 3.4 076 377 078 362 077 329 094 309 072 38 082
gwen7b-chat_sft 451 027 467 034 469 035 451 037 427 040 395 025 456 037
total internim7b-chat_sft 455 029 467 035 472 030 456 039 446 050 3.89 042 467 033
chatgpt_sft 457 016 468 019 469 018 461 019 417 045 396 051 445 034
book2qa_sft 462 031 474 034 478 030 461 040 447 059 404 059 472 044

Table 8: The detailed data of the comparative experiment shows the average scores and variances of different models
based on three difficulty levels. In the table, s represents the total score, h represents helpfulness, r represents
relevance, a represents accuracy, d represents depth, c represents creativity, and t represents thoroughness.
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Table 9: The comparative experiment score data has been converted to rankings.

E Data Example
E.1 Example of Generated QA Data

Figure 13 shows examples of question-answer pairs
in the book2qa_sft dataset generated using the
BOOK2QA method with the number of question
clusters & set to 30. The distribution of the sources
of questions and answers is shown in Figure 10.

E.2 Example of Evaluation Data

Figure 14 shows examples of questions of vary-
ing difficulty from the ID evaluation dataset, and
Figure 15 shows examples of questions from the
OOD evaluation dataset categorized by Bloom’s
taxonomy scoring.

E.3 Example of Generated Datasets Summary
and Keyword

We provide the summary and keywords of our gen-
erated dataset in Figure 16.In this paper, we set the
number of generated keywords n to 3.

E.4 Example of Model Response in
Evaluation Experiment

In Figure 17, we provide partial examples of re-
sponses from different models on the OOD test set
in the Model Generalization Evaluation.
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prompt 1

##instruction

FR—NHEA, BT, BRE—NMEE], REAITRIZELDENERHEM, FHBRATEK: (You
are an examiner. Based on the [document], please propose a [question] that is based on the key points of the
[document] and meets the following requirements:)

{{a prompt from Bloom's Taxonomy}}

[[EERIEREAEEZY, (The [question] should be as complex as possible.)

##document

{{paragraph}}

##output format

[E)R%]: RHAYEE([Question]: The proposed question)

prompt 2

HHES

RE—IMHEA, BT, BRE—MIORE], REAOIEREEUADERNEREM, FHELLTEK: (You
are an examiner. Based on the [document], please propose a [question] that is based on the key points of the
[document] and meets the following requirements:)

{{a prompt from Bloom's Taxonomy}}

(BRI BERATREE L., EBHM[QE]EXF[EM]:(The [question] should be as complex as possible.The
proposed [question] should be about the [topic]:)

{{keywords}}

##document

{{paragraph}}

##output format

[E)R%]: FEHAYIEIRE([Question]: The proposed question)

prompt 3

##instruction

RE—NHEA, BT, BRE—NEA], RENIRIZLUSHENERAEM, HERFEIIMER
MESE[SEHE] I HELUTERK: (You are an examiner. Based on the [document], please propose a
[question] that is based on the key points of the [document] and, when the [question] requires additional
information, refer to the [reference summary]. The question should meet the following requirements:)

{{a prompt from Bloom's Taxonomy}}

[ERRERRTEEEZS. (The [question] should be as complex as possible.)

##Reference Summary

S EBERER[2E 155 (Reference summary related to the [document]'s topic: ){{relevant summary}}
S ERAER[EEEE]:(Reference summary unrelated to the [document]'s topic){{irrelevant summary}}
##document

{{paragraph}}

##output format

[E)R%]: +RHAYEE([Question]: The proposed question)

Figure 11: The prompts based on Bloom’s Taxonomy and the three strategies.
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prompts based on Bloom's Taxonomy
prompt_list = [

TREIARIMEERE, XOAEPRIRBEIZSHIA. B—MIFEREE T4 SRR T
SFISETAORZEL, BHTIRIE, f&Na: B2, 1212, 1R, FIR, BN, BRiA, ZI(Propose a
cognitive question that recalls and confirms the knowledge in the [document]. Ask the question in a
form very similar to the one encountered by students when they first encounter certain concepts and
phenomena. Prompt words: recall, memorize, recognize, list, define, state, present),

TRHIEFFMEE, SNPOEP AR SRENERHTIER, [ARINEEFEREOSH
TR, A RRA, IRAN, fEA, R, X3, Jf, 399, tEE(Propose a
comprehension question that asks about the understanding of concepts in the [document]. The answer
to the [question] needs to summarize and compare based on the [document]. Prompt words: explain,
identify, describe, interpret, distinguish, restate, summarize, compare)',

TRESHTIEERE, [AENEEEFNRREPRIASE THIESHENT, FAEREMIET
IEARE, &8 o, w8, e, B4R, Xk, R, #5l, X3l(Propose an analytical
question. The answer to the question should use the content of the [document] for reasoning and
analysis, and explain the basic theories and principles in detail. Prompt words: analyze, examine,
experiment, organize, contrast, compare, differentiate, distinguish)',

TREHTFAMEEE, [EEREEERECEFHSERIART, A REBRRDINTSR. B
=W, G, RIS, £, BEA, AHP, B, Full, S, 3XdH(Propose an evaluative question.
The answer to the question should make an appropriate judgment based on the [document] and
provide a convincing opinion. Prompt words: evaluate, estimate, comment, appraise, justify, prove,
predict, forecast, support)’,

RN MR, [AENESER RS E RERRERRRIRNERE, RE
BEeNFRE, SIESEMTUMITSENLSE, RIEEARHEHEMIEEED, 1878 A,
BIE, #E, XLk, 92, KA, #R(Propose an application question. The answer to the
question should use information from the [document] and the [reference summary] to solve practical
problems, involving unique expressions, formulating reasonable plans and implementable steps, and
deriving certain rules based on basic materials. Prompt words: apply, argue, operate, practice, classify,
illustrate, solve)',

REGEMHTE, MOERNASHITRR, FTLME—YER, FADAEFSEREIRNA
BHTREFENST, BREAESENSEYARRIONEEHE IR, Ra: Hek, #37, i’
it, Fk, iR, i, RZZ (4 (Propose a synthesis question that diverges from the content of the
[document]. You can make some assumptions and use the content of the [document] and [reference
summary] for systematic analysis. The answer to the question should make a convincing judgment
about the essence of things. Prompt words: compose, create, design, develop, plan, support,

systematize)'

]

Figure 12: Evaluation prompts for advanced large language models.
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Question Type: Cognitive question

Question: BEIIZHERMEBRAFINENEERS, URENIIZENERFINEE. (Please recall and describe the five main
components of an information system, along with their respective compositions and functions.)

Output: EEREFHANTEIDEM: B, WE. ML, FIEFMBEF...(An information system consists of five main

components: hardware, software, networks, data, and users...)

Question Type: Comprehension question

Question: EFFITENNEEMZINARKIDARE, FRBXMEDBIRHHHTAIRSS? (Please explain how the computer
network architecture is divided into two layers and describe the services provided by each layer.)

Output: It EHRNBEERLI D AFE: INESRETERNZRTN, RIEANBBEERENEEAEORNBETN.. (The
computer network architecture is divided into two layers: the outer layer is the resource subnet composed of hosts, and the

inner layer is the communication subnet composed of communication devices and communication lines....)

Question Type: Analytical question

Question: EDHFHLBEBRIESC. C++. Java, CHHIPYthonEESIER LAIRRE, FHEACHIEARRRABUEILSEH
JEFRM. (Please analyze and compare the similarities and differences in language characteristics of high-level languages C,
C++, Java, C#, and Python, and explain their advantages and limitations in different application domains.)

Output: BRIESC, C++, Java, CHIPythonfEESEa LEEEMRE: \n\n1. **C/C++**...(High-level languages C, C++,

Java, C#, and Python have significant similarities and differences in their language characteristics:\n\n1. **C/C++**...)

Question Type: Evaluative question

Question: IMTIFNMERLIZRENEZLZLNEEY, FOTENHSRBEMNARGERIFEIRNE? (How to evaluate the
importance of the Cybersecurity Law in ensuring network security, analyze its impact on social development and the protection
of individual rights?)

Output: B LA REMELLWNEELAMES N SE. E5...(The importance of the Cybersecurity Law in ensuring
network security is reflected in multiple aspects. First...)

Question Type: Application question

Question: YNARBIESAEBEMRHMERBER—SCRAM R, LINRSHHAHIBAIAE? (How can the universality
of information be used to solve a practical social problem, such as improving the efficiency of urban public transportation?)
Output: ZFBESNEBIEFERBRR— IR RE, IHRSSHAHRRBRIME, ATLARBEATESE.. (To utiize
the universality of information to solve a practical social problem, such as improving the efficiency of urban public

transportation, the following steps can be taken...)

question type: synthesis question

Question: INAIBIF REMUHTERITIIFA— M EBARERIIOHEREN, RINRBAFPEREE MU ENSEE
BRE, SRt SEREETHHRHEMEZIE? (How to design and develop a comprehensive information system that can
effectively manage and verify the authenticity of information, while providing personalized value based on user needs, in order
to support social information ethics and resist cyber attacks through a systematic approach?)

Output: ZZIHIFA— M EBENEERNBIEHEEEN, RMRERFPFREMMMNMENSSERRR, LSHHIEER
EESEFHEERERE, TLUBTLATRFAIFSE...(To design and develop a comprehensive information system that can
effectively manage and verify the authenticity of information, while providing personalized value based on user needs, in order

to support social information ethics and resist cyber attacks, the following systematic approach can be taken...)

Figure 13: Example generations of QAs in the book2qa_sft dataset based on Bloom’s taxonomy.Due to the length
of some answers, ellipses (...) are used for omission.

19



Question Classification: easy
Question1: CPURMFEAERS4EA?(What are the two main components of the CPU?)
Question2: F=ZFZFITRIINEZEBRRIZEA?(What is the main purpose of the Digital Rural Plan?)

Question Classification: normal

Question1: AHUEE WL T EAFE? BOIHIIX LIS ES Y., (What are the main characteristics of Big Data?
Please analyze and explain the meanings of these characteristics.)

Question2: L EEREECER=1EXREHRASIERNEERNZS. (What are the three levels of social

information ethics? Briefly describe the main content of each level.)

Question Classification: difficult

Question1: i&it—PythonBREL FRHHFFLIRKE, TRKENSEASHREBNER, \nttohEEEFRSR
FZERE TE— N LRI A5cm, FEKA7em, BA%CmAIBINER. \WSEMERREREIIER HRREIR,
(Design a Python function that receives the lengths of the top base, bottom base, and height of a trapezoid as
parameters and returns the area of the trapezoid. Additionally, in the main program, call this function to calculate the
area of a trapezoid with a top base length of 5 cm, a bottom base length of 7 cm, and a height of 9 cm. Please explain
the function's purpose in detail and display the complete code.)

Question2: FEHIESHTH, MBS SHIETRHUMATIH ERIBREUERN AR RFSTFRESIE? HFmRH
WEFBAEFERTNARNREHITERNEIESHT. (In data analysis, how can data visualization and formula
calculations be effectively combined to reveal intrinsic relationships in the data and support decision-making? Please

explain in detail how to use formulas and functions in spreadsheets for complex data analysis.)

Figure 14: Examples of questions of varying difficulty from the ID evaluation dataset, and two examples are
provided for each category of questions.
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Question Score: 10

¥

Question: {REEIRFIHEIBFHEAIREEIG? XLEREBETERMNERZMTA? (Can you identify any outliers in the
data? What might be the possible causes of these outliers?)

Question Score: 30
Question: {REEFER— T HLNEIRERSMEFEMANG? (Can you explain how the stack tracks multiple recursive calls?)

Question Score: 55
Question: GPPLLEIETAERT AFIFEFTIHERGPUINERMSESEZRIMERE? (What innovative methods can be used to
optimize algorithm performance using parallel computing and GPU acceleration?)

Question Score: 70
Question: HINAEEEREZIEEHHEFITE? (How does the stack help manage layers and computations in

deep learning models?)

Question Score: 90
Question: {RIGEEFAERFISEELRYAIA, BIANGEEERR. FrElaRE TR EREM? (What type of questions will you use,
such as multiple-choice, open-ended, or rating scale questions?)

Question Score: 115
Question: —XERMESEEMHFEXNELZFNETHABE, SIINASEELMLLMHESE? (What role do binary

search trees play in search and sort algorithms, and how do they combine to optimize performance?)

Figure 15: Examples of questions from the OOD evaluation dataset categorized by Bloom’s taxonomy scoring.

Book Segment: U REERELTNATEENLE, BIRXLHIEZRE AT EN LA IERFHEN
IR, BEEAEIE. ATEREFIMIEANEARRIRRE, M. MERILIBETFE, MEASER
B, 17, iEs). BUEERLSET . fiin, SKIRBTIBEARE, P FRTANE. HaT
PRLERITR, EM_ESLTHARA, ERISHARBEHRAOR, XEATHER LR, M
RARZEANEE. THENZEY, EELSNARMEZE., (Digitalization involves converting
information into measurable data, which is then transformed into binary code that computers can
process and store. With the development of big data, artificial intelligence, and Internet of Things
technologies, not only can objects and environments be digitalized, but human language, behavior,
activities, and thoughts can also be digitized. For instance, today's activities such as which bus you
took, what food you ordered for lunch, which websites you visited, what you purchased online, your
walking steps, and your heart rate while running can all be digitalized. Digitalization technology is
changing people's lives, work, and learning, driving social development and transformation.)
Summary: #=FUISEEEAITENMIENEIENRD, BERAKRRE, £EFHNEY. BESFHIC
., EBAMINAR, TS AR, (Digitalization transforms information into data and codes that
computers can process. As technology advances, various aspects of life, including objects and
language, are being recorded. This shift changes how people live and drives societal development.)
Keywords: #4205 {5 (digitalization; data; information)

Figure 16: An example of generating summaries and keywords based on a book.
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Question: FIENAISAF#HL? (How does data argue with people?)

baichuan7b-chat_book2qa_sft: $iENEEEES AAHE, EAKIEASIRERRNER. B2, RIITUBISTEENERSERFSREE NS, 5
0, WMRBEERARFZYIS AT EMRAEEN, BPARLEIETLSHRZAMIITH, R, REERPZZT, WolsRBIZSWIEHIE. o, &
EOHTFIET LT LAES B A TSR F IR AR EE, MM EEBAEEAYIREE, (Data cannot directly debate with people because data itself lacks consciousness and
emotions. However, we can analyze and generate data to support or refute a particular viewpoint. For instance, if data indicates that a certain drug is effective in
treating a disease, this data can support the drug's efficacy; conversely, if data shows the drug is ineffective, it can refute the drug's efficacy. Additionally, data
analysis and visualization can help people better understand the data, leading to more informed decisions.)

baichuan7b-chat_book:{/EA—NKIESHHE!, HARLEIESSHHE. (As alarge language model, | cannot directly participate in debates.)
baichuan7b-chat:/FEA—MNKIBSHER!, BAREEES5AHE. (As a large language model, | cannot directly participate in debates.)

Question: FUEATEENNE? (How can data assist in measurement?)

baichuan7b-chat_book2qa_sft:##EEILAFEINE, EACIITLICRMBNESTINSR. flgl, EYESG, HETLARNEYANRE. &E. N
EEEYIEE; EEYFH, JETLUARNEEMRNERER, ERROKTEERIER, TIRREH, SETURRNEHREFENRIGHE
KE, AOBESHAMK. \n\nlttsh, SERARTLIBRHITEIES T, BIHTEERRIMNE. MUREEBURMCRTIRE. FlI, £SR3
%, BUETLAARIURENEED, AEZIE, KETLUBRARRRNARESISTHAR, EREWMY, SETUARMIBEREMNL.
(Data can aid in measurement by recording and quantifying various phenomena. For instance, in physics, data can be used to measure physical
quantities such as an object's mass, velocity, and acceleration. In biology, data can measure physiological indicators like the growth rate of organisms
and gene expression levels. In social sciences, data can measure social phenomena such as consumption levels and population density in socio-
economic activities.\n\nAdditionally, data can be used for data analysis to discover patterns, predict future trends, and optimize decision-making
processes. For example, in finance, data can predict stock price movements. In medicine, data can study the progression of diseases and the
effectiveness of treatments. In transportation, data can optimize route planning.)

baichuan7b-chat_book: ¥UERILAFE BN ESZFIEY), AIMARINE. BE. MEEE, SETUSEERNTREVHNTLER, UREIIZEIE
BXER., s, ST EERNTNARSENEEMER, NmEFHIEFEHR, (Data can measure an object's position, velocity, and acceleration,
understand changes and relationships, and predict future trends and patterns, enhancing our world understanding.)
baichuan7b-chat: ¥iEe] LAFS BRI E SIS, GIUIYMARNME. HE. INEES. SEISBHRNTREMNTLER, UREINIZEXR. B
ISERDHTEGE, FNTUAEFHIRR R, FHHEREAIRSE., (Data can help measure various things, such as an object's position, velocity, and
acceleration. It can also help us understand changes and relationships among things. By collecting and analyzing data, we can better understand the

world and make more informed decisions.)

Figure 17: In the performance comparison on the OOD evaluation set, it is evident that the output of the baichuan7b-
chat_book2qa_sft model is more detailed and accurate, significantly reducing the hallucination phenomena observed
in the original model.
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