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Abstract

Supervised multi-class learning arises in many application

domains such as biology, computer vision, social network

analysis, and information retrieval. These applications often

involve high-dimensional data, which not only significantly

increase the time and space requirement of the underlying

algorithms but also degrade their performance due to the

curse of dimensionality. Feature selection has been proven

effective and efficient for preparing high-dimensional data

for many learning tasks. Traditional feature selection algo-

rithms for multi-class data assume the independence of label

categories and select features with the capability to distin-

guish samples from different classes. However, class labels

in multi-class data may be correlated and little work exists

for exploiting label correlation in multi-class feature selec-

tion. In this paper, we investigate label correlation in fea-

ture selection for multi-class data. In particular, we provide

a principled approach for capturing label correlation and

propose an Embedded Supervised Feature Selection (ESFS)

framework, which embeds label correlation modeling in su-

pervised feature selection for multi-class data. Experiments

on both synthetic data and various types of public bench-

mark datasets show that the proposed framework effectively

captures the multi-class label correlation and significantly

outperforms existing state-of-the-art baseline methods.

1 Introduction

Multi-class data is ubiquitous in many domains such as
biology, computer vision, information retrieval and so-
cial network analysis[38]. For example, in object recog-
nition, images may be labeled as one of tens or hundreds
of object categories [39] and texts in information re-
trieval could belong to one of tens of text categories [40].
Meanwhile, such data is usually high dimensional. For
example, there are millions of genes in biology applica-
tions while the word dictionaries in information retrieval
could have tens of thousands of words, which not only
increases the time and space requirement of algorithms
but also degrades the application performance due to
the curse of dimensionality. Feature selection, selecting
a subset of most relevant features for a compact and
accurate presentation, is proven to be an effective and
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(a) Object recognition

(b) Webpage categorization

Figure 1: Examples of Multi-Label Correlation.

efficient way to handle high-dimensional.
Supervised feature selection can be roughly divided

into filter methods, wrapper methods and embedded
methods. The vast majority of traditional feature se-
lection algorithms for multi-class data treat class labels
independently and select features with capability to dis-
tinguish samples from different classes. However, class
labels for multi-class data in real-world applications are
usually correlated in groups and each group of labels
share certain features. One example is representing ob-
jects by geometric descriptors in visual object recogni-
tion as shown in Fig. 1(a) where objects are class labels.
Different groups of objects (or labels) are with simi-
lar shapes inside each group while with different shapes
across different groups. For example, “basketballs” and
“oranges” are “spherical” while “shells” and “foldable
fans” are “fan-shaped”. Another example is webpage
categorization as demonstrated in Fig. 1(b) where cat-
egories are class labels. For example, categories of
“U.S.”,“world” and “local” usually share keywords re-
lated to society issues such as “charity”, “economy” and
“crime”, while categories of “Tech” or “Science” usually
share keywords like “technology” and “invention”. Se-
lecting features by treating all these class labels as in-
dividuals may not attain the best possible performance
due to the existence of the correlation among class la-
bels. Class label correlation has been explored and suc-
cessfully employed in variety of applications including
shape analysis [33], genes expression analysis [31] and
semantic visual attribute prediction [24]. These success-
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(a) Traditional framework

(b) Proposed framework

Figure 2: Multi-class Feature Selection Framework

ful experiences indicate that modeling label correlation
has potentials in helping feature selection; however, lit-
tle work exists for modeling label correlation in feature
selection for multi-class data.

In this paper, we study the problem of exploiting
label correlation in feature selection for multi-class
data. To achieve this goal, we provide solutions to
the following two challenges: (a) how to exploit label
correlation for multi-class data mathematically; and
(b) how to use it for feature selection in a supervised
scenario, which results in a novel embedded supervised
feature selection framework ESFS that combines label
correlation learning and feature selection into a coherent
model. Different from the traditional multi-class feature
selection approaches that first divide the class labels into
different groups and then apply feature selection on the
grouped classes (Fig. 2(a)), our proposed framework
aims to directly learn a latent space that captures
the multi-class label correlation and feature selection
is directly imposed on the learned latent space.

The main contributions of this paper are summa-
rized as below. First, we provide a principled approach
to learning a latent space that captures label correla-
tion for feature selection in multi-class data. Second,
we propose an embedded supervised feature selection
framework ESFS for multi-class data, which embeds the
feature selection in the process of label correlation learn-
ing. Last but not least, we conduct experiments on both
synthetic data and various types of real-world datasets
to demonstrate the effectiveness of the proposed frame-
work.

2 Related work

Depending on the criterion adopted to measure the rel-
evance of features, supervised feature selection can be
roughly categorized into three groups - filter methods,

wrapper methods and embedded methods. Filter meth-
ods filter out irrelevant features before classification by
scoring and ranking the features by some ranking crite-
rion. For example, [18] ranks the features by calculating
the Pearson correlation coefficients between the variable
and the class label; [36] estimates Mutual Information
(MI) through Kullback-Leibler divergence to rank fea-
tures; [25] develops a ranking criterion based on class
densities for binary data. Wrapper methods employ a
learning method as a black box and the selected fea-
tures are based on the performance from the learning
approach. Since too many feature subsets need to be
evaluated (making the problem NP-hard), the learning
approach is wrapped on a search algorithm that finds
the subset giving the best performance. The Branch
and Bound method [26] evaluates different feature sub-
sets through a tree structure. The Adaptive Sequential
Forward Floating Selection [34] algorithm selects fea-
tures sequentially by first adding one feature giving the
best performance, and then iteratively adding features
from the rest features based on the performance. Ge-
netic Algorithm [14] heuristically searches the subset of
features maximizing the predictor performance wherein
the chromosome bits are used to represent if the feature
is included or not. However, these methods are usually
computationally expensive and may not apply well on
problems with large-scale data.

Embedded methods [3] “embed” feature selection as
a part of the learning process without spiting the data
into training and testing datasets. [29] proposes a two-
stage approach by first selecting the number of features
and then evaluating different subsets of features based
on the performance feedback. [19] ranks the features
by the weight of the SVM classifier through conducting
sensitivity analysis, wherein the change in the weight
can be viewed as removing a feature. [32] utilizes multi-
layer perceptron networks as the classifier and calculates
the feature weight using a saliency measure calculated
from the trained network. Recently sparsity regulariza-
tion such as `2,1 of matrix in dimensionality reduction
has been widely investigated and also applied to fea-
ture selection[17]. [2] proposes a convex optimization
approach for feature selection by `2,1 group sparse reg-
ularization; [15] selects features by a non-convex multi-
stage sparse based approach; [16] imposes an additional
`2,1-norm on row space to detect outliers. [7, 8] uti-
lize the relatedness among different learning tasks for
feature selection. The above selection approaches con-
sider each class independently during learning.However,
in reality, class labels in multi-class data could be corre-
lated. The proposed approach employs the multi-class
label correlation for feature selection, leading to better
performance compared to several representative base-
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Figure 3: Concept Overview of the embedded supervised multi-class feature selection framework.

line methods.

3 Proposed Framework

Let X = [x1,x2, . . . ,xn] ∈ Rd×n denotes the multi-
class dataset with n samples and d features F =
{f1, f2, . . . , fd}, let Y = [y1,y2, . . . ,yn] ∈ {0, 1}m×n
denotes the corresponding label matrix of m classes
C = {c1, c2, . . . , cm}, we aim to select K(K≤d) most
relevant features from F by leveraging X, Y and the
label correlation in C.

Let s = π(

d−K︷ ︸︸ ︷
0, . . . , 0,

K︷ ︸︸ ︷
1, . . . , 1), where π(·) is the

permutation function and K is the number of features
to select where si = 1 indicates that the i-th feature
is selected. The original data can be represented as
diag(s)X with K selected features where diag(s) is a
diagonal matrix. We assume that a linear projection
matrix W = [w1,w2, . . . ,wm] ∈ Rd×m maps the data
X to its label matrix Y where wi ∈ Rd(i = 1, 2, . . . ,m)
is the projection vector for the i-th class ci. If we do
not consider label correlation, we can select K features
via solving the following optimization problem:

arg min
W,s

L(WTdiag(s)X,Y )

s.t., s ∈ {0, 1}d, sT1d = K
(3.1)

where L(·) is the loss function and typical choices of loss
functions include least square and logistic regression.

3.1 Modeling Attributes Correlation In real-
world multi-class applications, class labels might be
correlated and they may form several clusters (or
groups) [24]. Therefore we can model label correlation
via learning clustering structures of labels. A partition
of the projection matrix W into k clusters can be formed
under the non-negative matrix factorization framework
as:

arg min
U,V
‖W − UV >‖2F

s.t. V ∈ {0, 1}m×k, V >1m = 1k

(3.2)

where U ∈ Rd×k is the latent feature matrix and V ∈
Rm×k is the cluster indicator. The problem in Eq. 3.2
is difficult to solve due to the constraint on V . Thus
we relax the constraint on the label indicator matrix
V to orthogonality following [28]. After the relaxation,
Eq. 3.2 can be rewritten as:

arg min
U,V
‖W − UV >‖2F

s.t. V >V = I, V≥0
(3.3)

To capture the correlation among labels, similar
labels should been partitioned into the same group.
Inspired by the spectral analysis [28], we further add
the following term to force similar label are clustered in
the same group:

(3.4) minTr(V >LV )

where L = D − S is the Laplacian matrix and D is
a diagonal matrix with its elements defined as Dii =∑m
j=1 Sij . S ∈ Rm×m denotes the similarity matrix

based on W , which is obtained through RBF kernel as

Sij = e−
‖wi−wj‖

2

σ2

Combing Eq. (3.3) and (3.4), the label correlation
can be modeled as

arg min
U,V
‖W − UV >‖2F + βTr(V >LV )

s.t. V >V = I, V≥0
(3.5)

3.2 Feature Selection With the model component
to capture label correlation in Eq. (3.5), the pro-
posed embedded supervised feature selection framework
(ESFS) for multi-class data is to solve the following op-
timization problem:

arg min
W,F,s

L(WTdiag(s)X,Y ) + α‖W − UV >‖2F

+ βTr(V >LV )

s.t. V >V = I, V≥0

s ∈ {0, 1}d, sT1d = K

(3.6)
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According to [37], the feature selection on W can
be relaxed to perform feature selection on U by ignoring
the selection matrix on W . Thus Eq. (3.6) is equivalent
to the following optimization problem:

arg min
W,F,s

L(W>X,Y ) + α‖W − diag(s)UV >‖2F

+ βTr(V >LV )

s.t. V >V = I, V≥0

s ∈ {0, 1}d, sT1d = K

(3.7)

The constraint on s makes Eq. (3.7) a mixed integer
programming problem, which is difficult to solve. We
observe that diag(s) and U is as the form of Udiag(s).
Since s is a binary vector and d−K rows of the diag(s)
are all zeros, Udiag(s) is a matrix where the elements
of many rows are all zeros. This motivates us to absorb
diag(s) into U as W = Udiag(s), and add `2,1-norm
on U to ensure the sparsity of U in rows and achieve
feature selection. With this relaxation, Eq. (3.7) can be
rewritten as:

arg min
W,U,V

L(W>X,Y ) + α‖W − UV >‖2F

+ βTr(V >LV ) + γ‖U‖2,1
s.t. V >V = I, V≥0

(3.8)

Since U is forced to sparse where some rows are
close to 0, some instances of W that poorly reconstruct
from U and V . These instances from the decomposition
regularizer would dominate the objective function be-
cause of the squared errors. To make the model robust
to these instances, we replace the decomposition regu-
larizer by `2,1-norm. Without loss of the generality, we
adopt the traditional least square loss for demonstra-
tion in the following paper. The objective function of
the proposed framework becomes

arg min
W,U,V

‖W>X − Y ‖2F + α‖W − UV >‖2,1

+ βTr(V >LV ) + γ‖U‖2,1
s.t. V >V = I, V≥0

(3.9)

4 Algorithm

We first introduce the optimization algorithm and then
give an analysis of the proposed algorithm.

4.1 Optimization The objective function in
Eq. (3.9) is convex if we update the variables U , V and
W alternatively. Following [21], we use Alternating Di-
rection Method of Multiplier (ADMM) [4] to optimize
the objective function. By introducing two auxiliary
variables E = W − UV > and Z = V , we can convert

Eq. (3.9) into the following equivalent problem:

arg min
W,U,V,E,Z

‖W>X − Y ‖2F + α‖E‖2,1

+ βTr(V >LV ) + γ‖U‖2,1
s.t. E = W − UV >,

Z = V, V >V = I, Z≥0

(4.10)

which is equivalent to solve the following ADMM prob-
lem

arg min
W,U,V,E,Z,Y1,Y2,µ

‖W>X − Y ‖2F + α‖E‖2,1

+ βTr(Z>LV ) + γ‖U‖2,1
+ Tr(Y >1 (Z − V ))

+ Tr(Y >2 (W − UV > − E))

+
µ

2
(‖Z − V ‖2F + ‖W − UV > − E‖2F )

s.t. V >V = I, Z≥0

(4.11)

where Y1, Y2 are two Lagrangian multipliers and µ is a
scalar to control the penalty for the violation of equality
constraints E = W − UV > and Z = V .

4.1.1 Update E By fixing the other variables except
E, Eq. (4.11) can be reformed as follows by removing
terms that are irrelevant to E:

(4.12) arg min
E

1

2
‖E− (W −UV >+

1

µ
Y2)‖2F +

α

µ
‖E‖2,1

This problem can be solved according to the following
lemma due to [5].

Lemma 4.1. Let Q = [q1; q2; · · · ; qm] be a given matrix
and λ a positive scalar. If the optimal solution of

arg min
W

1

2
‖W −Q‖2F + λ‖W‖2,1

is W ∗, then the i-th row of W ∗ is

(4.13) w∗i =

{
(1− λ

‖qi‖
)qi, if‖qi‖ > λ

0, otherwise

Thus, let Q = W −UV > + 1
µY2, E can be updated

as follows according Lemma 4.1:

(4.14) ei =

{
(1− α

µ‖qi‖
)qi, if‖qi‖ > α

µ

0, otherwise
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4.1.2 Update U By fixing the other variables except
U and remove terms that are irrelevant to U , Eq. (4.11)
becomes

(4.15) arg min
U

µ

2
‖W − UV > − E +

1

µ
Y2‖2F + γ‖U‖2,1

Since V >V = I, Eq. (4.15) can be rewritten as

arg min
U

1

2
‖U − (W − E +

1

µ
Y2)V ‖2F +

γ

µ
‖U‖2,1

According to Lemma 4.1, let K = (W −E + 1
µY2)V , U

can be updated as

(4.16) ui =

{
(1− γ

µ‖ki‖ )ki, if‖ki‖ > γ
µ

0, otherwise

4.1.3 Update Z Similarly, to update Z, we fix the
other variables and remove terms irrelevant to Z, which
makes Eq. (4.11) become

arg min
Z;Z≥0

µ

2
‖Z − V ‖2F + βTr(Z>LV )

+ Tr(Y >1 (Z − V ))
(4.17)

Let T = V − 1
µY1 −

β
µLV , Eq. (4.17) can be written as

arg min
Z;Z≥0

‖Z − (V − 1

µ
Y1 −

β

µ
LV )‖2F

This is equivalent to the following element-wise opti-
mization problem

arg min
Zij ;Zij≥0

‖Zij − Tij‖2

where the optimal solution is achieved by

Zij = max(Tij , 0)

4.1.4 Update V By removing terms irrelevant to V
and fixing other variables, Eq. (4.11) becomes

arg min
V ;V >V=I

Tr(Y >1 (Z − V )) + βTr(Z>LV )

+
µ

2
(‖Z − V ‖2F + ‖W − UV > − E‖2F )

+ Tr(Y >2 (W − UV > − E))

(4.18)

Let

(4.19) N =
1

µ
Y1 + Z − β

µ
L>Z + (W − E +

1

µ
Y2)>U,

utilizing V >V = I, Eq. (4.18) can be further written as

(4.20) arg min
V,V >V=I

‖V −N‖2F

This problem can be solved according to the following
lemma due to [21]:

Lemma 4.2. Let P and Q are the left and right singular
vectors of the economic singular value decomposition
(SVD) of N where N = PΣQ, the optimal V of the
objective function in Eq. (4.20) is defined as

V = PQ>

4.1.5 Update W Removing terms irrelevant to W
and fixing other variables, we rewrite Eq. (4.11) as

F (W ) = arg min
W
‖W>X − Y ‖2F + βTr(Z>LV )

+ Tr(Y >2 (W − UV > − E))

+
µ

2
‖W − UV > − E‖2F

(4.21)

Let Ũ = UV > − E and Ṽ = V Z>, the gradient of 4.21
corresponding to wi can be represented as

∇F (W )

wi
= y2,i + µ(wi − ũi) +

n∑
j=1

(2xj(x
>
j )wi − yij)

+ β

m∑
j=1;j 6=i

((ṽii − ṽij − ṽji)
2(wj −wi)

σ2
e−
‖wi−wj‖

2

σ2 )

where y2,i, wi, ũi and xi are the i-th column vector

of matrix Y2, W , Ũ and X; yij and ṽij are the (i, j)-th

element of matrix Y and Ṽ .
Thus, the new weight vector w′i can be updated by

gradient descent

w′i = wi − η∇
F (W )

wi

where η is the step size.

4.1.6 Update Y1,Y2 and µ According to [4], the
ADMM parameters can be updated as

Y1 = Y1 + µ(Z − V )

Y2 = Y2 + µ(W − UV > − E)

µ = min(ρµ, µmax)

(4.22)

where ρ > 1 is a parameter controlling the convergence
speed and µmax is a large number preventing µ becomes
too large.

Following these updating rules, the proposed algo-
rithm is summarized in Algorithm 1. The importance
of the i-th feature is indicated by ‖ui‖2. Therefore, we
rank features in descending order according to ‖ui‖2
and select the top-K ranked ones.
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Algorithm 1 The Proposed Feature Selection Frame-
work for Multi-class Data
Input:

1. Multi-class data {X,Y };
2. Parameters α, β, γ, k and the number of selected
features K;
3. The initial projection matrix W0;

Output:
Top-K selected features;

1: Initialize W = W0, µ = 10−3, ρ = 1.1, µmax = 1010,
U = 0, V = 0 (or initialized by K-means);

2: repeat
3: Calculate Q = W − UV > + 1

µY2 and update E

according to Eq. (4.14);
4: Calculate K = (W − E + 1

µY2)V and update U

according to Eq. (4.16);
5: Calculate T = V − 1

µY1 −
β
µLV and update Z

according to Eq. (4.18);
6: Calculate N according to Eq. 4.19 and update V

according to Lemma 4.2;
7: Update Y1,Y2,µ according to Eq. (4.22);
8: until Converges
9: Sort each feature according to ‖vi‖2 in descending

order;
10: return The top-K ranked features;

4.2 Clustering Structure Acquisition Although
our approach does not explicitly utilize the clustering
structure for feature selection, we are still able to
acquire the clusters through matrix V , which may
be useful for some applications. Specifically, we first
perform the sum-to-one normalization according to [9]:

U←UD−1U ; V←DUV

where DU = diag(1>A). Denote c ∈ Rm as the cluster
identification vector where ci records which cluster the
i-th class belongs to, then c be calculated by

(4.23) ci = arg max
j
vij

where vij is the (i, j)-th entry of V .

4.3 Algorithm Analysis Since we adopt ADMM as
the optimization algorithm, the convergence is guaran-
teed due to the proof in [4]. The convergence criteria can

be set as Jt+1−Jt
Jt

< ε where Jt is the objective function
in Eq. (3.9) and ε is a tolerance value. In our implemen-
tation we control the iteration by setting a maximun
number of iteration, e.g., 100 in our experiment.

For the time complexity, the update of E and U
involves the computation of Q and K. Since U is sparse,
the computation cost is O(Nd). The main computation

cost during updating Z is the calculation of T , which is
O(k2). The computation cost for updating V involves
the computation of N and the SVD decompostion,
which is O(Ndk) and O(Nk2). The computation cost
for update W mainly includes matrix multiplication and
matrix inverse whose total time complexity is O(ndk).
The computational cost for Y1 and Y2 are both O(Nd).
Since d�k, the final computation cost is O(Ndk) for
each iteration.

5 Experiments

In this section we conduct experiments to evaluate the
effectiveness of our proposed framework. We first de-
scribe the experiment of a simulated dataset to verify
the effectiveness of the proposed framework in finding
the cluster structure of class labels. Then we focus
on the empirical evaluation by introducing the public
datasets involved in our experiments and the baseline
approaches we compared with followed by the experi-
ment results and parameter analysis.

5.1 Experiment using Simulated Data Since it is
difficult to obtain the groundtruth cluster structure for
real applications, we first verify the effectiveness of the
proposed approach in obtaining the cluster structures of
the proposed approach on simulated dataset. Following
[23, 41], we construct the synthetic data containing 10
clusters with 10 class labels in each cluster, generating a
total number of 100 class labels. For the i-th class label,
a dataset Xi∈Rd×n is randomly drawn from a normal
distribution N(0, 1) for learning, with the dimension
d = 30 and the sample size n = 60.

We construct the projection model as follows. For
the i-th cluster, a cluster weight vector wc

i∈Rd is
drawn from the normal distribution N(0, 900). Then
15 dimensions of wc

i are randomly but carefully selected
and assigned as zeros, to ensure all wc are orthogonal to
each other. Similarly, for the j-th class label belonging
to cluster i, a class-specific weight vector ws

j∈Rd is
drawn from the normal distribution N(0, 16) with the
same dimensions of wc

i assigned to zeros. Thus, the
ultimate weight vector of the j-th class label is the linear
combination of the cluster and class-specific weight
vector wj = wc

i + ws
j .

The corresponding response yi of the i-th samples
xi in the class j is then obtained by yi = wT

j xi + εi
where ε is the noise vector drawn from N(0, 0.1). We
choose 0.5 as the threshold to assign binary label to each
sample.

We verify the effectiveness of our proposed approach
by comparing the learned cluster structure and the
selected features with the groundtruth. Based on the
prior knowledge implied by the construction of the
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(a) Groundtruth features

(b) Selected features

Figure 4: The selected features of our approach and the
corresponding groundtruth features in the simulation
experiment. The horizontal coordinates denote class
labels while the vertical coordinates denote features.
The colored bins represent the detected cluster structure
corresponding to the class labels, where each color
denotes an independent cluster. The black parts are
zeros and the white parts are non-zeros.

groundtruth, We set k = 10 and the number of selected
features as K = 15.

Figure 4 demonstrates the detected cluster struc-
tures and selected features by our approach (4(b)) and
the corresponding groundtruth features (4(a)). The re-
sults show that our approach can detect the correct clus-
ter structures of the class labels, and select important
features which exist in majority of labels. For example,
for the majority of class labels in Figure 4(a), the first
and the last several features are important, which are
correctly selected by the proposed approach as shown
in Figure 4(b).

5.2 Experiment using Real Data The real data
experiment is conducted on 6 public benchmark feature
selection datasets including one object image dataset,
i.e., COIL100 [1], one hand written digit image dataset
USPS [22], one spoken letter speech dataset Isolet [12],
three face image dataset YaleB [13], ORL [30] and
PIX10P1. All the datasets are standardized to zero-
mean and normalized by the standard deviation. The
statistics of the datasets are summarized in Table 1.

Following the common way to evaluate supervised
feature selection, we assess the quality of selected fea-
tures in terms of the classification performance [20, 6].

1PIX10P is publicly available from
https://featureselection.asu.edu/datasets.php

Table 1: Statistics of the Datasets
Dataset # Samples # Features # Classes

COIL100 7200 1024 100
YaleB 2414 1024 38
ORL 400 4096 40

PIX10P 100 10000 10
USPS 9298 256 10
Isolet 7797 617 150

Figure 5: Classification accuracies with different dimen-
sions of features selected of SVM.

The larger classification accuracy is, the better per-
formance the corresponding feature selection approach
achieves. In our experiments, we employ linear Sup-
port Vector Machine (SVM) and k-nearest neighbors
(kNN) classifier with k = 3 for evaluation. How to de-
termine the optimal number of selected features is still
an open question for feature selection; hence we vary
the number of selected features as {10,20, . . . ,50} in
this work. In each setup 50% samples are randomly se-
lected for feature selection and training for classification
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and the remaining is for testing. Specific constrains are
imposed to make sure the class labels of the training set
are balanced. The whole experiment is conducted 10
rounds and average accuracies are reported.

We compare the proposed approach with the fol-
lowing representative feature selection algorithms:

• Fisher Score [11] determines the most relevant
features with the best discriminating ability on
fully labeled training data.

• mRMR [29] selects features that correlate the
strongest with a classification variable and makes
the features mutually different from each other.

• Relief-F [27] chooses instances randomly and up-
date the weight of the feature relevance based on
the nearest neighbors.

• Information Gain [10] selects features by computing
information gain.

• MTFS [2] applies a `2,1 norm on the column space
of W to constrain a sparse structure for feature
selection.

For the parameter setup, we tune the parameters for
all methods by cross-validation for a fair comparison.
We will further discuss some key parameters of the
proposed framework in the following subsection.

Figure 5 shows ihe comparison results for SVM on
the 6 benchmark datasets and we make the following
observations:

• MTFS and the proposed framework ESFS outper-
form Fisher Score, mRMR and Information Gain.
For example, the proposed framework achieves a
performance gain of 6%∼15% compared with the
traditional approaches. Fisher Score, mRMR and
Information Gain select features one by one while
MTFS and ESFS select features in a batch model.
It is consistent with what was suggested in [35] that
it is better to analyze features jointly for feature se-
lection.

• Most of the time, the proposed framework ESFS
outperforms MTFS. Better performance gain is
usually achieved when fewer number of features
are selected. For example, ESFS obtains about
10% relative improvement over MTFS in the USPS
dataset when 10 features are selected. This perfor-
mance gain suggests that modeling label correlation
can significantly improve feature selection perfor-
mance for multi-class data.

Figure 6: Parameter Analysis for the Proposed Frame-
work

5.3 On Choosing the Parameters The proposed
framework has three important parameters - α and β
controlling the contribution of modeling label correla-
tion and γ controlling the sparsity of W We study the ef-
fect of each parameter by fixing the other to see how the
performance of ESFS varies with the number of selected
features. Due to the page limitation, we only report the
result on the Isolet dataset in Figure 6. However, we
have similar observations in other datasets.

Figure 6 demonstrates the experiment result of how
the classification accuracies varies with the increase of
parameters. With the increase of alpha and β, the per-
formance first increases, demonstrating the importance
of modeling label correlation, and then decreases. This
property is practically useful because we can use this
pattern to set these parameters. When γ increases, the
performance increases dramatically, which suggests the
capability of `2,1-norm for feature selection.

6 Conclusion

In this paper, we proposed an embedded supervised fea-
ture selection framework for multi-class data. Differ-
ent from existing approaches, our method considers the
label correlation among classes and utilizes such cor-
relation to help feature selection. The proposed ap-
proach is evaluated on a synthetic dataset and 6 public
benchmark datasets with comparison with representa-
tive baseline approaches. The results demonstrated (1)
the proposed framework can capture clustered label cor-
relation; (2) the importance of label correlation in fea-
ture selection for multi-class data; and (3) the proposed
framework outperforms the state-of-the-art supervised
feature selection algorithms.

There are some directions we need further investi-
gations. First, the current optimization algorithm can
only get a local optimal solution for the proposed frame-
work and we will investigate optimization methods that
can provide global optimal solutions for the proposed
framework. Second, our successful experience in exploit-
ing label correlation in feature selection encourages us
to model label correlation in more multi-class learning
problems.
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