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Abstract

In machine learning, it is common to optimize the parameters of a
probabilistic model, modulated by an ad hoc regularization term that pe-
nalizes some values of the parameters. Regularization terms appear nat-
urally in Variational Inference, a tractable way to approximate Bayesian
posteriors: the loss to optimize contains a Kullback—Leibler divergence
term between the approximate posterior and a Bayesian prior. We fully
characterize the regularizers that can arise according to this procedure,
and provide a systematic way to compute the prior corresponding to a
given penalty. Such a characterization can be used to discover constraints
over the penalty function, so that the overall procedure remains Bayesian.

1 Introduction

Adding a penalty term to a loss, in order to make the trained model fit some
user-defined property, is very common in machine learning. For instance, penal-
ties are used to improve generalization, encourage sparsity in a model, or prune
neurons and reduce the rank of the tensors of weights in the case of neural
networks. Therefore, usual penalties are user-defined and justified mostly em-
pirically, and integrated to the loss as follows:

L(0) =¢(6) +r(6),

with 6 the vector of parameters in the model, ¢(6) the error term and r(0) the
penalty.

From a Bayesian point of view, optimizing such a loss L is equivalent to
finding the Maximum A Posteriori (MAP) of the parameters 0 given the training
data and a prior a(0) x exp(—r(@)). Indeed, assuming that the loss £ is a log-
likelihood loss, namely, £(0) = — Inpg(D) with dataset D, then minimizing £ is
equivalent to minimizing Lyap(0) = —Inpe(D) — In(w(P)). Thus, within the
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MAP framework, we can interpret the penalty term r as the influence of a prior
a (MacKay, 1992b).

However, the MAP approximates the Bayesian posterior very roughly, by
taking its maximum. Variational Inference (VI) provides a wariational poste-
rior distribution rather than a single value, hopefully representing the Bayesian
posterior much better. VI looks for the best posterior approximation within a
variational family (Byu(0))w of approximate posteriors over 8, parameterized by
a vector u. So, the variational parameters u are trained instead of 8. Typically,
one can choose, for 8 € RN, p = (py,--+ , un) and o = (0q,--- ,0n):

Bu = 6#,0' :N(Ml’U%) - ®N(/J/Nao-]2\f)'
In VI, the loss to be minimized over u is:

Lyi(Bu) = —Eg~p, Inpe(D) + KL(Bul )
= Eop.0(0) + KL(Bulla), (1)
S—— N———
data fit term penalty term

which is also an upper bound on the Bayesian negative log-likelihood of the data
(Jordan et al., 1999). Here pg(D) is the likelihood of the full dataset D given
0, £(0) = —Inpg(D) is the log-likelihood loss, and « is the Bayesian prior. The
variational posteriors §, that minimize this loss will be concentrated around
values of 0 that assign high probability to the data, while not diverging too
much from the prior a. Thus, the KL-divergence term can be seen as a penalty

r(u).

Are we still Bayesian when using a custom penalty? We study whether
the prior-penalty correspondence above for the MAP extends to the richer vari-
ational inference setup. We assume that we optimize a VI loss of the type:

£(6u) = Eewﬁug(a) + 7”(11),

and consider the following question: given a variational family (84)u and a
penalty r(u), can r(u) be interpreted as a KL-divergence KL(By|l«) for some
prior distribution a? We answer this question in Section 4, with Theorem 1 and
Corollary 1, and we provide a formula for the corresponding prior «;, if it exists.
With these theoretical results, it is possible to check whether a setup with a
custom penalty r is actually Bayesian. Moreover, if it is the case, we provide a
formula to compute the corresponding prior a explicitly.

How to tune the shape of a penalty to make it fit the Bayesian setup?
Let us consider a variational family with a penalty containing several undeter-
mined hyperparameters (possibly functions). Results of Section 4 can be used
to find constraints over these hyperparameters to make the penalty equal to
a KL-divergence with a prior a. That is, we provide a hyperparameter tun-
ing method based on Bayesian principles, and we use it in several examples in
Section 5.
Our main contributions are five-fold:



1. we show how to interpret a custom penalty as the influence of a Bayesian
prior, if possible, and we propose a formula to compute the prior (Theorem

1);

2. under some conditions over the variational family and the search space of
the prior, we provide a set of necessary and sufficient conditions that the
penalty must fulfill to ensure existence and uniqueness of a corresponding
prior (Corollary 1);

3. we apply these results to a series of examples, showing that, among other
things: if the penalty is £? and corresponds to a prior, then this prior
is Gaussian (Corollary 4); if the penalty is £ and the candidate varia-
tional posteriors have a smooth density, then no corresponding prior exists
(Proposition 2);

4. additionally, we provide a result about sums of penalties, when each one
involves the mean of a different parameter: if this sum corresponds to
a Bayesian prior, then this prior can be decomposed into a product of
independent priors, each one over a different parameter (Corollary 2);

5. we show that these theoretical results can be used to tune the strength of
the penalty when training neural networks in a VI setup.

Outline. Section 2, provides a short review of the related works. In Section
3, we recall the general variational inference setup. Then, we prove the main
results in Section 4: we provide a reminder on the theory of distributions in
Section 4.1, which is necessary to prove the main theorem in Section 4.2, and
then, we provide some corollaries concerned with sums of penalties in Section
4.3. Afterwards, in Section 5, we show how our theoretical results can be used in
a series of examples. We also provide in Section 6 an application of the preceding
results to the construction of a heuristic for the strength of the penalty. Finally,
we discuss the hypotheses and possible extensions of the main theoretical results
in Section 7.

2 Related Work

Interpretations of existing empirical deep learning methods in a Bayesian varia-
tional inference framework include, for instance, variational drop-out (Kingma
et al., 2015), a version of drop-out which fits the Bayesian framework. Fur-
ther developments of variational drop-out have been made by Molchanov et al.
(2017) for weight pruning and by Louizos et al. (2017) for neuron pruning.
Closer to our present work, the links between a penalized loss and the
Bayesian point of view have previously been mentioned by Olshausen and Field
(1997) and used to favor sparsity, but only within the MAP approximation.
MacKay (1992b) noted the equivalence of the penalized loss £(6) = £(0) + r(0)
and the MAP loss Lyap(0) = €(0) — In(«(6)) when £(0) is the negative log-
likelihood of the training dataset given the parameters 6, and with a prior



a(0) x exp(—r(0)). That is, finding the vector @ minimizing a loss £ can be
equivalent to finding the MAP estimator 9MAP by minimizing the loss Lyiap
with a well-chosen prior distribution . In the same vein, Gribonval (2011)
has studied the Bayesian interpretation of the penalized least squares problem,
and found out that a single penalty term can be interpreted as the influence of
different priors, depending on the choice of the estimator.'

However, the MAP framework is not completely satisfying from a Bayesian
point of view: instead of returning a distribution over the parameters, which con-
tains information about their uncertainty, it returns the most reasonable value.
In order to evaluate this uncertainty, MacKay (1992a) proposed a second-order
approximation of the Bayesian posterior. In the process, MacKay (1995) also
proposed a complete Bayesian framework and interpretation of neural networks.
Still, this approximation of the Bayesian posterior is quite limited. In the same
period, Hinton and van Camp (1993) applied the Minimum Description Length
(MDL) principle to neural networks. Then, MacKay (2003) made the link be-
tween the MDL principle and variational inference, and Graves (2011) applied
it to neural networks, allowing for variational approximations of the Bayesian
posterior in a tractable way.

In a different perspective, variational inference is a key ingredient of the
Variational Auto-Encoders (VAE) (Kingma and Welling, 2013) and subsequent
variations and improvements, such as generative diffusion models (Ho et al.,
2020). Given a distribution P of data points lying in a high-dimensional space
(e.g., space of images), VAE models are trained to embed their inputs into a
low-dimensional space (encoding of the inputs) and reconstruct these inputs by
using only their embeddings (decoding of the embeddings). Such models can
then be used to: 1) compress samples from P by encoding them; 2) generate
new samples from P by decoding random noise. In the VAE setup, the loss
is penalized by a KL-divergence between the distribution of the embeddings
and a Bayesian prior, similarly to Eqn. (1). In this context, replacing the KL
penalty term by a custom penalty is still under discussion (Rombach et al., 2022,
Appendix G). So, identifying conditions that a custom penalty must fulfill to
correspond to the influence of a Bayesian prior remains a problem to be solved
in the VAE training framework.

Moreover, variational inference is a way of approximating the Bayesian pos-
terior which presents several advantages. First, as recalled by Knoblauch et al.
(2022), the penalty used in variational inference is optimal for approximating
the true Bayesian posterior. That is, any other penalty performs worse. Second,
variational inference allows us to compute the variational posterior by gradient
descent, which is a major advantage when the model to train is a neural network.

Additionally, a series of recent papers (Alquier et al., 2020; Chérief-
Abdellatif, 2020; Zhang and Gao, 2020) provide theoretical results about the
convergence speed of the variational posterior, according to the size of the train-
ing set. Therefore, translating user-specified penalties into Bayesian priors is a

LGribonval (2011) focused on the MAP and the Minimum Mean-Square Error (MMSE)
estimators.



way to fit a framework in which several results are already known.

3 Variational Inference

We propose here a reminder on variational inference, following Graves (2011).

From a Bayesian viewpoint, we describe the vector of parameters 8 € RY
of a model as a random variable. Given a dataset D, we denote by pg(D) the
likelihood of D given @, that is, the probability that the model with parameter
6 assigns to D. For instance, with a dataset D = {(x1,y1), -, (Tn,yn)} of
n input-output pairs and a model that assigns probabilities pg(y;|z;) for the
outputs, then Inpg(D) = >"""_; Inpg(y;|x;) is the total log-likelihood of the data
given the model.

Given the dataset D, the posterior distribution over the parameters 0 is:

 pe(D)a(®) B
() = s B(D) = / po(D)a(6) 6,

which is analytically intractable for complicated models, such as multi-layer
nonlinear neural networks. However, the posterior mp can be approximated by
looking for probability distributions £ that minimize the loss:

Lyvi(B) = —Eg~p Inpe(D) + KL(B| ), (2)

where KL(8[|a) = [px ln(%)ﬁ(e) d@ is the Kullback—Leibler divergence. In-
deed, one has Lvy1(5) = —InP(D)+KL(B||7p), which is minimized with § = mp.
Besides, one can decompose the KL-divergence into the entropy term and the

cross-entropy term:

KL(lo) = - |- [ m@@ns@)ae|+ |- [ m(ao)so)as)].

entropy Ent(S3) of 3 cross-entropy between 8 and «

The first term in the loss (2) represents the error made over the dataset
D: it is small if 8 is concentrated around good parameters #. The second
term can be seen as a user-defined penalty over 5 that keeps it from diverging
too much from the prior a. Moreover, for any distribution g, the quantity
Lyi1(B) is a upper bound on the Bayesian negative log-likelihood of the data:
Ly1(B) > —In [pn a(8)pe(D)dO (Jordan et al., 1999).

In variational inference, a parametric family (8y4)u of probability distribu-
tions is fixed, and one looks for the best approximation 5« of the Bayesian pos-
terior by minimizing Lv1(84) according to u. So, (Bu)u is the variational family,
u is the variational parameter and By- is the variational posterior. Importantly,
for some families such as Gaussians with fixed variance, the gradient of Ly1(8u)
can be computed if the gradients of Inpg(D) can be computed (Graves, 2011),
so that Ly1(fu) can be optimized by stochastic gradient descent. Thus, this is
well-suited for models such as neural networks.



To summarize, we consider a parametric family (By)u with parameter u,
where each 8, is a probability distribution over & € RY. Then we learn the
variational parameters u instead of . For instance, we can choose one of the
following families of variational posteriors.

Example 1. The family of products of Gaussian distributions over 6 =
(01, ,0N):

Bu = ﬂy,,a :N(Nla(f%) ®"'®N(HNaUJZV)~

In this case, the parameters of the model estimated by VI are random and in-
dependently sampled from different Gaussian distributions N (uy,c3). Instead
of learning them directly, the vector of parameters u = (u1,01, -+ , N, ON) I8

learned in such a way that they minimize Ly1(By).

Example 2. The family of products of Dirac distributions over 6 =
(01, ,0N):

Buzﬂit:aﬂl@"'@dmv'

In this case, the parameters are deterministic: 0y and uy are identical for all k.

4 Bayesian Interpretation of Penalties

In this section, we provide conditions ensuring that a penalty r(u) over the
parameters of a variational posterior can be interpreted as a Kullback—Leibler
divergence with respect to a prior a; namely, that:

JK € R, Vu, r(u)+ K =KL(Byl|l«), (3)

where the constant K is irrelevant for optimization. In the process, we give a
formula expressing « as a function of r(-).

More precisely, under some conditions over the variational family (Condi-
tions (a)-(c)) and the search space of the prior (space T(RY)), we provide a
set of necessary and sufficient conditions (Conditions (i)-(iv)) that the penalty
must fulfill to ensure existence and uniqueness of a corresponding prior. The
proof is given in Section 4.2 and is divided into two parts: in Theorem 1, we
state some regularity conditions on the variational family (3y)y and the penalty
r(u), so that a candidate prior exp(A,) would emerge; in Corollary 1, we state
conditions over A, so that exp(A,) corresponds effectively to the density of a
prior. Then, in Section 4.3, we prove that the prior exhibits a specific structure
when the corresponding penalty is made of a sum of penalties, each one over a
different subset of the parameters.

Since some notions of theory of distributions are necessary to our derivation,
we start by providing a reminder.



4.1 Reminder on Theory of Distributions

In order to explain the main result, we recall some basic concepts of theory
of distributions. We use three functional spaces: the Schwartz class S(RY),
the space of tempered distributions S’(RYY), and the space of distributions with
compact support &' (RY).

We recall the definition of the space of distributions D’(RY). We denote by
C>(RY) the space of infinitely derivable functions mapping RY to R, and by
C>(RY) c C>=(RY) the subspace of functions with compact support, that is
p € C(RY) if, and only if:

¢ € C°(RY) and 3K  RY compact s.t.: {x € RN : p(z) # 0} C K.

The set {z € RY : ¢(x) # 0} is also denoted by supp(¢y).

Space of distributions D'(RY). The space of distributions D’'(RY) is defined
as the space of continuous linear forms over C°(R™). For any distribution T €
D' (RY), we denote by (T, ) the value of T at a given test function ¢ € C°(RY).

More formally, T € D'(RY) if, and only if, for all compact set K of R,
there exists p € N and C' > 0 such that:

Vi € C(RY) with supp(p) C K,

(T, )| < C sup [|0%¢| oo,
la|<p

where o € NV is a multi-index representing the order of derivation according
to each of the N variables, and |a| = Zf\il ;.

Distributions are easier to visualize in specific cases. For instance, if a func-
tion f : RY — R is integrable on every compact set K € RY, then we can define
a distribution T’ by:

V(PECCOO(RN)? <Tf7947> :/f@‘

Therefore, distributions are often called “generalized functions”, since most
functions can be seen as distributions. In fact, by abuse of notation, (f, )
stands for (T, ¢).

Another classic example of distribution is the Dirac at zero §, defined as
follows:

Vo € CERY),  (5,0) = ¢(0).
Finally, the derivatives 0“T of a distribution T" are defined as follows:
Vo € C(RY), (9°T,¢) = (—1)*NT,0%p).

Notably, when N =1, (T, ¢) = — (T, ¢').



Schwartz class S(RY). ¢ belongs to the Schwartz class S(RY), if and only
if, o € C>°(RY) and:

VpeN,3C, >0: sup [[2990°p(2)]e < Cp.

la]<p,|B8|<p

In other words, S(RY) contains smooth and rapidly decreasing functions. For
instance, any Gaussian density function belongs to S(R).
We can easily define the Fourier transform on S(RY). Let ¢ € S(RY):

(Fo)(€) = / o(x)e " da

RN

Thus, F~1 = (27) N F, where Fp = F$ and $(z) = ¢(—z).

Space of tempered distributions S’'(RY). Let T € D'(RY) be a distribu-
tion. T belongs to S’(RY) if, and only if, there exists p € N and C' > 0 such
that:

Vo € C2RY), [(T,9)) < sup 2079

la|<p,|B|<p

The Fourier transform is defined on &’(RY) by duality. For any T € S'(RY),
FT € §'(RY) and is defined by:

Vo e SRY), (FT,¢) = (T,Fy).

Notably, this definition allows us to compute the Fourier transform of
functions that do not lie in £2. This is very useful in the applications of
Theorem 1, where we need the Fourier transform of f : x — 2, which is
Ff = -2n8" € §'(R) (where 6" is the second derivative of the Dirac, defined

below).

Space of distributions with compact support & (RY). Let T € D'(R").
The support of T is defined by:

supp(T) = RM\{z € RY : 3w € N, s.t. T}, = 0},

where N, is the set of neighborhoods of z. Thus, T is said to have a compact
support if, and only if, supp(T) is contained into a compact subset of RY. As
fundamental property of £'(RY), one should notice that &'(RY) < S'(RY).
That is, the Fourier transform is defined on &' (RY).

For instance, the Dirac at zero § and its derivatives §(*) have support {0},
which is compact. For any test function ¢ € C*(R):

(6, 0) = ¢(0), (6", ) = (=1)F®)(0).



4.2 Main Results

Notation and statement. In order to approximate the posterior distribution
of a vector 8 € RV, we denote by (8. ), the family of variational posteriors
over 0, parameterized by their mean p and a vector of additional parameters v.
The basic example is a multivariate Gaussian distribution 3, , parameterized
by its mean pu € RY and its covariance matrix v = 3 € RV*N,

We say that the family (ﬁm,,)‘“, of variational posteriors is translation-
invariant if B, ,(0) = £o . (0 — p) for all p,v, 0.

We denote by KL(f|lg) the KL-divergence extended to functions f and g,
which are not necessarily probability densities:

KL(fllg) = [ 1n (Jg"ég;) 1(6)d6

We denote by 7, (1) some penalty, applied to the distribution 3, ..

In the following, we always restrict ourselves to priors a € T(RY) =
{a st. In(a) € S'(RY)}, ie. log-tempered probability distributions, hence
the condition In(a) € S'(RY) in the results below.

Also, we make the following assumptions on the variational family:

Assumption 1. Let (8,.0)pu, be a family of variational posteriors such that:
(a) (Buw)uw is translation-invariant;
(b) for all v, the density By, has finite entropy and belongs to S(RY);
(c) for all v, Fpy, is nonzero everywhere.

Theorem 1. We assume that the variational family (B ), fulfills Assump-
tion 1. Let r,(p) be a penalty over B,.,. We assume that, for all v:

(i) r, € S'(RN);
(ii) the quotient Frv/Fpo,. belongs to S'(RN), where By ,,(0) := o (—8).

Then, there exists a unique function A, € S'(RN) such that:

ru (1) = KL(Bpw [ exp(AL)), (4)

moreover: Ay, = —Ent(Bo,)1 — F! [ .7'17‘,, } ,
‘F/BO,V

where o, (0) = Bo.,(—0) and 1 is the constant function equal to 1.

Proof. The proof is based on the resolution of a classical integral equation
(Polyanin and Manzhirov, 1998, Section 10.3-1) adapted to the wider frame-
work of the theory of distributions. This extension is necessary, since the Fourier
transform of the widely-used £2 penalty r(z) = 22 is —27d”, which is a distri-
bution that cannot be expressed as a function.



Let A, be a function in S'(RY). We have:
KL (B | exp(A)) =~ Ent(os) = [ A,(6)5,.(6) 8
RN

== Ent(BO,V) - . Au<0)BO,u(p‘ - 0) de

= — Ent(,807y) - (Au * BO,V)(/'L)7

which exists since the convolution between o, € S(RV) and A4, € S'(RY) is
well-defined (Stein and Weiss, 2016, Chap. I, Theorem 3.13).

Since F is an isomorphism on S’(R™) (Stein and Weiss, 2016, Chap. 1.3),
we have:

ru() = KL(B.v[lexp(Ay)) & Fry, = F[KL(G o exp(4y))] .
Besides, we have:
F[KL(B.w | exp(Ay))] = —(2m)" Ent(Bo,,)d — (FAL) - (Ffow),

by using F1 = (2m)N§ and F(A, * BO),,) = (FA,)- (.7:5071,), which holds since
Bor € S(RY) and 4, € S'(RY). See the proof of (Stein and Weiss, 2016, Chap.
I, Theorem 3.18) for more details. So:

ru(-) = KL(S. o || exp(Ay)) & Fr,=—20)Y Ent(Bo.,)d — (FAL) - (Fbow)

1) Fr
& ]:Al,:—Qﬂ'NEntﬁ’,,Vi— Y
)™ EntlBor) 25~ Tl
(6)
Fr
& Ayz—Entﬁ,,,]l—f—l{ V”].
(O ) fﬁo,u

(7)

The equivalence with (6) holds since F Bo,u is assumed to be nonzero everywhere

R . . 5 5 o . > .
(Condition (c¢)). We obtain (7) by using s = TR0 = J, since By is a
probability distribution, and F~1[(27)V§] = 1. To ensure the equivalence with

(6), we need to check that % € S'(RY), which is true by using Condition

(ii), and we use the fact that F~! is an isomorphism on S’(RY). O

Remarks about Theorem 1. Theorem 1 holds under some technical as-
sumptions. Even if some of them fail, the formula is still useful to compute a
candidate prior « from a penalty r(-). One would have to apply Equation (5) on
a penalty r to compute A,,, then check that Conditions (iii) and (iv) hold, define
the distribution a « exp(A) as in Eqn. (9), and finally compute KL(5, . ||a)
analytically and compare it to . However, this process does not guarantee the
uniqueness of the solution a.

Remark 1. In Theorem 1, Condition (ii) can be replaced by Condition (ii’):

10



(ii’) Fr belongs to E'(RN) |
where &' (RN) is the space of distributions with compact support. Indeed:
Conditions (1i°) and (¢) = Condition (ii).

It is more convenient to use Condition (ii’) when the penalty r is known to
have a Fourier transform with compact support. For instance, for any integer
p > 0, the Fourier transform of the penalty ro,(z) = 2?7 is:

Frop = (=1)P 216 € £'(R),

where §(P) is the 2p-derivative of the Dirac distribution, which has a compact
support. Moreover, by linearity of F, any finite linear combination of (rap),
has also a Fourier transform that is in £'(R).

Consequences for the prior. At this point, the situation is:

problem to solve: ru(p) + K = KL(B, u]|@),
problem solved: ry(p) = KL(Bu.u| exp(4,)),

where A, is defined in Eqn. (5), K € R and « is a probability distribution to
find. Informally, we expect « to be proportional to exp(A,). So, two conditions
have to be taken into account: A, should not depend on v and exp(A4,) should
integrate to 1. In order to obtain such an «, the two following results, although
immediate, will be helpful.

Lemma 1. Let r,(,l)(p,) and r,(,z)(u) be two penalties fulfilling the conditions

of Theorem 1. We can build the solutions of Eqn. (4) for rl(,l) and r,(,2) by
introducing [15,1) and [15,2) :

(1)
B _ | Fry
i (1) = KL(Bp || exp[— Ent(Bo,) — AY]), AP =F 1 | =",
]:50,1/
2 1(2 (2 1 ]:r'(’g)
r () = KL(Buw | expl = Ent(Boy) = A)), - AP := F71| 2o
0,v

Thus, for any K € R, we have:
ri) () + Kri) () = KL(By,u || exp[— Ent(Bo,) — ALY — KAD))).
Lemma 2. Specifically, Lemma 1 allows us to show that:
(1) for K =1 and rl(,z)(u) = f(v), we have:
) (1) + f(v) = KL(Bpw || exp[-Ent(Bo, ) — AL — f()])
A,(0) := —Ent(5o,,) — A (0) — f(v).

11



(2) for r,(,z)(u) =1, we have:

ri) (1) + K = KL(Bpu | exp[~Ent(Bo,) — AL — K])
A, (8) := —Ent(bo,) — ALV (0) - K.

In Lemma 2, Result (1) can be used to build a function f(v) in order to make
the A, independent from v, which is necessary to consider A, as a log-prior.
This change comes at a cost: the initial penalty r,(,l) (p) should be balanced by a
non-constant term f(v). Result (2) can be used to tune the constant K in such
a way that exp(A4,) integrates to 1. As a result, K is added to the penalty 7,
which does not influence the optimization process. But exp(—Ent(5y,.) — Al(,l))
must be integrable.

Also, it is worth noticing that, if Eqn. (4) admits a solution for r,,, then it
admits a solution for r, + K, with any K € R.

Corollary 1. We assume that the variational family (Bpu ) fulfills Assump-
tion 1. We define the following conditions on the penalty and the variational
family:

(i) rv € S'(RY);
(i) the quotient Frv/Ffo., belongs to S'(RN), where Bo,.,(8) := o (—8);
(i) A, = —Ent(Bo,)1 — F! [%] does not depend on v; let A:=A,;

(iv) A is such that [exp(A) < cc.

If Conditions (i)-(iv) are fulfilled, then there exists a unique probability dis-
tribution o € T(RN) such that:

dJK eR: 7”1/(”) +K = KL(ﬁu,uHa)v (8)

. __exp(A(9))
moreover: a(f) = W. 9)

Incidentally, K = In( [ exp(A(t)) dt).
Conversely, if a € T(RYN) is a probability distribution, and K a constant,
then the penalty r, () = KL(Bu v |la) — K fulfills Conditions (i)-(iv).

4.3 Sum of Penalties

In the preceding section, we have established a result in the general case of a
penalty over the entire vector of means p. In practice, it is common (Shalev-
Shwartz and Ben-David, 2014, Chap. 13) to deal with a penalty that can be
decomposed into a sum of sub-penalties, each one over a subset of the means
(1, -+, pu). Also, this framework encompasses the “weight decay” technique
(Krogh and Hertz, 1992), widely used in deep learning, which consists in using
a penalty proportional to the sum of the squared parameters of the model. In

12



this section, we show how such structure of the penalty affects the structure of
the corresponding prior. In the simplest case when a penalty can be written as a
sum of N penalties, each one over a component p; of p, then the corresponding
prior o over 8 € RY is a product of N distributions: «(8) = a1 (0;) - - an(dn).

Proposition 1. Let (8,1)u, @ variational family fulfilling Assumption 1, with
parameters p € RY and v. Let (I;)1<i<n be a partition of {1,--- ,N}. Given a
vector @ € RN | we denote by 0y, the vector of Rl containing only the compo-
nents of @ whose index belongs to I;.

We consider the following penalty on B, .:

)= > )

Thus, under Conditions (i) and (i), the solution of Eqn. (4) is:

]-"rl(,)
A,(0) = —Ent(Bo.) Z]—“ 61,), (10)
FBrjow
where ﬁ[ |0,, 0[ = f,@ol, 0[1,'” ,Hjn)dgh "'dgj,i71d0]i+1 "'d@]n is the

marginal pmbabzlzty of Bo at indices I;.
Proof. According to Theorem 1, the solution of Eqn. (4) is:

Fry, ]
ﬂOu

We have r,(0) = Y., rl(,)(OIi)]l(O), where 1 is the constant function equal
to 1 on RY. So, Fr, = Zizl(Qﬁ)N*”i'}"r,(f) d|7,, where |7, is the Dirac distri-
bution on functions of (67,,---,0r,_,,0r1,,,, - ,01,).

Thus, we have:

Ay, = —Ent(Bo,)1 — F! {

n (4) ¢
Fru g P
FBow FBow

Let us compute the right-hand side. Let ¢ € C°(RY) be a test function.
We have:

() 51
MW <]:',(jz)7 ©(0, - 0,.,0,...’0) >
]:50’” (]:50 V)( : a07'705' o 70)

e 0.0 (1)
_ ]:Tl(j)’ 90(07 ) 97 707 ) 0) — ‘F;TV 5 I QY.
‘7:/317;‘0711 f/BIiIO,V

Z -y |5 e

i=1

Therefore:

13



Remark 2. If A, computed in Eqn. (10) is independent of v, then we can write
each term of the sum in the following way:

]:r,(,i)
}—Blim,u

Proof. With simplified notation, we have: A,(0) = A0) = fo(v) +
Yoiy fi(w,05,). Let vy be some fixed value for the parameter v. Since 4,
does not depend on v, then, for any v and 6:

fi(v,01) :=F!

1 (0r,) = wi(0r,) + vi(v).

n

0=Au(0) — A (0) = > _(fiv,01,) — fi(vo,61,)).

i=1

Thus, each term f;(v,05,) — fi(vo,075,) is constant w.r.t. 6;,, so there exists v;
s.t.:

filv,0r,) = fi(vo,01,) + vi(v).
By setting u;(01,) = fi(vo,01,), the proof is achieved. O

Corollary 2. With a penalty v as defined in Proposition 1, under Conditions
(i)-(iv), there exists a unique solution o € T(RY) of Eqn. (8):

(011>> = H ai<01i)7

i=1

- Frid
a(0) o< exp (— Ent(ﬁmu))Hexp _F | L
i=1 FBr 10w

by using Remark 2, where each oy is a probability distribution over RTi. The
resulting o does not depend on v (Condition (iii)).

Under some conditions, Corollary 2 shows that, if a penalty r,(u) =

Yoy rl(f ) (w7,) can be expressed as the influence of a Bayesian prior, then this
prior takes the form «(@) = []_; @i(01,). To summarize, a sum of penalties
over different components can be translated into a product of independent prior
distributions over the same components:

n

penalty 7,(pn) = Zr,(f) (ke1,) = prior «(0) = Hai(OIi). (11)
i=1

i=1

Remark 3. Let 8,,,(01,, -+ ,01,) be some probability distribution. For a dis-
tribution a(0) = a1 (0r,) -+ - an(01,,), we have:

KL(Bpvlle) = = Ent(Bp.) — Z/Rm n((61,))B1, 1.0 (01,) 401,
i=1 :

= KL(ﬂ\u,V”a) + Ent(ﬁm,u) - Ent(BO,u)a

where B, (0) = Br,1uw(01,) - B, | (01,) is the independent counterpart of
Buw(0). We have also used the fact that the entropy is independent of the
mean of the distribution: for all g, Ent(8),,) = Ent(B),,) and Ent(8,,.) =
Ent(ﬁo7y).

14



Example 3. We consider the family of bivariate Gaussian distributions
(Bu,2)p,=, with mean p € R2 and covariance matriz X € R?2*2. We impose a
penalty:

re(n) = a(m) + 10 4 B2)

2
M2,

where a, by and by are functions. According to Proposition 1, we have, with
s(r) = 2%

Ax(0) = —Ent(Bo,x) — a(X) — b1(22)_7:—1 [}"ﬁfsoz} (61) — bZ(QE)]:_l [ =

We compute FB}—\S . Let p € CX(RYN) be a test function. We have:
1/0,X

Fs ot?
——— )y =27 <—6”, o(t) exp ()> =27
<]:ﬂ1o,2 > © 2 ¢

where o? is the variance of the i-th marginal, 0; ~ Bijo,= -
Since F~1[-276"] = s and F~1[2n8] = 1, we have:

—~

—¢"(0) = a7 (0))

Ax(0) =~ Bnt(o.z) — a(2) ~ gz o) - 2 E 2 3)
= |~ Ent(Go,x) — a(Z) + b1(22)0% + b2(22)05 - b1(22)9% - bQ(QE)eg.

According to Condition (iii), the function As, should not depend on X, that is:
B o, b,
bi(Z) =107,  ba(Z) =15,  a(X)=a’—Ent(fox)+ 501 T 502

where a®, b9 and b3 are constants. Moreover, Condition (iv) imposes b} > 0 and
b > 0. Also, 02 = %;;. So, if we denote by || the determinant of ¥, we have:
0
2

1 pY b
Tz(p,) = ao — 5 11’1 ((2’/T€)2|E|) + 51[211 + Mﬂ +

5 (S22 + p13),

which is, up to a constant, the KL between N (p,X) and o = N(0,1/b9) ®
N(0,1/83).

According to Example 3, if the total penalty can be split into two penalties,
each one over a different parameter, then the prior « is a product of independent
univariate distributions. Notably, this phenomenon occurs even if the variational
family contains multivariate distributions.

15
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5 Examples

In this section, we apply Theorem 1 and Corollary 1 to a series of examples of
variational families and penalties. Our goal is to show how the initial choice of
variational family and penalty leads to a specific prior. Moreover, we show that
enforcing a Bayesian interpretation of the penalty constrains the penalty itself:
some penalties do not correspond to any Bayesian prior.

In the following sections, we study several pairs of family/penalty. Stated
informally, the main results are:

e if a £2 penalty over pu corresponds to the influence of a Bayesian prior a,
then « is necessarily Gaussian (Sections 5.1, 5.3, 5.4);

e as a result, in that case, given a variational family (8., )., the penalty
consists in a competition between Ent(/, ., ), encouraged to be larger, and
Cov(Bu,v), encouraged to be smaller, balanced by the covariance of the
Gaussian prior «;

e when the penalty has a shape that is not fully determined, e.g., 8, , =
N(p,0%) and ro(n) = a(o) — b(o)cos(£), with @ and b undetermined
functions, we are able to propose strong constraints on a and b so that
r can be interpreted as the influence of a Bayesian prior. In this specific
example, we obtain: a(o) = ag — % In(2mes?), where ag is a constant, and

b(o) x exp(—%) (Section 5.5);

e the £! penalty cannot be interpreted as the influence of a Bayesian prior if
the variational family belongs to S(R), which includes the Gaussian family
(see Section 5.6).

We include several proofs to illustrate how Theorem 1 and Corollary 1 can be
applied.

Framework. Starting from here, we distinguish two kinds of variational fam-
ilies: families of multivariate distributions (M) and families of product of in-
dependent univariate distributions (PIU). For instance, if one looks for the
posterior distribution of a vector of parameters 8 € RY, within the family of
Gaussian distributions, one may consider two kinds of families:

Multivariate: 0~ Bus=Np,X), (M)
Prod. of Indep. Univariate: 0~ Buo =N, 0@ N (un, %),
(PIU)
where p = (p1, -+, un), Z € RY*N ‘and o = (01, -+ ,0nN).

First, families M and PIU are very different from a practical point of view:
in case M, the number of variational parameters is N (/N + 1), while it is only
2N in case PIU. So, it is easier and quicker to optimize (u, o) than (p, 3) when
N is large, e.g., in neural networks. Indeed, it is far more common to use PIU
when training neural networks with VI (Graves, 2011).
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Second, even when using a M variational family (8, )u,, in combination
with a penalty r,(u) = r©(v) + Zivzl r,(,i)(ui), Corollary 2 ensures that the
corresponding prior, if it exists, takes the form: «(0) = a1(61) - an(@n).
Thus, we can use Corollary 2 and Remark 3: first, we look for the («;); solving:

1 (1) = KL(Bijplla),
then we compute a(0) = a;1(01) - - - an(0n). Finally, we recover the penalty:
Tu(/'l’) = KL(ﬁ\u,u”a) + Ent(ﬁlo,u) - Ent(ﬁO,V) = KL(ﬁu,lIHa)'

Therefore, we focus mainly on cases where both priors and candidate poste-
riors are assumed to be PIU: they cover a wide range of practical cases, and also
cases with M candidate posteriors and PIU priors, which reduce to PIU priors
and posteriors.

5.1 Univariate Gaussian with £? Penalty

Let us study the family of univariate Gaussian distributions (Example 1) with
an £2 penalty. Formally:

ﬁ,u,a(e) = \/21‘_? exp <_(92_02M)) ) ro (1) = a(o) + %b(a)/f“zv

where a and b are two functions.

Corollary 3. If the penalty T, above corresponds to a prior «, then « is a
Gaussian N'(0,03). Moreover, a and b must have the following form:

a(a)—;[ngrln <Z§>l] bo) = .

Proof. This result is an application of Corollary 1. The conditions (a)-(b) and
(i)-(ii) of Theorem 1 are fulfilled. Thus, by using (5):

Fry ]
‘FBO,O' '
Let s(f) = 62. We have, for any test function ¢ € C2°(R):

Fs o " ﬁ
(20 < (Uzt2)7¢<t>>t:_zw (st (T2

— —2m(¢"(0) + 0%(0)) = —2n(8" + 025, ).

A (6) = —%111(277602) -F! [

Thus: Ag(0) = —3In(2mec?) — a(o) — $b(c)(0* — o2), which is a constant
function of § (Condition (iii)) if, and only if, there exists two constants ag and
bo such that:

1 1
CL(O’) = —5 1H(27T€0’2) + 5[)(0’)02 — Qop, b(o’) = b().
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So, @ = exp(A) is a density of probability (Condition (iv)) if by > 0 and
Ja = 1. If so, a is the density of a Gaussian N(0,03), with by = % and
0

ap = —% In(2n03). O

Thus, the assumption that a penalty r arises from a variational interpretation
is a strong constraint over r. Here, the penalty r was initially parameterized by
a pair of real functions (a,b), and is finally parameterized by a single number

2
05

5.2 Dirac Family and the MAP

Another basic example is to use Dirac distributions as variational posteriors
(Example 2): B,, = 6,. Since 9 ¢ S(R), Condition (b) is not satisfied.
However, it is possible to apply Formula (5) and check that the resulting prior
« is consistent with a chosen penalty r. Applying Formula (5) yields

Fr Fr
— _ _r-1 — -l =
A= —Ent(d)l — F []:50] F [ 1 } T.

Thus, if exp(—r) integrates to 0 < k < oo, then we can define v = - exp(—r).
Then, we can check that indeed KL(¢,,||a) = r(p) up to a constant:

KL(dy]l) = — Ent(do) — (6, In(a))
= —Ina(u) — Ent(d)
=r(u) + Ink — Ent(d),

which confirms that the proposed prior « is consistent with the penalty r(-).

Thus, this formula recovers via variational inference the well-known penalty—
prior equivalence in the MAP approximation, avyi(#) o< exp(—r(8)) o< anap(6)
(MacKay, 1992b).

However, this is somewhat formal: the entropy Ent(dg) of a Dirac function is
technically undefined and is an “infinite constant”. In practice, though, with a
finite machine precision €, a Dirac mass can be defined as a uniform distribution
over an interval of size €, and Ent(dy) becomes the finite constant Ine.

5.3 Arbitrary Variational Family with £? Penalty

Let us consider a family of univariate variational posteriors (8,.),. and a
penalty:

ru(p) = a(v) + Sb)u?, (12)

where a and b are functions. We assume that all Conditions (a)-(c) and (i)-(iv)
are fulfilled.
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Corollary 4. Ifr corresponds to a KL-divergence with prior o, then there exists
o9 >0 s.t.:

_ Var(8o,.,) + p?
208

(1) ~ Ent(fo,) + 3 In(2reod) (13)

0=z (~47)
a(f) = xp | ——= | .
27T03 P 20(2)

Proof. Formula (5) yields:

A, (0) = —Ent(Bo,) — F ' { Fry ] .

‘FBO,U

Let s(f) = 62. We have, for any test function ¢ € C2°(R):

Fs (p(t) > 2 "
—_— =21 (8", = = —27[(0) + Var(fo.. 0)],
(Fme)=2n (7 52505 = ~2elol0) + Var(oa )/ O)
sincev(}"BO,,,)(O) =1, (FBow)'(0) = 0 (Bo, is centered) and (FBy,)"(0) =
Var (6o, ).

Thus: A, (0) = —Ent(fo,,)—a(v)—5b(v)(8*—Var(8y,,)), which is a constant
function of § (Condition (iii)) if, and only if, there exists two constants ag and
bo such that:

a(v) = —Ent(Bo ) + %b(u)Var(ﬁoﬁl,) — ao, b(v) = by.

So, o = exp(A) is a density of probability (Condition (iv)) if by > 0 and

Ja = 1. If so, a is the density of a Gaussian N(0,03), with by = # and
0

ap = —3 In(2na3). O

So, in general, if we penalize 1 with a term u? and we are in a Bayesian
setup, then the corresponding prior is necessarily Gaussian.

Remark 4. Up to a constant, v, is:

) = |y = (Bt~ Bnt(a)| + o

So, there is a competition between the entropy term, which encourages the dis-
tribution B, . to be flatter, and the variance term, which pushes its variance
towards 0. These two terms are balanced by the effect of the prior «, through
its own variance Var(a) = of.

In this setup, the shape of the prior is entirely determined by the penalty,
which means that the choice of the variational family does not matter. So, this is
a generalization of Corollary 3 obtained in Section 5.1 for a Gaussian variational
family. This striking result is a consequence of our choice for the family of
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penalties. Indeed, our initial penalty r (12) is parameterized by two functions
a and b, and we have discovered that, if r corresponds to a KL-divergence, then
a and b are constrained to a specific shape (see Eqn. (13)). Additionally, a and
b are not direct functions of v, but rather functions of Ent(5,) and Var(5o ).

Remark 5. Moreover, the Fourier transform of the penalty r(x) = a + bx?, is
a linear combination of § and 8", both with support {0}. Due to the relation
between the k-th derivatives of F at 0 and the k-th moments of the distribution
B, the variance of B arises naturally in the constrained penalty v (see Eqn. (13)).
So, if we consider L2P penalties with p > 0 integer, p-th moments should arise
as well in the constrained penalty.

5.4 Multivariate Gaussian with £? Penalty

Let us study the family of multivariate Gaussian distributions with a £2 penalty.
Formally:

5#,2(6) =

1 ( (9—u)T2_1(0—u)>
—————exp| — ,
v (2m)N (X 2

1
rs(p) = a(T) + 5u" B(E)p,
where a : RN 5 R and B : RV*N — R¥*N are two functions.

Corollary 5. If the penalty rs above corresponds to a prior «, then « is a
Gaussian N(O,Bgl). Moreover, a and B must have the following form:

a(E) = % TH(Bo) — In (Bo| [2]) — ] B() = Bo.

Proof. This result is an application of Corollary 1. Conditions (a)-(c) and (i)-(ii)
of Theorem 1 are fulfilled. Thus, by using (5):

As(0) = —%ln((2ﬂe)N|E|) —-F! [ Fre ] .

Fpos

Let s(0) = 87 B(X)0. We have, for any test function ¢ € C°(R):

<]__J-;:,a7<ﬁ> = <7 i B(%);0:0; | ,¢(t) exp (tT§t>>t

ij=1

——em" 3 B(®), <8Pu‘6,<,0(t)exp <tT22t)>t,
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where OPii§ : p %(0). So:

]_- N
S — 7TN PP .. P j
<f60,0’“’>‘ @0 3 (B2 6.6) + BE)y (060

N
= —(2m)N <Tr(B(E)Z)5 + > B(z)ijapifa7@> :

i,j=1

Thus:

- Fs _aT ~Tr
7 [F| @ =m0 -1

Ax(0) = —% In ((27e)N|2)) — a(T) + %Tr(B(E)E) - %GTB(ZD)H,

where Ax(0) is a constant function of ¢ (Condition (iii)) if, and only if, there
exists two constants ag € R and By € RY*Y such that:

a(X) = —% In ((2me)N[2]) — ao + %TT(B(E)E), B(Z) = Bq.

So, @ = exp(A) is a density of probability (Condition (iv)) if By is positive
definite and [« = 1. If so, « is the density of a Gaussian N'(0,Bg"), a9 =
—%1n((27r)N|Bal|). O

Remark 6. More generally, one can deal with any multivariate family
(Buw)u,ws and not only the Gaussian, if the conditions (a)-(c) and (i)-(iv)
are fulfilled. Then, one can easily adapt the proof of Corollary 4. With
ru(p) =a) + uTB(v)p , we have:

ru(p) = %uTBou + Tr(BoCov(Bo,)) + %ln ((2me)N By ') — Ent(Bo,.)

1
a(0) = (2m)"N/2|By |/ % exp (20T1300) .

So, even in the multivariate case, under some technical conditions, the L>
penalty corresponds always to a (multivariate) Gaussian prior. Again, the pa-
rameters v of By, are constrained through a competition between the entropy
of B (which should be large) and its covariance (which should be small). This
competition is modulated by the covariance BO_1 of the prior «.

5.5 Univariate Gaussian with Cosine Penalty

Let (B4,0) .0 be the family of univariate Gaussian distributions 8, » = N (, 02).
In a context of quantization, a periodic penalty, such as cosine’, can be used

2Naumov et al. (2018) use sin? instead of cos.
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(Naumov et al., 2018). Such a penalty would encourage the parameters of the
model to remain close to values that can be encoded with few bits:

P(Buo2) = alo®) = bo?) cos (£)

where 7 > 0. With such penalty, if b(c?) > 0, u is pushed towards the points
{2ktm : k € Z}. We show that, if this penalty corresponds to a prior (possibly
improper), then the functions a and b must have a specific shape with properties
we detail below.

Corollary 6. Let us consider the Gaussian variational family with penalty:

F(Buor) i= a(0®) = b(o*) cos (£
T
where 7 > 0. Thus, if r corresponds to a KL-divergence with improper prior a,
then there exist ag, by € R s.t.:

a(f) x exp (bo cos (%)) ,
In(2mec?) 2 (ﬁ) .

— boe_z% cos
2

T(ﬁmtﬂ) =ap — -

Let us assume that by > 0. In this setup, p is pushed towards the points
{2ktm : k € Z} with strength exp(—%). So, if o > 7, then pu is very weakly
penalized. On the contrary, if o < 7, u is penalized with strength by. In short,
if the standard deviation o of 3, ,» is much larger that the width 7 of the
oscillations of the penalty, then p is not penalized.

This behavior is consistent with what we expect when we train (u,0): if o
is so large that the center of the distribution 3, , covers several oscillations of
the penalty, then the samples § ~ 3, , would lead to values of cos( g) that are
independent of p. So, there would be no point in optimizing pu. On the contrary,
if o < 7, then almost all samples 6 ~ 3, , would lead to cos(£) ~ cos(£). So,
optimizing p would be meaningful to obtain better samples.

From the point of view of o, if the penalty —cos(£) is large, then smaller
exp(—%) are encouraged, which means larger 0. On the contrary, if —cos(£)
is already negative, then o is encouraged to be smaller. To summarize, if p
is strongly penalized, then o tends to increase, making the samples § ~ 3, »
explore more, and the more p is close to a minimum, the more the samples
exploit the region around u.

5.6 Smooth Variational Family with £! Penalty

In Section 4, we have proven results if some restrictive conditions are fulfilled.
Specifically, for a variational family (8, )., we need r,, € S’(R) in order to be
able to compute 7, (see Theorem 1). Since r :  — |z| does not belong to S’ (R),
then we cannot apply Theorem 1 to the £! penalty, which is quite common. So,
one could argue that the conditions on r are too restrictive .

22



However, according to Proposition 2 below, when the distributions 3, , of
the variational family are smooth enough, it is impossible to find a prior « s.t.:

IK €R:VueR, |u|+ K =KL(Bu.|).

Proposition 2. If the variational family (B,u) . is included in S(R) and the
penalty r does not belong to C*(R), then it is impossible to find any prior
a € T(R) (even improper) such that:

JK eR: ry(p)+ K =KL, ).

Proposition 2 is an immediate consequence of a property of the convolution:

Proposition 3. (Stein and Weiss, 2016, Chap. I, Theorem 3.13) Let A € §'(R)
and By € S(R). Thus, Ax Sy, € C(R).

This negative result is corroborated by Kaban (2007), who pointed out that
a Laplace prior is sparsifying in the MAP case, but not when computing the full
Bayesian posterior. The smoothing effect present in Proposition 3 has also been
noticed. So, the “prior” a(x) x exp(—|z|) corresponding to the penalty r(z) =
|z| in the MAP case is no longer valid, and cannot even be tuned to generate a
KL proportional to |u|, when considering smooth candidate posteriors.

Remark 7. This regularity condition on r is implicitly contained in Condition
(ii): T = Frv/Fho. € S'(RN). In other words, if v, is not reqular enough
compared to By, T would “diverge too quickly to infinity”, so T ¢ S'(RN).

6 Building a Heuristic for the Penalty Factor

We show how our main results can be used to provide a heuristic on the penalty
factor and the variance of the prior in the context of neural networks. Specifi-
cally, this heuristic leads to a non-isotropic diagonal prior, which contrasts with
commonly used priors in Bayesian neural networks. On a small set of exper-
iments, this heuristic provides a penalty factor relatively close to the optimal
one. Additionally, we discuss the relation between our results and the results
obtained in the framework of the “cold posterior effect”.

6.1 Tuning the Penalty Factor

Let B = {4} be a variational family. Given a custom penalty r and a penalty
factor A > 0, we aim to minimize the following loss on B:

L(Bu) := —Eo~p, Inpe(D) + Ar(u). (14)

We first have to tune the hyperparameter A, which balances the amount of
regularization we want to set when training the model. Usually, A is determined
by performing cross-validation (Stone, 1974). In the specific case of neural
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networks, cross-validation necessitates as many training runs as the number of
different A to be tested.

In this document, we provide a heuristic designed to output a reasonable
value for A\. More specifically, this heuristic is made of three bricks:

1. interpret the penalty Ar(u) as the influence of a Bayesian prior ay;

2. assume that the prior a;, should have the same variance as a reasonable
initialization distribution of the weights, e.g., the one proposed by Glorot
and Bengio (2010), denoted by a*;

3. we set A in such a way that: Var(ay) = Var(a*).

Then, we test this heuristic with different neural networks.

6.2 Building the heuristic

We illustrate our method in the case of a Gaussian variational family and a £2
penalty over the means:

/Bu = ﬂH,o’ :N(/llyo_%)@@N(MNvJ?V)v
N

N
o)1= Y i (i) = Y [as(or) + bil)]

i=1

Step 1: interpretation of the penalty. In this framework, the requirements
of Corollary 2 are fulfilled, and the prior a corresponding to r is:

a(0) = ai(by)---an(On),

where each «; is a Gaussian distribution with mean 0.

From now, and without loss of generality, we focus on one component 6; of
0, and we omit the index i: 0 :=0;, p:= p;, 0 = 04, @ = Q;, "o (1) = Ti,0,; (i)
Also, we denote by o2 the variance of ;. We have:

o2 0%+ u? 1
). ot 1
20 2

1
1ol = KL(Blo) = 510 (2

Thus we have:

2
1 2 o+ u? 1
Aro () = 5111 (;‘2> + Ty 2 + K,
By

where K does not depend on (u, ), so its value does not affect optimization.
Therefore:

2
Ao (1) = KL(By.0|lcn), where  ay ~N (0, U;) . (15)
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Step 2: assumption on the variance of the prior. Now that we have
translated the penalty into a prior ay, we are looking for a constraint to impose
on «a. To do so, we make the following informal postulate:

Postulate 1. A distribution o over the parameters 8 of a neural network is a
reasonable prior over 8 if a can be used as an initialization distribution of 6.

Intuition. We consider a neural network (NN) before training. In this situ-
ation, from a Bayesian point of view, no data point has been observed, so the
Bayesian posterior over the parameters is equal to the prior.

When we start training the NN with a batch of data, we expect that the
variational parameters u would move to the optimum. Since we use the repa-
rameterization trick (Kingma and Welling, 2013) to train u, we expect that
the gradient of the loss according to the parameters @ of the NN is such that
training is not stuck.

So, when we send the first batch of data to the NN for training, we sample 6
from the prior «, and information should propagate and backpropagate properly
across the network. This condition corresponds to the ones that are usually
imposed on initialization distributions (Glorot and Bengio, 2010; He et al., 2015;
Schoenholz et al., 2017).

Therefore, to ensure that training is not stuck at the beginning, it is reason-
able to require the prior distribution to be usable as an initialization distribution
for 6. O

This postulate has previously been used by Ollivier (2018).

More specifically, for the distribution of the weight W of a neuron with p
inputs and activation function ¢:

e Glorot and Bengio (2010) recommend: Var(W) =
¢ = 1d);

e He et al. (2015) recommend: Var(W) = %, when ¢ = ReLU = max(+, 0);

% (under the hypothesis

e Paszke et al. (2019) recommend: Var(W) = (%)2 %, when ¢ = tanh.

Now, we are ready to compute a reasonable .

Step 3: computation of A\. Regardless of the activation function ¢, the
initialization distribution of a weight W of a neuron with p inputs has a variance:

ol = %, where g > 0 is a “gain” depending on ¢.
According to Postulate 1, the variance of the prior a) should be equal to

o2. So, according to Eqn. (15), we should have:

0 _J 16
o (16)
Now, we just have to tune o2 and \ so that Eqn. (16) holds. Our choice is:
1 1
0pg = — and A= —. 17
VP g? (an
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6.3 Experimental setup

Loss and priors. Above all, we average the loss (14) over the dataset D of
size n:

L(Ba) == —%EgNgulnpg('D)—i- Sr(u)

NLL term penalty term

where \ = % and “NLL” stands for “negative log-likelihood”. Our heuristic
(17) becomes:
d A= (18)
0p = — an = —.
VP ng’

We minimize £ according to the means and variances (u;,0?) of each pa-
rameter 6;. The penalty associated with (;,0?) is equal to 1KL(8,, |lc),
where a; ~ N(0, pi) and p; is the number of inputs of the neuron to which the
weight 6; belongs.

Datasets and architectures. We consider three setups:

1. MNIST + multilayer perceptron (MLP): layers of sizes 200, 100, 10, ¢ =
ReLU;

2. CIFAR-10 4 LeNet (LeCun et al., 1998), ¢ = tanh;
3. CIFAR-10 + VGG13*? (Simonyan and Zisserman, 2014), ¢ = ReLU.

In each setup, we train the variational parameters of the given architecture with
Adam (Kingma and Ba, 2015) and with various values for A, centered in A = %
We extracted a validation set from the usual training set, of size 6000 for MNIST
and of size 5000 for CIFAR-10. No data augmentation has been used.

Training details:
1. MNIST + MLP: Adam with learning rate n = 10~3, 200 epochs;

2. CIFAR-10 + LeNet: Adam with learning rate n = 10~3, 400 epochs;
3. CIFAR-10 + VGG13*: Adam with learning rate n = 10, 600 epochs.

6.4 Results

We have plotted in Figure 1 the results for the 3 different setups. Without
surprise, we observe a transition between the overfitting regime (small \) and
the underfitting regime (large \): when X is small, the penalty term is too small
to regularize correctly the loss, and the model tends to overfit the training
dataset; when X is large, the penalty term is too restrictive and prevents the
model from fitting correctly the data.

3VGG13* is VGG13 without batch-norm and with only one fully-connected layer.
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(a) MNIST + MLP  (b) CIFAR-10 + LeNet (c) CIFAR-10 + VGG13*

Figure 1: Test NLL obtained at the epoch where the validation NLL is optimal,
for various penalty factors A\. The quality of our heuristics can be estimated by
measuring the closeness of the minimum of the blue curve to the solid orange
line.

Correct order of magnitude. Between these regimes, there is some “sweet
spot” for A, which is typically the region where our heuristic should lie. Let us
denote our heuristic by A and the optimal X by A*. In Figures la and lc, our
heuristic \ overestimates A*, while it slightly underestimates it in Figure 1b.
Overall, our estimation does not deviate from the optimum by a factor 10. So,
its order of magnitude is roughly correct.

Influence of the architecture. Interestingly, the error between our esti-
mation and A* is much greater in Figure lc than in Figure 1b, while the A
is approximately the same in both cases. Two factors explain this similarity
between the \: the size of the training dataset is the same in both cases; the
activation functions used in both cases have a similar squared gain ¢g2. However,
A lies in the sweet spot in Figure 1b, and is clearly outside of it in Figure 1c.

Consequently, a good heuristic for A cannot rely only on the size of the
training dataset and the choice of activation function. One can assume that the
quality of our proposal A depends also on the architecture of the NN, including
its number of parameters (LeNet has only 60 000 parameters, while VGG13* has
roughly 10 000 000 parameters). This empirical finding corroborates (Izmailov
et al., 2021), which states that the prior design should take into account the
architecture of the NN, via the function mapping the vector of parameters of a
NN to the function represented by the NN.

Link with the cold posterior effect. According to Wenzel et al. (2020), the
“cold posterior effect” is an empirical finding according to which, when training
neural networks, a posterior tempered with a well-chosen temperature 7" < 1
leads to a better test loss than the Bayesian (non-tempered, T' = 1) posterior.
This finding is related to the choice of the penalty factor A: if T < 1, then
A< 1

However, as shown in Eqn. (16), the quantity of interest is not A alone, but
the ratio @5/x. So, focusing only on the optimal value of A is meaningless if the
variance o2 is chosen carelessly.
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We note that many works about Bayesian inference applied to NNs, such as
(Zhang et al., 2018; Bae et al., 2018; Ashukha et al., 2019), but also (Izmailov
et al., 2021), which obtains posteriors of much better quality than with VI by
using HMC and (Wenzel et al., 2020), assume that the posterior is isotropic.
This assumption is out of step with our heuristic (see Equn. (16) and (18)):
if we want the prior distribution « to be usable to initialize the NN, then «
cannot be isotropic.* The variance of the prior over a weight 6; depends on
some architecture hyperparameters (number of neurons per layer). This choice
of diagonal layer-dependent prior covariance has previously been proposed by
(Ollivier, 2018).

Nonetheless, Figures 1a and 1c exhibit optimal values A\* that are smaller
than 5\, which seems to confirm the “cold posterior effect”. But, again, one
could argue that our choice of prior is not entirely satisfying and propose a
better heuristic for «, which would consequently change the heuristic for A,
challenging again the “cold posterior effect”.

7 Discussion

Conditions of Theorem 1. Overall, the technical conditions of Theorem 1
do not play the same role. Condition (b) ensures that the KL-divergence in
Eqn. (4) remains computable for a very wide range of log-priors A. Similarly,
Condition (ii) ensures that A can be computed within the framework of the
standard theory of distributions. Specifically, the Fourier transform of #rv/73, .,
can be computed. Finally, Condition (c) ensures the uniqueness of the solution
of Eqn. (4) in &’(RY).

Trade-off between the Condition (b) and the search space 7. We have
chosen a very strong Condition (b), that is, each 3, ,, should belong to S(RY),
in order to allow for log-priors A to belong to the very large space S'(RY). If
we want to deal with variational families with less regular densities®, we would
have to shrink the search space of A.

Allowing improper priors. In Section 5.5, the solution « to Eqn. (8) is
an improper prior. If one wants a proper prior, one can add an L£? penalty
to the initial cosine penalty, which would impose Gaussian tails. But, it is
also possible to deal with improper priors in general, if we are certain that the
resulting variational posterior is a probability distribution. To allow improper
priors, one just needs to relax Corollary 1 by removing Condition (iv).

Beyond translation-invariant variational families. To prove Theorem
1, we have used the fact that the variational family (8, . ). is translation-

4Fortuin et al. (2022) have considered non-isotropic multivariate priors, but not non-
isotropic priors with diagonal covariance, which would be close to what we are doing.

5For instance, derivable only a finite number of times and with a polynomial decrease at
infinity.
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invariant: f5,,,(0) = Bo.,(0 — p) for all p,v,0. This condition allowed us
to formulate a part of the KL as a convolution between two functions, which
can be disentangled by using the Fourier transform: F,, [*_ A(60)B,.(0)d0 =
(]:A> ’ (}—ﬁo,u)'

But there are other ways to disentangle functions inside an integral, if we
assume different properties for the variational family. For instance, one can deal
with a scale-invariant variational family: 3, ,(0) = iﬁlyy(%) for all u,v, 0, and
with support included in R*. In this case, we can express the KL with a multi-
plicative convolution *, which can be disentangled by using the Mellin transform
M: first, transform the cross-entropy term into a multiplicative convolution:
fOOO A(0)B.(0)do = %fooo 0A(0)B1,.(1/0) % = ﬁ[(Id - A) % 81 ,](w), where Id
is the identity function and 3(0) = 5(1/6); second, apply the Mellin transform
M: M, [ fooo A(0)B,0(0)d0] = (M[Id - A]) - (Mp1,); third, use basic proper-
ties of M: (M [;° A(0)B.,(0)dO)(t+1) = (MA)(t+1)- (MpB,)(—t). Finally,
it is possible to isolate M A and recover A by using M~!. Then, one can rewrite
Theorem 1 and Corollary 1 with the appropriate formulas and hypotheses.

Heuristics for the prior and the penalty factor in the case of neural
networks. In Section 6, we showed how to combine our main theoretical re-
sults with usual initialization heuristics in neural networks to discover a heuristic
for the prior and the penalty factor. We showed the results of such heuristics in
a series of experiments, and we proposed a discussion about the “cold posterior
effect” (Wenzel et al., 2020) in variational inference. Notably, we suggest a spe-
cific choice of the prior distribution, which should be non-isotropic, and with a
variance over the weights of each layer depending on the input dimension of the
considered layer.

8 Conclusion

We have provided a theorem that bridges the gap between empirical penalties
and Bayesian priors when learning the distribution of the parameters of a model
through Variational Inference. This way, various regularization techniques can
be studied in a single Bayesian framework, and be seen as probability distribu-
tions. This unification of points of view is valuable on the theoretical side, since
it can be used to apply well-know theorems in variational inference, such as
results about convergence rates. Also, we have shown experimentally material
that such theoretical results can be used in practice to help tuning the hyper-
parameters, especially when the model exhibits some structure, such as neural
networks.
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