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Abstract

Numerous quantum algorithms operate under the assumption that classical data1

has already been converted into quantum states, a process termed Quantum State2

Preparation (QSP). However, achieving precise QSP requires a circuit depth that3

scales exponentially with the number of qubits, making it a substantial obstacle in4

harnessing quantum advantage. Recent research suggests using a Parameterized5

Quantum Circuit (PQC) to approximate a target state, offering a more scalable6

solution with reduced circuit depth compared to precise QSP. Despite this, the need7

for iterative updates of circuit parameters results in a lengthy runtime, limiting its8

practical application. To overcome this challenge, we introduce SuperEncoder,9

a pre-trained classical neural network model designed to directly estimate the10

parameters of a PQC for any given quantum state. By eliminating the need for11

iterative parameter tuning, SuperEncoder represents a pioneering step towards12

iteration-free approximate QSP.13

1 Introduction14

Quantum Computing (QC) leverages quantum mechanics principles to address classically intractable15

problems [47, 36]. Various quantum algorithms have been developed, encompassing quantum-16

enhanced linear algebra [15, 48, 45], Quantum Machine Learning (QML) [26, 19, 1, 33, 50, 3],17

quantum-enhanced partial differential equation solvers [31, 13], etc. A notable caveat is that those18

algorithms assume that classical data has been efficiently loaded into a specific quantum state, a19

process known as Quantum State Preparation (QSP).20

However, the realization of QSP presents significant challenges. Ideally, we expect each element of21

the classical data to be precisely transformed into an amplitude of the corresponding quantum state.22

This precise QSP is also known as Amplitude Encoding (AE). However, a critical yet unresolved23

problem of AE is that the required circuit depth grows exponentially with respect to the number of24

qubits [34, 41, 29, 46, 49]. Extensive efforts have been made to alleviate this issue, but they fail to25

address it fundamentally. For example, while some methods introduce ancillary qubits for shallower26

circuit [57, 56, 2], they may encounter an exponential number of ancillary qubits. Other methods aim27

at preparing special quantum states with lower circuit depth, being only effective for either sparse28

states [12, 32] or states with some special distributions [14, 17]. To summarize, realizing AE for29

arbitrary quantum states still remains non-scalable due to its exponential resource requirement with30

respect to the number of qubits. Moreover, in the Noisy Intermediate-Scale Quantum (NISQ) era [42],31

hardware has limited qubit lifetimes and confronts a high risk of decoherence errors when executing32

deep circuits, further exacerbating the problem of AE.33

In fact, precise QSP is unrealistic in the present NISQ era due to the inherent errors of quantum34

devices. Hence, iteration-based Approximate Amplitude Encoding (AAE) emerges as a promising35

technique [59, 35, 52]. Specifically, AAE constructs a quantum circuit with tunable parameters, then36
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it iteratively updates the parameters to approximate a target quantum state. Since the updating of37

parameters can be guided by states obtained from noisy devices, AAE is robust to noises, becoming38

especially suitable for NISQ applications. More importantly, AAE has been shown to have shallow39

circuit depth [35, 52], making it more scalable than AE.40
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Figure 1: Breakdown of normalized run-
time for QNN inference. Original data
are listed in Table 1.

Unfortunately, AAE possesses a drawback that signifi-41

cantly undermines its potential advantages — the lengthy42

runtime stemming from iterative optimizations of param-43

eters. For example, when a Quantum Neural Network44

(QNN) [3] is trained and deployed, the runtime of AAE45

dominates the inference time as we demonstrated in Fig. 1.46

Since loading classical data into quantum states becomes47

the bottleneck, the potential advantage of QNN dimin-48

ishes no matter how efficient the computations are done49

on quantum devices.50

Compared to AAE, AE employs a pre-defined arithmetic51

decomposition procedure to construct a circuit, thereby52

becoming much faster than AAE at runtime. Therefore,53

it is natural to ask: can we realize both fast and scalable54

methods for arbitrary QSP? This is precisely the question55

we tackle in this paper. Overall, we present three major56

contributions.57

• Given a Parameterized Quantum Circuit (PQC) U(θ) that approximates a target quantum state,58

with θ the parameter vector. We show that there exists a deterministic transformation f that could59

map an arbitrary state |d⟩ to its corresponding parameters θ. Consequently, the parameters can be60

designated by f without time-intensive iterations.61

• We show that the mapping f is learnable by utilizing a classical neural network model, which62

we term as SuperEncoder. With SuperEncoder, you can have your cake and eat it too, i.e.,63

simultaneously realizing fast and scalable QSP. We develop a prototype model and shed light on64

insights into its training methodology.65

• We verify the effectiveness of SuperEncoder on both synthetic dataset and representative down-66

stream tasks, paving the way toward iteration-free approximate quantum state preparation.67

2 Preliminaries68

In this section, we commence with some basic concepts about quantum computing [36], and then69

proceed to a brief retrospect of existing QSP methods.70

2.1 Quantum Computation71

We use Dirac notation throughout this paper. A pure quantum state is defined by a vector |·⟩ named72

‘ket’, with the unit length. A state can be written as |ψ⟩ =
∑N

j=1 αj |j⟩ with
∑

j |αj |2 = 1, where73

|j⟩ denotes a computational basis state and N represents the dimension of the complex vector74

space. Density operators describe more general quantum states. Given a mixture of m pure states75

{|ψi⟩}mi=1 with probabilities pi and
∑m

i pi = 1, the density operator ρ denotes the mixed state as76

ρ =
∑m

i=1 pi|ψi⟩⟨ψi| with Tr(ρ) = 1, where ⟨·| refers to the conjugate transpose of |·⟩. Generally,77

we use the term fidelity to describe the similarity between an erroneous quantum state and its78

corresponding correct state.79

The fundamental unit of quantum computation is the quantum bit, or qubit. A qubit’s state can be80

expressed as ψ = α|0⟩ + β|1⟩. Given n qubits, the state is generalized to |ψ⟩ =
∑2n

j |j⟩, where81

|j⟩ = |j1j2 · · · jn⟩ with jk the state of kth qubit in computational basis, and j =
∑n

k=1 2
n−kjk.82

Applying quantum operations evolves a system from one state to another. Generally, these operations83

can be categorized into quantum gates and measurements. Typical single-qubit gates include the84

Pauli gates X ≡ [ 0 1
1 0 ], Y ≡

[
0 −i
i 0

]
, Z ≡

[
1 0
0 −1

]
. These gates have associated rotation operations85

RP (θ) ≡ e−iθP/2, where θ is the rotation angle and P ∈ {X,Y, Z}1. Muti-qubit operations create86

1In this paper, Rz, Ry are equivalent to RZ , RY .
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entanglement between qubits, allowing one qubit to interfere with others. In this work, we focus on87

the controlled-NOT (CNOT) gate, with the mathematical form of CNOT ≡ |0⟩⟨0|⊗ I2+ |1⟩⟨1|⊗X .88

Quantum measurements extract classical information from quantum states, which is described by89

a collection {Mm} with
∑

mM†
mMm = I. Here, m refers to the measurement outcomes that may90

occur in the experiment, with a probability of p(m) = ⟨ψ|M†
mMm|ψ⟩. The post-measurement state91

of the system becomes Mm|ψ⟩/p(m).92

A quantum circuit is the graphical representation of a series of quantum operations, which can be93

mathematically represented by a unitary matrix U . In the NISQ era, PQC plays an important role94

as it underpins variational quantum algorithms [11, 39]. Typical PQC has the form of U(θ) =95 ∏
i Ui(θi)Vi, where θ is its parameter vector, Ui(θi) = e−iθiPi/2 with Pi denoting a Pauli gate, and96

Vi denotes a fixed gate such as CNOT. For example, a PQC composed of Ry gates and CNOT gates97

is depicted in Fig. 2.98

|0⟩ Ry(θ0) Ry(θ4)

|0⟩ Ry(θ1) Ry(θ5)

|0⟩ Ry(θ2) Ry(θ6)

|0⟩ Ry(θ3) Ry(θ7)

Block # 0 Block # 1

Approximated state of |d⟩

Figure 2: An example PQC with two blocks, with each block consisting of a rotation layer (filled
blue) plus an entangler layer (filled red).

2.2 Quantum State Preparation99

Successful execution of many quantum algorithms requires an initial step of loading classical data100

into a quantum state [5, 15], a process known as quantum state preparation. This procedure involves101

implementing a quantum circuit to evolve a system to a designated state. Here, we focus on amplitude102

encoding and formalize its procedure as follows. Let d be a real-valued N -dimensional classical103

vector, AE encodes d into the amplitudes of an n-qubit quantum state |d⟩, where N = 2n. More104

specifically, the data quantum state is represented by |d⟩ =
∑N−1

j=0 dj |j⟩, where dj denotes the jth105

element of the vector d, and |j⟩ refers to a computational basis state. The main objective is to generate106

a quantum circuit U that initializes an n-qubit system by U |0⟩⊗n =
∑N−1

j=0 αj |j⟩, whose amplitudes107

{αj} are equal to {dj}. It is widely recognized that constructing such a circuit generally necessitates108

a circuit depth that scales exponentially with n [34, 41]. This property makes AE impractical in109

current NISQ era, as decoherence errors [23] can severely dampen the effectiveness of AE as the110

number of qubits increases [52].111

In response to the inherent noisy nature of current devices, approximate amplitude encoding has112

emerged as a promising technique [59, 35, 52]. Specifically, AAE utilizes a PQC (a.k.a. ansatz) to113

approximate the target quantum state by iteratively updating the parameters of circuit, following114

a similar procedure of other variational quantum algorithms [39, 11]. AAE has been shown to be115

more advantageous for NISQ devices due to its ability to mitigate coherent errors through flexible116

adjustment of circuit parameters, coupled with its lower circuit depth [52]. We denote an ansatz as117

U(θ), where θ refers to a vector of tunable parameters for optimizations. A typical ansatz consists118

of several blocks of operations with the same structure. For example, a two-block ansatz with 4119

qubits is shown in Fig. 2, where the rotation layer is composed of single-qubit rotational gates120

Ry(θr) = e−iθrY/2, and the entangler layer comprises CNOT gates. Note that the entangler layer is121

configurable and hardware-native, which means that we can apply CNOT gates to physically adjacent122

qubits, thereby eliminating the necessity of additional SWAP gates to overcome the topological123

constraints [27]. This type of PQC is also known as hardware-efficient ansatz [20], being widely124

adopted in previous studies of AAE [59, 35, 52].125
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3 SuperEncoder126

3.1 Motivation127

Although AAE can potentially realize high fidelity QSP with O(poly(n)) circuit depth [35] with n128

the number of qubits, it requires repetitive online tuning of parameters to approximate the target129

state, which may result in an excessively long runtime that undermines its feasibility. Specifically, we130

could consider a simple application scenario in QML. The workflow with AAE is depicted in Fig. 3a.131

During the inference stage, we must iteratively update the parameters of the AAE ansatz for each132

input classical data vector, which may greatly dampen the performance. To quantify this impact, we133

measure the runtime of AAE-based data loading and the total runtime of model inference. As one can134

observe from Table 1, AAE dominates the runtime, thereby becoming the performance bottleneck.135

n TAAE (s) Ttotal − TAAE (s)
4 5.0086 0.0397
6 20.1810 0.0573
8 59.4193 0.0978

Table 1: Performance overhead of AAE. We break down the averaged inference runtime per sample
from the MNIST dataset. TAAE denotes time spent on loading classical data into quantum state using
AAE, and Ttotal refers to total runtime.

The necessity of time-intensive iterations is grounded in the following assumption — Given an136

arbitrary quantum state |ψ⟩, there does not exist a deterministic transformation f : |ψ⟩ → θ, where137

θ refers to the vector of parameters enabling a PQC to prepare an approximated state of |ψ⟩. This138

assumption seems intuitively correct given the randomness of target states. However, we argue that a139

universal mapping f exists for any arbitrary data state |ψ⟩. Taking a little thought of AE, we see that140

it implies the following conclusion: given an arbitrary state |ψ⟩, there exists an universal arithmetic141

decomposition procedure g : |ψ⟩ → U satisfying U |0⟩ = |ψ⟩. Inspired by this deterministic142

transformation, it is natural to ask: is there an universal transformation g′ : |ψ⟩ → U ′ satisfying143

E(U ′|0⟩, |ψ⟩) ≤ ϵ? Here E denotes the deviation between the prepared state by a circuit U ′ and the144

target state, and ϵ refers to certain acceptable error threshold. Since the structure of PQC in AAE145

is the same for any target state, U ′ is determined by θ. Then, the problem is reduced to exploring146

the existence of f : |ψ⟩ → θ. Should f exist, the overhead of online iterations could be eliminated,147

resulting in a novel QSP method being both fast and scalable.148
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(a) Inference process of AAE.
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(b) Inference process of SuperEncoder.

Figure 3: Comparison between AAE and SuperEncoder.
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3.2 Design Methodology149

Let |ψ⟩ be the target state, and U(θ) be the PQC used in AAE with θ the optimized parameters.150

Our goal is to develop a model, termed SuperEncoder, to approximate the mapping f : |ψ⟩ → θ.151

Referring back to the scenario in QML, the workflow with SuperEncoder becomes iteration-free, as152

depicted in Fig. 3b.153

Since neural networks could be used to approximate any continuous function [6], a natural solution is154

to use a neural network to approximate f . Specifically, we adopt a Multi-Layer Perceptron (MLP) as155

the backbone model for approximating f . However, training this model is nontrivial. Particularly, we156

find it challenging to design a proper loss function. In the remainder of this section, we explore three157

different designs and analyze their performance.158
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Figure 4: Virtualization of states generated by SuperEncoder trained with different loss functions. L2

is omitted as it produces very similar results to L3.

The first and most straightforward method is parameter-oriented training — setting the loss function159

L1 as the MSE between the target parameters θ from AAE and the output parameters θ̂ from160

SuperEncoder. To evaluate the performance of L1, we train a SuperEncoder using MNIST dataset,161

and test if it could load a test digit image into a quantum state with high fidelity. All images are162

downsampled and normalized into 4-qubit states for quick evaluation.163

L1 L2 L3

0.6208 0.9873 0.9908

Table 2: Fidelity comparison be-
tween SuperEncoders trained with
different loss functions.

Unfortunately, results in Table 2 show that L1 achieves poor164

performance. The average fidelity of prepared quantum states165

is only 0.6208. As demonstrated in Fig. 4, L1 generates a state166

that losses the patterns of the original state. Additionally, utiliz-167

ing L1 implies that we need to first generate target parameters168

using AAE, of which the long runtime hinders pre-training on169

larger datasets. Consequently, required is a more effective loss170

function design without involving AAE.171
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Figure 5: Convergence of dif-
ferent loss functions.

To address this challenge, we propose a state-oriented training172

methodology, which employs quantum states as targets to guide173

optimizations. Specifically, we may apply θ̂ to the circuit and exe-174

cute it to obtain the prepared state ψ̂. Then it is possible to calculate175

the difference between ψ̂ and ψ as the loss to optimize SuperEncoder.176

In contrast to parameter-oriented training, this approach applies to177

larger datasets as it decouples the training procedure from AAE. We178

utilize two different state-oriented metrics, the first being the MSE179

between ψ̂ and ψ, denoted as L2, and the second is the fidelity of180

ψ̂ relative to ψ, expressed as L3 = 1 − |⟨ψ̂|ψ⟩|2 [25]. Results in181

Table 2 show that L2 and L3 achieve remarkably higher fidelity than182

L1. Besides, we observe that L3 prepares a state very similar to the183

target one (Fig. 4), verifying that state-oriented training is more effective than parameter-oriented184

training.185

Landscape Analysis. To understand the efficacy of these loss functions, we further analyze their186

landscapes following previous studies [28, 40, 18]. To gain insight from the landscape, we plot Fig. 6187

using the same scale and color gradients [18]. Compared to state-oriented losses (L2 and L3), L1 has188

a largely flat landscape with non-decreasing minima, thus the model struggles to explore a viable189

path towards a lower loss value, a similar pattern can also be observed in Fig. 5. In contrast, L2190
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Figure 6: Landscape virtualization of different loss functions.

and L3 have much lower minima and successfully converge to smaller loss values. Furthermore, we191

observe from Fig. 6 that L3 has a wider minima than L2, which may indicate a better generalization192

capability [40].193

Gradient Analysis. Based on the landscape analysis, we adopt L3 as the loss function to train194

SuperEncoder. We note that L3 can be written as 1− ⟨ψ|ψ̂⟩⟨ψ̂|ψ⟩. If ρ̂ is a pure state, it is equivalent195

to |ψ̂⟩⟨ψ̂|. Then L3 is given by L3 = 1− ⟨ψ|ρ̂|ψ⟩.196

This re-formalization is important as only the mixed state ρ̂ could be obtained in noisy environments.197

Suppose an n-qubit circuit is parameterized by m parameters θ̂ = [θ̂1, . . . , θ̂k, . . . , θ̂m]. Let W be198

the weight matrix of MLP, with k, l the element indices. We analyze the gradient of L3 w.r.t. Wk,l to199

showcase its feasibility in different quantum computing environments.200

∇Wk,l
L3 =

∂L3

∂Wk,l
= −⟨ψ| ∂ρ̂

∂Wk,l
|ψ⟩

= −⟨ψ|


∑m

j=1
∂ρ̂1,1

∂θj

∂θj
∂Wk,l

· · ·
∑m

j=1
∂ρ̂1,N

∂θj

∂θj
∂Wk,l

...
. . .

...∑m
j=1

∂ρ̂N,1

∂θj

∂θj
∂Wk,l

· · ·
∑m

j=1
∂ρ̂N,N

∂θj

∂θj
∂Wk,l

 |ψ⟩,
(1)

The calculation of ∂θj
∂Wk,l

can be easily done on classical devices using backpropagation supported by201

automatic differentiation frameworks. Therefore, we only focus on ∂ρ̂i,j

∂θk
. In a simulation environ-202

ment, the calculation of ρ̂ is conducted via noisy quantum circuit simulation, which is essentially a203

series of tensor operations on state vectors. Therefore, the calculation of ∂ρ̂i,j

∂θk
is compatible with204

backpropagation. The situation on real devices becomes more complicated. On real devices, the205

mixed state ρ̂ is reconstructed through quantum tomography [7] based on classical shadow [55, 16].206

Here, for notion simplicity, we denote the process of classical shadow as a transformation S, and207

denote the measurement expectations of the ansatz as U(θ̂). Thus the reconstructed density ma-208

trix is given by ρ̂ = S(U(θ̂)). Then the gradient of ρ̂i,j with respect to θ̂k is
∑

u
∂ρ̂i,j

∂U(θ̂)

∂U(θ̂)

∂θ̂k
.209

Here ∂ρ̂i,j

∂U(θ̂)
can be efficiently calculated on classical devices using backpropagation, as S operates210

on expectation values on classical devices. However, U(θ̂) involves state evolution on quantum211

devices, where back-propagation is impossible due to the No-Cloning theorem [36]. Fortunately,212

it is possible to utilize the parameter shift rule [8, 4, 53] to calculate ∂U(θ̂)
∂θk

. In this way, the213

gradients of the circuit function U with respect to θj are ∂U(θ̂)
∂θk

= 1
2 (U(θ+)− U(θ−)), where214

θ+ = [θ1, . . . , θk + π
2 , . . . , θm], θ− = [θ1, . . . , θk − π

2 , . . . , θm]. To summarize, training SuperEn-215

coder with L3 is theoretically feasible on both simulators and real devices.216
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4 Numerical Results217

4.1 Experiment Setup218

Datasets. To train a SuperEncoder for arbitrary quantum states, we need a dataset comprising a wide219

range of quantum states with different distributions. To our knowledge, there is no dataset dedicated220

for this special purpose. A natural solution is to use readily available datasets from classical machine221

learning domains (e.g., ImageNet [9], Places [58], SQuAD [44]) by normalizing them to quantum222

states. However, QSP is essential in various application scenarios besides QML. The classical data to223

be loaded may not only contain natural images or languages but also contain arbitrary data (e.g., in224

HHL algorithm [15]). Therefore, we construct a training dataset adapted from FractalDB-60 [21] with225

60k samples, a formula-driven dataset originally designed for computer vision without any natural226

images. We also construct a separate dataset to test the performance of QSP, which consists of data227

sampled from different statistical distributions, including uniform, normal, log-normal, exponential,228

and Dirichlet distributions, with 3000 samples per distribution. Hereafter we refer this dataset as the229

synthetic dataset.230

Platforms. We implement SuperEncoder using PennyLane [34], PyTorch [37] and Qiskit [43].231

Simulations are done on a Ubuntu server with 768 GB memory, two 32-core Intel(R) Xeon(R) Silver232

4216 CPU with 2.10 GHz, and 2 NVIDIA A-100 GPUs. IBM quantum cloud platform2 is adopted to233

evaluate the performance on real quantum devices.234

Metrics. We evaluate SuperEncoder and compare it to AE and AAE in terms of runtime, scalability,235

and fidelity. Runtime refers to how long it takes to prepare a quantum state. Scalability refers to how236

the circuit depth grows with the number of qubits. Fidelity evaluates the similarity between prepared237

quantum states and target quantum states. Specifically, the fidelity for two mixed states given by238

density matrices ρ and ρ̂ is defined as F (ρ, ρ̂) = Tr
(√√

ρρ̂
√
ρ
)2 ∈ [0, 1]. A larger F indicates a239

better fidelity.240

Implementation. We implement SuperEncoder using an MLP consisting of two hidden layers.241

The dimensions of input and output layers are respectively set to 2n and m, where n refers to the242

number of qubits and m refers to the number of parameters. We adopt L3 as the loss function.243

Training data are down-sampled, flattened, and normalized to 2n-dimensional state vectors. We244

adopt the hardware efficient ansatz [20] (Fig. 2) as the backbone of quantum circuits and use the245

same structure for AAE. Given a target state, a pre-trained SuperEncoder model is invoked to246

generate parameters and thus the circuit for QSP. While for AAE, we employ online iterations for247

each state. For AE, the arithmetic decomposition method in PennyLane [34, 4] is adopted. We248

defer more details about implementation to Appendix A. Our framework is open-source at https:249

//anonymous.4open.science/r/SuperEncoder-A733 with detailed instructions to reproduce250

our results.251

4.2 Evaluation on Synthetic Dataset252

For simplicity and without loss of generality, we focus our discussion on the results of 4-qubit QSP253

tasks. The outcomes for larger quantum states are detailed in Appendix B.1. The parameters of both254

AAE and SuperEncoder are optimized based on ideal quantum circuit simulation.255

Runtime. The runtime and fidelity results, evaluated on the synthetic dataset, are presented in Table 3.256

We observe that SuperEncoder runs faster than AAE by orders of magnitudes and has a similar257

runtime to AE, affirming that SuperEncoder effectively overcomes the main drawback of AAE.258

AE AAE SuperEncoder
Fidelity Runtime Fidelity Runtime Fidelity Runtime

Uniform 0.9996 0.9731
Normal 0.9992 0.8201

Log-normal 0.9993 0.9421
Exponential 0.9996 0.9464

Dirichlet 0.9995 0.9737
Average 1.0000 0.0162 s 0.9994 5.0201 s 0.9310 0.0397 s

Table 3: Comparison between AE, AAE and SuperEncoder in terms of runtime and fidelity.

2https://quantum-computing.ibm.com/
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Figure 7: Comparison between AE, AAE, and SuperEncoder in terms of circuit depth and fidelity on
real devices.

Scalability. Although AE runs fast, it exhibits poor scalability since the circuit depth grows exponen-259

tially with the number of qubits. The depth of AAE is empirically determined by increasing depth260

until the final fidelity does not increase, same depth is adopted for SuperEncoder. We deter the details261

of determining the depth of AAE/SuperEncoder to Appendix A. As shown in Fig. 7a, the depth of262

AE grows fast and becomes much larger than AAE/SuperEncoder, e.g., the depth of AE for a 8-qubit263

state is 984, whereas the depth of AAE/SuperEncoder is only 120.264

. . .

. . .

. . .

. . .

Encoder Block U(ϕ0) U(ϕ1) U(ϕm)

AE AAE SuperEncoder
97.15% 98.01% 97.87%

Figure 8: Schematic of a QNN (above)
and test accuracies of QSP methods on
the QML task (below).

Fidelity. From Table 3, it is evident that SuperEncoder ex-265

periences notable fidelity degradation when compared with266

AAE and AE. Specifically, the average fidelity of SuperEn-267

coder is 0.9307, whereas AAE and AE achieve higher av-268

erage fidelities of 0.9994 and 1.0, respectively. Note that,269

although AE demonstrates the highest fidelity under ideal270

simulation, its performance deteriorates significantly in271

noisy environments. Fig. 7b presents the performance of272

these three QSP methods on quantum states with 4, 6, and273

8 qubits on the ibm_osaka machine. While the fidelity274

of AE is higher than AAE/SuperEncoder on the 4-qubit275

and 6-qubit states, its fidelity on the 8-qubit state is only276

0.0049, becoming much lower than AAE/SuperEncoder.277

This decline is primarily attributed to its large circuit depth as shown in Fig. 7a.278

4.3 Application to Downstream Tasks279

q0 :

QSP

QPE QPE inv

q1 :

q2 :

q3 :

q4 :

R

q5 :

q6 :

q7 :

q8 :

q9 :

a0 :

a1 :

a2 :

q10 :

Figure 9: Schematic of HHL.

Quantum Machine Learning. We first apply SuperEncoder to280

a QML task. MNIST dataset is adopted for demonstration, we281

extract a sub-dataset composed on digits 3 and 6 for evaluation.282

The quantum circuit that implements a QNN is depicted in Fig. 8,283

which consists of an encoder block and m entangler layers. Here284

the encoder block is implemented via QSP circuits, either AE, AAE,285

or SuperEncoder, of which the parameters are frozen during the286

training of QNN. The test results are shown in Fig. 8, we observe287

that SuperEncoder achieves similar performance with AAE and AE.288

The reason lies in the fact that classification tasks can be robust to289

noises. Consequently, approximate QSP (AAE and SuperEncoder)290

with a certain degree of fidelity loss is tolerable.291

HHL Algorithm. Besides QML, quantum-enhanced linear algebra292

algorithms are another important set of applications that heavily rely293

on QSP. The most famous algorithm is the HHL algorithm [15]. The294

problem can be defined as, given a matrix A ∈ CN×N , and a vector b ∈ CN , find x ∈ CN satisfying295

Ax = b. A typical implementation of HHL utilizes the circuit depicted in Fig. 9. The outline of296

HHL is as follows. (i) Apply a QSP circuit to prepare the quantum state |b⟩. (ii) Apply Quantum297

Phase Estimation [10] (QPE) to estimate the eigenvalue of A (iii) Apply conditioned rotation gates298

on ancillary qubits based on the eigenvalues (R). (iv) Apply an inverse QPE (QPE_inv) and measure299

the ancillary qubits to reconstruct the solution vector x. Note that, HHL does not return the solution x300

itself, but rather an approximation of the expectation value of some operator M associated with x, e.g.,301
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x†Mx. Here, we adopt an optimized version of HHL proposed by Vazquez et al. [51] for evaluation.302

To compare the performance between different QSP methods, we construct linear equations with303

fixed matrix A and operator M, while we sample different vectors from our synthetic dataset as b.304

Results are concluded in Table 4. Unlike QML, HHL expects precise QSP, thus we take the results305

from AE as the ground truth values and compare the relative error between AAE/SuperEncoder and306

AE. The relative error of SuperEncoder is 2.4094%, while the error of AAE is only 0.3326%.307

4.4 Discussion and Future Work308

AE AAE SuperEncoder
b0 0.7391 0.7404 0.7355
b1 0.7449 0.7445 0.7544
b2 0.7492 0.7469 0.8134
b3 0.7164 0.7099 0.7223
b4 0.7092 0.7076 0.7155

Avg err 0.3326% 2.4094%

Table 4: Performance of different QSP
methods in HHL algorithm. ‘Avg err’ de-
notes the average relative errors between
AAE/SuperEncoder and AE.

The results of our evaluation can be concluded in two folds.309

(i) SuperEncoder effectively eliminates the iteration over-310

head of AAE, thereby becoming both fast and scalable.311

However, it has a notable degradation in fidelity. (ii) The312

impact of fidelity degradation varies across different down-313

stream applications. For QML, the fidelity degradation is314

affordable as long as the prepared states are distinguish-315

able across different classes. However, algorithms like316

HHL rely on precise QSP to produce the best result. In317

these algorithms, SuperEncoder suffers from higher error318

ratio than AAE.319

Note that, the current evaluation results may not reflect the320

actual performance of SuperEncoder on real NISQ devices.321

Recent work has shown that AAE achieves significantly better fidelity than AE does [52]. This is due322

to the intrinsic noise awareness of AAE, as it could obtain states from noisy devices to guide updating323

parameters with better robustness. In essence, the proposed SuperEncoder possesses the same nature324

as AAE. Unfortunately, although the noise-robustness of AAE can be evaluated on a small set of test325

samples, it is difficult to perform noise-aware training for SuperEncoder as it requires a large dataset326

for pre-training. Consequently, SuperEncoder relies on huge amounts of interactions with noisy327

devices, thereby becoming extremely time-consuming. As a result, the effectiveness of SuperEncoder328

in noisy environments remains largely unexplored, which we leave for future exploration. More329

discussion about this perspective is in Appendix C.330

5 Related Work331

Besides QSP, there are other methods for loading classical data into quantum states. These methods332

can be roughly regarded as quantum feature embedding primarily used in QML, which maps classical333

data to a completely different distribution encoded in quantum states. A widely used embedding334

method is known as angle embedding. Li et al. have proven that this method has a concentration issue,335

which means that the encoded states may become indistinguishable as the circuit depth increases [26].336

Lei et al. proposed an automatic design framework for efficient quantum feature embedding, resolving337

the issue of concentration [24]. The central idea of this framework is to search for the most efficient338

circuit architecture for a given classical input, which is also known as Quantum Architecture Search339

(QAS) [38, 30, 54]. While the application scenario of quantum feature embedding is largely limited340

to QML, QSP has broader usage in general quantum applications, distinguishing SuperEncoder from341

all aforementioned work.342

6 Conclusion343

In this work, we propose SuperEncoder, a neural network-based QSP framework. Instead of iteratively344

tuning the circuit parameters to approximate each quantum state, as is done in AAE, we adopt a345

different approach by directly learning the relationship between target quantum states and the required346

circuit parameters. SuperEncoder combines the scalable circuit architecture of AAE with the fast347

runtime of AE, as verified by a comprehensive evaluation on both synthetic dataset and downstream348

applications.349
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The structure of our Appendix is as follows. Appendix A provides more details of implementing504

SuperEncoder. Appendix B provides additional numerical results to illustrate the impact of state505

sizes, model architectures, and training datasets. Appendix C analyzes the estimated runtime of506

training SuperEncoder on real devices.507

A Implementation Details508

In this section, we elaborate the missing details of SuperEncoder in the main text.509

The overarching workflow of SuperEncoder is illustrated in Fig. 10. The target quantum states are510

input to the MLP model. Then, the MLP model generates predicted parameters based on the target511

states. Afterwards, the parameters are applied to the PQC to obtain the prepared quantum states.512

Finally, we calculate the loss based on the prepared states and target states and optimize the weights513

of MLP through backpropagation.514

Target State

MLP

Circuit Parameters

PQC

Prepared State

Loss

Figure 10: Detailed workflow of SuperEncoder.

The settings of MLP and PQC are as follows.515

MLP. As listed in Table 5, we implement a two-layer MLP. Each layer consists of 512 neurons. We516

employ Tanh as the activation functions since θ represents the angles of rotation gates, ranging from517

−π to π.518

Linear Input (batch_size, 2n)
Output (batch_size, 512)

Tanh Input (batch_size, 512)
Output (batch_size, 512)

Linear Input (batch_size, 512)
Output (batch_size, dim(θ))

Tanh Input (batch_size, dim(θ))
Output (batch_size, dim(θ))

Table 5: MLP based SuperEncoder. n refers to the number of qubits. θ denotes the parameter vector.

PQC. The circuit structure is the same with the one depicted in Fig. 2, except that the number of519

blocks is determined dynamically through empirical examinations. Specifically, we utilize AAE to520

approximate a target state while increasing the number of blocks. The number of blocks is designated521

when the resulting state fidelity no longer increases. For example, Fig. 11 demonstrates how fidelity522

changes while increasing the number of blocks. As one can observe, the fidelity converges when the523

number of layers is larger than 8. Hence, the number of layers is set to be 8 for 4-qubit quantum524

states. We follow the same procedure to set the number of blocks for other state sizes. Each block525

has the same structure, consisting of a rotation layer and an entangler layer. Given an n-qubit system,526

a rotation layer comprises n Ry gates, each operating on a distinct qubit. The entangler layer is527

composed of two CNOT layers. The first CNOT layer applies CNOT gates to {(q0, q1), (q2, q3), . . . },528

and the second CNOT layer applies CNOT gates to {(q1, q2), (q3, q4), . . . }. Hence, the depth of529
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a block is 3. Let l be the number of blocks; then the dimension of the parameter vector is given530

by dim(θ) = n × l, and the depth of AAE/SuperEncoder is 3 × l. We conclude the settings of531

AAE/SuperEncoder used throughout this study in Table 6.532

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Number of Blocks

0.2

0.4

0.6

0.8

1.0

F
id

el
it

y

Figure 11: Fidelity vs. # blocks for 4-qubit states using AAE.

Number of Qubits 4 6 8
Number of Blocks 8 20 40
Depth 24 60 120

Table 6: Number of blocks and corresponding depth of AAE/SuperEncoder.

The hyperparameters for training SuperEncoder and optimizing AAE are as follows.533

Training Hyperparameters for SuperEncoder. Throughout our experiments, the number of epochs534

are consistently set to be 10. For 4-qubit states, we set bath_size to 32, while we set it 64 for535

6-qubit and 8-qubit states. We adopt Adam optimizer [22] with a learning rate of 3e-3 and a weight536

decay of 1e-5.537

Hyperparameters for AAE. To optimize the parameters of AAE, we also use the Adam optimizer,538

with a learning rate of 1e-2 and zero weight decay. For all quantum states, we train the AAE for 100539

steps.540

B More Numerical Results541

B.1 Results on Larger Quantum States542

In line with the main text, we train the SuperEncoder for 6-qubit and 8-qubit quantum states using543

FractalDB-60 as the training dataset. Then we evaluate the performance of SuperEncoder on the544

synthetic test datasets. As shown in Table 7, the average fidelity on 6-qubit and 8-qubit states are545

0.8655 and 0.7624 respectively. In Appendix B.2, B.3, we discuss potential optimizations to alleviate546

this performance degradation.547

Dataset n = 4 n = 6 n = 8
Uniform 0.9731 0.9254 0.8648
Normal 0.8201 0.7457 0.6075

Log-normal 0.9421 0.8575 0.7122
Exponential 0.9464 0.8757 0.7613

Dirichlet 0.9737 0.9232 0.8663
Avg 0.9310 0.8655 0.7624

Avg-AAE 0.9994 0.9964 0.9910
Table 7: Performance evaluation on larger quantum states (6-qubit and 8-qubit). The last separate
row shows the results of AAE for comparison.
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B.2 Impact of Model Architecture548

As a preliminary investigation, the optimal model architecture for SuperEncoder still requires further549

exploration. Currently, we have set the size of the hidden units at a constant 512 (Table 5). However,550

as the number of qubits, n, increases, a wider network architecture may become necessary. To551

showcase the impact of model width, we adjust the size to 4× 2n for 6-qubit states and 16× 2n for552

8-qubit states, and compare their performance with the original settings, as shown in Table 8. As553

evident from the results, this simple adjustment significantly enhances the fidelity of SuperEncoder,554

suggesting that there is substantial potential to boost SuperEncoder’s performance by developing a555

more tailored network architecture.556

n = 6 n = 8
Dataset h = 512 h = 4× 26 h = 512 h = 16×28

Uniform 0.9254 0.9267 0.8648 0.8821
Normal 0.7457 0.7580 0.6075 0.6401

Log-normal 0.8575 0.8608 0.7122 0.7294
Exponential 0.8757 0.8732 0.7613 0.7781

Dirichlet 0.9232 0.9261 0.8663 0.8805
Avg 0.8655 0.8690 0.7624 0.7820

Table 8: Impact of increasing network width. Here h refers to the size of hidden units.

B.3 Impact of Training Datasets557

In addition to refining the model architecture, the development of a specially designed dataset for558

pre-training SuperEncoder is essential. Currently, the dataset utilized is FractalDB [21], which is559

originally designed for computer vision tasks. However, given the wide range of applications of QSP,560

there is a need to accommodate diverse types of classical data from various domains. Therefore, how561

to create a comprehensive dataset that could fully unleash the potential of SuperEncoder remains an562

open question. While developing a pre-trained model that performs well in all kinds of applications563

may be challenging, we advocate for a strategy that combines pre-training with fine-tuning for the564

practical deployment of SuperEncoder, similar to the approach used with foundation models in565

classical machine learning. To substantiate this approach, we have compiled a separate dataset that566

encompasses a variety of statistical distributions not limited to those utilized for evaluation (but with567

different settings). As demonstrated in Table 9, after fine-tuning, the performance of SuperEncoder568

improves by approximately 0.03.569

Dataset Pre-training Pre-training+Finetuning
Uniform 0.9731 0.9909
Normal 0.8201 0.8879

Log-normal 0.9421 0.9717
Exponential 0.9464 0.9729

Dirichlet 0.9737 0.9903
Avg 0.9310 0.9627

Table 9: Fidelity improvements after fine-tuning SuperEncoder using a dataset consisting of different
distributions.

C Runtime Estimation for Training on Real Devices570

Although we have theoretically analyzed the feasibility of training SuperEncoder using states from571

real devices (Section 3.2), its practical implementation poses significant challenges. Specifically,572

state-of-the-art quantum tomography techniques, such as classical shadow [55, 16], require numerous573

snapshots, each measuring a distinct observable.574

To train SuperEncoder, each sample in the training dataset necessitates one classical shadow to obtain575

the prepared state. For instance, with the FractalDB-60 dataset, one training epoch requires 60,000576

classical shadows. Our experiments on the IBM cloud platform reveal an average runtime of 3.02577
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seconds per circuit job excluding queuing time. Suppose the number of snapshots is 1000, then the578

total runtime to train SuperEncoder for 10 epochs is about 1,812,000,000 seconds3, roughly 57 years,579

making the process prohibitively expensive and time-consuming.580

However, quantum tomography is under active investigation, and we expect more efficient techniques581

to emerge for acquiring noisy quantum states from real devices. Additionally, with the advancement582

of quantum computing system, future systems may have tightly integrated quantum-classical hetero-583

geneous architectures (shorter runtime per job) while being capable of executing numerous quantum584

circuits in parallel (jobs within a classical shadow can execute in parallel). Hence, we anticipate the585

training of SuperEncoder to be feasible in the future.586

310× 1000× 60000× 3.02
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NeurIPS Paper Checklist587

1. Claims588

Question: Do the main claims made in the abstract and introduction accurately reflect the589

paper’s contributions and scope?590

Answer: [Yes]591

Justification: This work aims at training-free approximate quantum state preparation. As592

claimed in the abstract and introduction.593

Guidelines:594

• The answer NA means that the abstract and introduction do not include the claims595

made in the paper.596

• The abstract and/or introduction should clearly state the claims made, including the597

contributions made in the paper and important assumptions and limitations. A No or598

NA answer to this question will not be perceived well by the reviewers.599

• The claims made should match theoretical and experimental results, and reflect how600

much the results can be expected to generalize to other settings.601

• It is fine to include aspirational goals as motivation as long as it is clear that these goals602

are not attained by the paper.603

2. Limitations604

Question: Does the paper discuss the limitations of the work performed by the authors?605

Answer: [Yes]606

Justification: SuperEncoder sacrifices fidelity, as discussed in Section 4.4.607

Guidelines:608

• The answer NA means that the paper has no limitation while the answer No means that609

the paper has limitations, but those are not discussed in the paper.610

• The authors are encouraged to create a separate "Limitations" section in their paper.611

• The paper should point out any strong assumptions and how robust the results are to612

violations of these assumptions (e.g., independence assumptions, noiseless settings,613

model well-specification, asymptotic approximations only holding locally). The authors614

should reflect on how these assumptions might be violated in practice and what the615

implications would be.616

• The authors should reflect on the scope of the claims made, e.g., if the approach was617

only tested on a few datasets or with a few runs. In general, empirical results often618

depend on implicit assumptions, which should be articulated.619

• The authors should reflect on the factors that influence the performance of the approach.620

For example, a facial recognition algorithm may perform poorly when image resolution621

is low or images are taken in low lighting. Or a speech-to-text system might not be622

used reliably to provide closed captions for online lectures because it fails to handle623

technical jargon.624

• The authors should discuss the computational efficiency of the proposed algorithms625

and how they scale with dataset size.626

• If applicable, the authors should discuss possible limitations of their approach to627

address problems of privacy and fairness.628

• While the authors might fear that complete honesty about limitations might be used by629

reviewers as grounds for rejection, a worse outcome might be that reviewers discover630

limitations that aren’t acknowledged in the paper. The authors should use their best631

judgment and recognize that individual actions in favor of transparency play an impor-632

tant role in developing norms that preserve the integrity of the community. Reviewers633

will be specifically instructed to not penalize honesty concerning limitations.634

3. Theory Assumptions and Proofs635

Question: For each theoretical result, does the paper provide the full set of assumptions and636

a complete (and correct) proof?637

Answer: [Yes]638
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Justification: All these necessary contents for theoretical results are included in Section 3.2.639

Guidelines:640

• The answer NA means that the paper does not include theoretical results.641

• All the theorems, formulas, and proofs in the paper should be numbered and cross-642

referenced.643

• All assumptions should be clearly stated or referenced in the statement of any theorems.644

• The proofs can either appear in the main paper or the supplemental material, but if645

they appear in the supplemental material, the authors are encouraged to provide a short646

proof sketch to provide intuition.647

• Inversely, any informal proof provided in the core of the paper should be complemented648

by formal proofs provided in appendix or supplemental material.649

• Theorems and Lemmas that the proof relies upon should be properly referenced.650

4. Experimental Result Reproducibility651

Question: Does the paper fully disclose all the information needed to reproduce the main ex-652

perimental results of the paper to the extent that it affects the main claims and/or conclusions653

of the paper (regardless of whether the code and data are provided or not)?654

Answer: [Yes]655

Justification: Our code is open-source with instructions to reproduce our results, as described656

in Section 4.1. We also describe the details of experiment settings in Appendix A.657

Guidelines:658

• The answer NA means that the paper does not include experiments.659

• If the paper includes experiments, a No answer to this question will not be perceived660

well by the reviewers: Making the paper reproducible is important, regardless of661

whether the code and data are provided or not.662

• If the contribution is a dataset and/or model, the authors should describe the steps taken663

to make their results reproducible or verifiable.664

• Depending on the contribution, reproducibility can be accomplished in various ways.665

For example, if the contribution is a novel architecture, describing the architecture fully666

might suffice, or if the contribution is a specific model and empirical evaluation, it may667

be necessary to either make it possible for others to replicate the model with the same668

dataset, or provide access to the model. In general. releasing code and data is often669

one good way to accomplish this, but reproducibility can also be provided via detailed670

instructions for how to replicate the results, access to a hosted model (e.g., in the case671

of a large language model), releasing of a model checkpoint, or other means that are672

appropriate to the research performed.673

• While NeurIPS does not require releasing code, the conference does require all submis-674

sions to provide some reasonable avenue for reproducibility, which may depend on the675

nature of the contribution. For example676

(a) If the contribution is primarily a new algorithm, the paper should make it clear how677

to reproduce that algorithm.678

(b) If the contribution is primarily a new model architecture, the paper should describe679

the architecture clearly and fully.680

(c) If the contribution is a new model (e.g., a large language model), then there should681

either be a way to access this model for reproducing the results or a way to reproduce682

the model (e.g., with an open-source dataset or instructions for how to construct683

the dataset).684

(d) We recognize that reproducibility may be tricky in some cases, in which case685

authors are welcome to describe the particular way they provide for reproducibility.686

In the case of closed-source models, it may be that access to the model is limited in687

some way (e.g., to registered users), but it should be possible for other researchers688

to have some path to reproducing or verifying the results.689

5. Open access to data and code690

Question: Does the paper provide open access to the data and code, with sufficient instruc-691

tions to faithfully reproduce the main experimental results, as described in supplemental692

material?693
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Answer: [Yes]694

Justification: See Section 4.1.695

Guidelines:696

• The answer NA means that paper does not include experiments requiring code.697

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/698

public/guides/CodeSubmissionPolicy) for more details.699

• While we encourage the release of code and data, we understand that this might not be700

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not701

including code, unless this is central to the contribution (e.g., for a new open-source702

benchmark).703

• The instructions should contain the exact command and environment needed to run to704

reproduce the results. See the NeurIPS code and data submission guidelines (https:705

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.706

• The authors should provide instructions on data access and preparation, including how707

to access the raw data, preprocessed data, intermediate data, and generated data, etc.708

• The authors should provide scripts to reproduce all experimental results for the new709

proposed method and baselines. If only a subset of experiments are reproducible, they710

should state which ones are omitted from the script and why.711

• At submission time, to preserve anonymity, the authors should release anonymized712

versions (if applicable).713

• Providing as much information as possible in supplemental material (appended to the714

paper) is recommended, but including URLs to data and code is permitted.715

6. Experimental Setting/Details716

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-717

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the718

results?719

Answer: [Yes]720

Justification: We illustrate the experimental settings in Section 4.1, and provides additional721

details in Appendix A.722

Guidelines:723

• The answer NA means that the paper does not include experiments.724

• The experimental setting should be presented in the core of the paper to a level of detail725

that is necessary to appreciate the results and make sense of them.726

• The full details can be provided either with the code, in appendix, or as supplemental727

material.728

7. Experiment Statistical Significance729

Question: Does the paper report error bars suitably and correctly defined or other appropriate730

information about the statistical significance of the experiments?731

Answer: [No]732

Justification: Throughout our experiments, we set the random seed to be fixed for all libraries733

we used.734

Guidelines:735

• The answer NA means that the paper does not include experiments.736

• The authors should answer "Yes" if the results are accompanied by error bars, confi-737

dence intervals, or statistical significance tests, at least for the experiments that support738

the main claims of the paper.739

• The factors of variability that the error bars are capturing should be clearly stated (for740

example, train/test split, initialization, random drawing of some parameter, or overall741

run with given experimental conditions).742

• The method for calculating the error bars should be explained (closed form formula,743

call to a library function, bootstrap, etc.)744

• The assumptions made should be given (e.g., Normally distributed errors).745
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• It should be clear whether the error bar is the standard deviation or the standard error746

of the mean.747

• It is OK to report 1-sigma error bars, but one should state it. The authors should748

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis749

of Normality of errors is not verified.750

• For asymmetric distributions, the authors should be careful not to show in tables or751

figures symmetric error bars that would yield results that are out of range (e.g. negative752

error rates).753

• If error bars are reported in tables or plots, The authors should explain in the text how754

they were calculated and reference the corresponding figures or tables in the text.755

8. Experiments Compute Resources756

Question: For each experiment, does the paper provide sufficient information on the com-757

puter resources (type of compute workers, memory, time of execution) needed to reproduce758

the experiments?759

Answer: [Yes]760

Justification: We describe the computer resources used in this paper in Section 4.1.761

Guidelines:762

• The answer NA means that the paper does not include experiments.763

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,764

or cloud provider, including relevant memory and storage.765

• The paper should provide the amount of compute required for each of the individual766

experimental runs as well as estimate the total compute.767

• The paper should disclose whether the full research project required more compute768

than the experiments reported in the paper (e.g., preliminary or failed experiments that769

didn’t make it into the paper).770

9. Code Of Ethics771

Question: Does the research conducted in the paper conform, in every respect, with the772

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?773

Answer: [Yes]774

Justification: We have read the code of ethics and followed its requirements.775

Guidelines:776

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.777

• If the authors answer No, they should explain the special circumstances that require a778

deviation from the Code of Ethics.779

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-780

eration due to laws or regulations in their jurisdiction).781

10. Broader Impacts782

Question: Does the paper discuss both potential positive societal impacts and negative783

societal impacts of the work performed?784

Answer: [NA]785

Justification: This work has no societal impact.786

Guidelines:787

• The answer NA means that there is no societal impact of the work performed.788

• If the authors answer NA or No, they should explain why their work has no societal789

impact or why the paper does not address societal impact.790

• Examples of negative societal impacts include potential malicious or unintended uses791

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations792

(e.g., deployment of technologies that could make decisions that unfairly impact specific793

groups), privacy considerations, and security considerations.794
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• The conference expects that many papers will be foundational research and not tied795

to particular applications, let alone deployments. However, if there is a direct path to796

any negative applications, the authors should point it out. For example, it is legitimate797

to point out that an improvement in the quality of generative models could be used to798

generate deepfakes for disinformation. On the other hand, it is not needed to point out799

that a generic algorithm for optimizing neural networks could enable people to train800

models that generate Deepfakes faster.801

• The authors should consider possible harms that could arise when the technology is802

being used as intended and functioning correctly, harms that could arise when the803

technology is being used as intended but gives incorrect results, and harms following804

from (intentional or unintentional) misuse of the technology.805

• If there are negative societal impacts, the authors could also discuss possible mitigation806

strategies (e.g., gated release of models, providing defenses in addition to attacks,807

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from808

feedback over time, improving the efficiency and accessibility of ML).809

11. Safeguards810

Question: Does the paper describe safeguards that have been put in place for responsible811

release of data or models that have a high risk for misuse (e.g., pretrained language models,812

image generators, or scraped datasets)?813

Answer: [NA]814

Justification: This paper poses no such risks as our released model and datasets are only815

able to be used for quantum state preparation.816

Guidelines:817

• The answer NA means that the paper poses no such risks.818

• Released models that have a high risk for misuse or dual-use should be released with819

necessary safeguards to allow for controlled use of the model, for example by requiring820

that users adhere to usage guidelines or restrictions to access the model or implementing821

safety filters.822

• Datasets that have been scraped from the Internet could pose safety risks. The authors823

should describe how they avoided releasing unsafe images.824

• We recognize that providing effective safeguards is challenging, and many papers do825

not require this, but we encourage authors to take this into account and make a best826

faith effort.827

12. Licenses for existing assets828

Question: Are the creators or original owners of assets (e.g., code, data, models), used in829

the paper, properly credited and are the license and terms of use explicitly mentioned and830

properly respected?831

Answer: [Yes]832

Justification: We use an open-source dataset FractalDB, we cite the original paper and833

indicates the version we use in Section 4.1.834

Guidelines:835

• The answer NA means that the paper does not use existing assets.836

• The authors should cite the original paper that produced the code package or dataset.837

• The authors should state which version of the asset is used and, if possible, include a838

URL.839

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.840

• For scraped data from a particular source (e.g., website), the copyright and terms of841

service of that source should be provided.842

• If assets are released, the license, copyright information, and terms of use in the843

package should be provided. For popular datasets, paperswithcode.com/datasets844

has curated licenses for some datasets. Their licensing guide can help determine the845

license of a dataset.846
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• For existing datasets that are re-packaged, both the original license and the license of847

the derived asset (if it has changed) should be provided.848

• If this information is not available online, the authors are encouraged to reach out to849

the asset’s creators.850

13. New Assets851

Question: Are new assets introduced in the paper well documented and is the documentation852

provided alongside the assets?853

Answer: [Yes]854
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repository, we have included a README file with detailed descriptions.856
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asset is used.863

• At submission time, remember to anonymize your assets (if applicable). You can either864

create an anonymized URL or include an anonymized zip file.865

14. Crowdsourcing and Research with Human Subjects866

Question: For crowdsourcing experiments and research with human subjects, does the paper867

include the full text of instructions given to participants and screenshots, if applicable, as868

well as details about compensation (if any)?869

Answer: [NA]870

Justification: This paper does not involve crowdsourcing nor research with human subjects.871
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• The answer NA means that the paper does not involve crowdsourcing nor research with873

human subjects.874

• Including this information in the supplemental material is fine, but if the main contribu-875

tion of the paper involves human subjects, then as much detail as possible should be876

included in the main paper.877

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,878

or other labor should be paid at least the minimum wage in the country of the data879

collector.880

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human881

Subjects882
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such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)884

approvals (or an equivalent approval/review based on the requirements of your country or885

institution) were obtained?886
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