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ABSTRACT

One-shot object detection (OSOD) aims at detecting all instances that are con-
sistent with the category of the single reference image. OSOD achieves object
detection by comparing the query image and the reference image. We observe
that the essential problem behind the limited performance of OSOD is that OSOD
generates a lot of false positives due to its poor classification ability. This pa-
per analyzes the serious false positive problem in OSOD and proposes a Focus
on Classification One-Shot Object Detection (FOC OSOD) framework, which is
improved in two important aspects: (1) classification cascade head with the fixed
IoU threshold can enhance the robustness of classification by comparing multi-
ple close regions; (2) classification region deformation on the query feature and
the reference feature to obtain a more effective comparison region. Without bells
and whistles, a single FOC obtains 1.8% AP and 1.3% AP improvement on the
seen classes and the unseen classes over a Siamese Faster R-CNN baseline on the
MS-COCO dataset in the one-shot setting. The code will be available.

1 INTRODUCTION

In recent years, object detection methods based on convolutional neural networks(25} [2) have
achieved great success. However, this success relies on a large training dataset with laborious la-
belings, such as MS-COCO(19), which can only detect the categories annotated in the training set.
This makes the general object detection methods difficult to extend new object categories. For one
thing, it is time-consuming to perform the much annotation work and errors often exist during the
labeling; for another, it is difficult to collect a large number of images of new categories in some
special scenes. Therefore, it is valuable and necessary to enable the model to detect the unseen
category when only a small number of images are provided.

The previous works(215 [17) use siamese structure(S; [15) to this task, where SiamMask(21)) attains
this by adding a matching layer to Mask R-CNN(10), CoAE(17) uses the non-local(29) and co-
excitation(13) to enhance the correlation between the reference feature and the query feature. To
the best of our knowledge, the false positive problem in one-shot obeject detection (OSOD) has not
been studied.

In this paper, through the preliminary experiments, we find that when the classification branch does
not introduce the reference feature information, it can cause more obvious performance degrada-
tion due to more false positives detected than the regression branch without the reference feature
information. The above observation stimulates our work to improve the classification power of the
OSOD. A Focus on Classification One-Shot Object Detection (FOC OSOD) framework is presented
in this paper, where a classification cascade head is designed to enhance the robustness of classifi-
cation by comparing multiple close regions. Instead of training the detector of the next stage higher
IoU threshold(2)), we use the fixed IoU threshold in different stages. Moreover, the detector needs to
know which candidate regions in the query image and the reference image are more effective to be
compared. We propose the classification region deformation on the query feature and the reference
feature that obtains the more effective comparison region. Experiments show that a single FOC
achieves an increase in the seen classes and the unseen classes, 1.8% AP and 1.3% AP respectively,
over a Siamese Faster R-CNN baseline on MS-COCO dataset in the one-shot setting.

The main contributions of this work can be summarized as follows:
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o As far as we know, it is the first work to discuss the false positive problem in OSOD.

e To solve the problem, we propose a FOC OSOD framework. To be specific, we present
the classification cascade head with the fixed IoU threshold, and the classification region
deformation on the query feature and the reference feature to improve the classification
power.

e Extensive experiments demonstrate that our method outperforms the previous state-of-the-
art counterparts on PASCAL VOC(8) and MS-COCO datasets. Moreover, ours improves
by 1.8% AP and 1.3% AP on the seen classes and the unseen classes over a Siamese Faster
R-CNN baseline on the MS-COCO dataset.

2 RELATED WORK

2.1 FEW-SHOT OBJECT DETECTION

Few-shot object detection aims to recognize novel objects given several or even one reference im-
age, which is challenging. In recent years, some work has focused on this task. LSTD(3)) builds a
detector that fine-tunes on the target domain by transferring knowledge and background depression
regularizations from the source and target datasets. RepMet(26) applies the distance metric learn-
ing into the Rol classification head in the detector to map the objects to the embedding space. All
the above-mentioned methods need to fine-tune in the target datasets. CompNet(32) compares the
reference and query features with the learnable metric to optimize the non-linear conditional prob-
ability. CoAE(12) uses the non-local operation(29) and the squeeze-and-co-excitation scheme(13)
to explore the correlated feature in the reference and query. FSOD(9) introduces depth-wise convo-
lution to get the attention feature map in the RPN phase and proposes the multi-relation detector to
model different relationships in the R-CNN phase. (17) adopts a first stage Matching-FCOS network
to increase the recall and a second stage structure-aware relation module to improve the precision.
0S2D(22) presents dense correlation matching of local features and performs spatial alight and bi-
linear resampling to compute the detection score. (30) highlights the importance of scale variations
and generates multi-scale samples to enrich object scales. However, these methods are only consid-
ering how to highlight the correlation between the reference and the query image. To the best of our
knowledge, it is the first work to discuss the false positive problem in OSOD.

2.2 GENERAL OBJECT DETECTION

Object detection is one of the basic tasks in computer vision, which has seen remarkable progress
in recent years. Unlike few-shot object detection, general object detection needs to localize all
objects from a series of fixed categories. The methods can be divided into two types of pipeline
designs: two-stage(25} [2) and one-stage(23; 24; 20; [18; 28)). Most two-stage methods follow
Faster R-CNN(25), which first generates proposals by region proposal network (RPN) and then per-
forms detection within each proposal. In contrast, the one-stage methods like SSD(20), YOLO(23)),
RetinaNet(18)), FCOS(28) have a faster inference speed but often less accurate than two-stage meth-
ods. Recently, a few works(4} (145315 27) are conscious about the conflict between the classification
and localization, which limits the performance of the network. IoU-Net(14) adds an extra head to
predict the IoU and then combines the classification and the localization confidence as the final clas-
sification score, which improves the NMS procedure by preserving accurately localized bounding
boxes. Double-Head R-CNN(31)) decouples the sibling head into two special heads for classifica-
tion and localization, respectively. They found that the convolutional head is more suitable for the
regression task, and the fully connected head is more proper for the classification task. (4) designs a
decoupled classification refinement (DCR) module to improve the classification power and eliminate
high-scored false positives. TSD(27)) solves the problem by decoupling the classification and regres-
sion to generate two different proposals. However, there is no previous work that has mentioned the
focus of the reference image on classification and regression for OSOD.

3 OUR METHOD

In this section, we discuss our FOC OSOD approach in details. Firstly, we introduce our hypothesis
about the focus of the reference feature on the classification task and the regression task for OSOD
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Figure 1: The architecture of different networks for preliminary experiments. “R”, “Q”, “RF”,
“QF”, “MF” denote reference image, query image, reference feature, query feature, metric-learning
feature, respectively.

and provide a deep analysis of the hypothesis in the preliminary experiments. Then, the complete
structure of the proposed FOC OSOD is introduced. Next, the classification cascade head with the
fixed IoU threshold is presented, which can enhance the robustness of classification by comparing
multiple close regions. Finally, we give the classification region deformation on the query feature
and the reference feature, which can get the more effective comparison region.

3.1 MOTIVATION

Unlike general object detection, OSOD needs to detect objects of the unseen categories with only
one annotated image. The main difference between OSOD and general object detection is that
we need to mine the information of the reference image in OSOD. As it is observed, lots of false
positives are detected in a cluttered background. In other words, the network can locate the objects
from the background, but it cannot accurately separate the objects with the same category as the
reference image from all the objects. This motivates us to think about the focus of the reference
feature on the classification task and the localization task for OSOD. Given the motivation discussed
above, we have a hypothesis as follows: the reference feature is more important to the classification
branch than the regression branch for OSOD.

To validate this hypothesis, we adopt the Siamese Faster R-CNN as our baseline for the preliminary
experiments. Figurem(a) shows the Siamese Faster R-CNN network, which is built by removing the
semantic branch of SiamMask(21)). Figurem (b) and Figurem (c) show the structure of the network
without the reference feature on the regression branch or the classification branch, respectively,
where we decouple the classification branch and the regression branch for the RPN and head to
eliminate the information sharing of reference features in RPN and head. Figure 2(a) shows the
comparison of the number of false positives in different confidence scores ranges and Figure 2[b)
illustrates the mAP comparison across IoU thresholds from 0.5 to 0.8. The following observations on
the experiments are made: (1) The OSOD model with fewer false positives has higher accuracy. (2)
The reference feature plays a more important role in the classification task rather than the localization
task. (3) Our method can improve accuracy by reducing the number of false positives.

3.2 NETWORK ARCHITECTURE

As shown in Figure 3] we build FOC OSOD based on Siamese Faster R-CNN. To be more specific,
given a query image and a reference image, we extract features by a shared weight siamese network
and exploit the similarity between the query image and the reference image by a metric learning
layer(21). The region proposal network (RPN) is used to produce potentially relevant boxes to
facilitate the following task of the detection. In the heads, we recalculate the similarity map for
each proposed region, to be more specific, we utilize Rol-Align(10) on the reference feature and
the query selected feature to obtain the pooling features with the same shape, and then propose the
classification region deformation on the two pooling features to get a more effective classification
comparison region. Next, the metric learning layer is used on the new features to get a more effective
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Figure 2: Illustration for the poor performance of OSOD due to a large number of false positives.

similarity map. Then, to reduce the influence of the regression branch on the classification branch,
we separate the classification and regression branch, following (31), we apply the fully connected
head on the classification task and the convolution head on the regression task. Instead of using
four residual bottleneck blocks on the regression task, only one residual bottleneck block is used for
saving memory. Finally, we propose the classification cascade head with the fixed IoU threshold to
improve the classification power.

3.3 CLASSIFICATION CASCADE HEAD WITH THE FIXED 10U THRESHOLD

The OSOD setting can result in lots of false positives because the only reference feature is difficult to
represent the information of all instances with the same category. To resolve this matter, we improve
the classification power by a classification cascade operation. Firstly, like the baseline, we apply the
pooling operator on the metric-learning features, which is formulated as:

MFr = P(MFa pr)7

MF}, = P(MF, py). M

Here, MF indicates the metric-learning features generated before RPN. p, and py, represent the box
predictions generated by the RPN and the head, respectively. P(-, -) is the Rol-Align operator. MF,
and MF}, denote the pooling features which is input to the first and second head stage, respectively.

Then the MF is input to the first stage classification head and regression head, and the MF}, is
input to the second stage classification head. We use the same IoU threshold (e.g. 0.5) to train the
classification cascade head for novel class learning because we argue that the detector of the next
stage higher IoU threshold is suitable for box optimization instead of the classification optimization.
The p; and py, are similar which are both close to ground truth, but not the same. In this way, we can
compare whether the query and reference are the same category from multiple close regions, and
then weigh the outputs to improve the robustness. Compared with the cascade method proposed in
(2), the main difference is that our method does not aim to optimize the appropriate quality proposal
bounding box by training the detector of the next stage higher IoU threshold. Instead, the classifi-
cation cascade head with the fixed IoU threshold aims to enhance the robustness of classification by
comparing multiple close regions. The head execution is expressed as:

51 = ]:clsl (MFr)y
82 = Fes2(MFy), 2)
Pn = ]:reg(MFf")'
where F;s1 and F;so are the first and second stage classification functions, which is the three-layer
fully connected network with output {1024,1024,2} for each layer. F,, is the regression function

using the convolution operator, which is comprised of one residual block and one residual bottleneck
block (31). s; and ss indicate the first and second stage classification score.
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Figure 3: The overall network architecture of the proposed FOC OSOD.

3.4 CLASSIFICATION REGION DEFORMATION

In the design above, the classification prediction at each stage is based purely on the MF generated
before RPN. There is no direct instance comparison between the reference feature and the query
feature, which prevents further improvements in classification accuracy. Towards a good design of
classification comparison, we first crop the query feature and the reference feature into NxN fixed-
size feature maps, and then the query feature map and the reference feature map are processed by
the metric-learning. Such an instance comparison structure is more suitable to compare and classify.
Moreover, it is critical to select the effective regions in the query and reference features to compare
whether they belong to the same class. The issue arises to think about whether the pooling query
and reference feature maps by Rol Align can generate high-quality features for classification. We
embed the deformation-learning manner(6)) to perform classification region deformation for both the
reference and query feature maps. With the classification region deformation on the query feature
and the reference feature, the execution can be written as:

QFr = ‘F(P(QFapr)v Qvar)7
QFh = ‘F(P(QFa ph)a QFa ph)a (3)
RFq = F(P(RF,r),RF,1).

where QF denotes the query feature of the backbone network and the RF denotes the reference
feature of the backbone network. r indicates the region of the reference feature without padding. F
is the function to perform the classification region deformation.

Following the discussion above, the F implementation is as below:

BI((’Y‘/.'.C(’P(QF, pr)) ) (th) + p)a QF)

Nxy

F(P(QF,p.), QF,pr) = Fror( ) ) @)

PEG(x,y)

where Fi,, denotes the loop for each grid in the p,, G(x,y) indicates the (x,y)-th grid and ng,
indicates the number of pixels in the grid. . is the function to obtain the offsets based on the pooling
feature maps, which is a three-layer fully connected network with output {256, 256, NxNx2} for
each layer. + is the pre-defined scalar to modulate the magnitude of the offsets and the (w,h) is the
width and height of p,.. BZ denotes the bilinear interpolation.

Then, the metric-leaning process can be formulated as:

MFr = COHV1’384(QFr ® (QFr _ GAP(RFd))) c R384XNXN7
MF; = Convy 384(P(QF,p;) © (P(QF,p,) — GAP(RFy))) € R38XNxN, (5)
MF,, = COHVI,384(QFh ® (QFy, — GAP(RFy))) € R384XNXN
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Here, © refers to the concatenation operation and the GAP is the global average pooling. We denote
a convolution layer with kernel size s as Convy ,,(+), where n is the output number of kernels.

Finally, the classification and regression are implemented via Eq.[2} The overall loss function takes
the form of multi-task learning:

L= ‘CT'pn + ‘Creg + £clsl + Lcls? (6)

4 EXPERIMENTS

In this section, the experimental results are presented to evaluate the effectiveness of the proposed
methods on PASCAL VOC(8) and MS-COCO(19) datasets. For fair quantitative comparison with
the state-of-the-art method, we follow the setups in (17) to construct the one-shot detection datasets.
All of our ablation studies are conducted on MS-COCO datasets.

4.1 IMPLEMENTATION DETAILS

In the experiments, by default we train our model according to the following settings unless other-
wise stated. We use stochastic gradient descent (SGD) over eight NVIDIA RTX 2080 Ti GPUs with
a total of 16 images per mini-batch. Our model is trained for 10 epochs with an initial learning rate
of 0.02, which is then divided by 10 at 7th and again at 10th epoch. Our network is trained and tested
with the 1024x1024 query image and the 192x192 reference image. We use the pre-trained model
ResNet-50(11) from (17). The ResNet-50 model is trained on a reduced training set of ImageNet(7)
which removes all classes that are related to COCO, which is to ensure that model does not *foresee’
the unseen classes. We run all our evaluations five times and average the results for stability as (17).
To save the training time, except for the comparison experiments with the state-of-the-art methods to
be trained on all four COCO splits, the other ablation experiments are carried out on COCO split2.

4.2 MAIN RESULTS

We train and evaluate our model on PASCAL VOC and MS-COCO benchmark datasets.

Comparison on PASCAL VOC Following the dataset setting in the previous work (17), the 20
classes in PASCAL VOC datasets are split into 16 seen classes and 4 unseen classes. Our model is
trained on the union set of VOC 2007 train&val sets and VOC 2012 train&val sets, and is evaluated
on VOC 2007 test set. In the training, we only train the seen classes, while in the test, we test the
seen classes and the unseen classes respectively, and calculate the average precision (AP) of each
category. The experimental results are summarized in Table[1| It can be seen from this table that
our network outperforms the other methods by a large margin on both seen and unseen classes. It
shows that our network outperforms CoAE by 11.1% AP on seen classes and by 5.3% AP on unseen
classes. Furthermore, the better performance on the unseen classes than the seen classes shows that
our model can easily detect novel unseen instances.

Table 1: Comparison of diffenrent methods on PASCAL VOC in detection APj5.

Model Seen class Unseen class
plant sofa  tv car _ bottle boat chair person bus train _horse bike dog bird mbike table mAP [ cow sheep cat aero mAP
SiamFC{1] 32 228 50 167 0.5 8.1 12 42 222 226 354 142 258 117 197 278 151 6.8 228 316 124 133
SiamRPN (16 19 157 45 12.8 1.0 1.1 6.1 8.7 79 6.9 174 178 205 72 18.5 5.1 96 | 159 157 217 35 14.2
CompNet(32) | 284 415 650 664 37.1 498 162 31.7 697 731 756 716 614 523 634 398 527 | 753 60.0 479 253 3521
CoAE(12 249 501 588 643 329 489 142 532 715 747 740 663 757 615 685 427 551 | 780 619 720 435 638
Ours 557 451 744 782 572 569 463 817 673 833 797 809 830 705 760 235 662|780 62.6 828 529 69.1

Comparison on MS-COCO We show the results on the challenging MS-COCO benchmark,
which contains 118k training images and 5k validation images. We adopt the same data setting
as (L7), the 80 classes in COCO datasets are split into 60 train categories and 20 test categories.
Four such training/test splits are generated by including every fourth category into the test category
starting with the first, second, third, or fourth category (21), respectively. Following(l7)), we filter
out the too small or too hard image patches. Table[2]and Table 3| show that the comparison with the
baseline (Siamese Faster R-CNN) and CoAE. It is worth mentioning that due to better implemen-
tation and training strategy, our baseline model achieves 10.4% AP and 12.0% APsq higher than
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Table 2: Detection results on COCO 2017 val of seen classes.

Method Splitl Split2 Split3 Split4 Average
AP APs5o | AP AP5y | AP AP5g | AP AP5 | AP APj
Baseline | 33.7 555 | 31.0 514 | 320 518 | 31.9 525 |322 528
CoAE | 224 422 | 213 40.1 |21.6 398 |220 410 |21.8 40.8
Ours 355 56.2 | 328 51.8 | 338 526 |34.0 534 | 340 535

Table 3: Detection results on COCO 2017 val of unseen classes.

Method Splitl Split2 Split3 Split4 Average
AP APsg | AP AP5y | AP APsg | AP  AP5y | AP APjg
Baseline | 13.5 238 | 154 26.0 | 11.0 20.7 | 12.8 23.0 | 13.2 234
CoAE 11.8 232 | 122 237 | 93 20.3 94 204 | 107 219
Ours 146 248 | 169 27.1 | 122 21.1 | 141 238 145 242

CoAE on the seen classes, and achieves 2.5% AP and 1.5% AP5( higher than CoAE on the unseen
classes. The performance of the CoAE is obtained by running their open code on the same data
setting as ours. Moreover, compared with the baseline model, our FOC OSOD improves by 1.8%
AP and 0.7% APs5 on the seen classes, and 1.3% AP and 0.8% APs5q on the unseen classes. FigureE]
shows the visualization comparison.

4.3 ABLATION EXPERIMENTS

We investigate the effects of the main components in our framework. “double head” denotes that the
fully connected head is applied on the classification task and the convolution head is applied on the
regression task. “ccd” denotes the classification cascade head with the fixed IoU threshold. “crd”
denotes the classification region deformation on the query feature and the reference feature. From
Table 4, we can learn that the double head slightly improves by 0.3% AP on the unseen classes,
but drops by 1.0% on the seen classes. The classification cascade head with the fixed IoU threshold
contributes to a further 2.1% and 0.6% improvement on the seen and the unseen classes, respectively.
The classification region deformation leads to a gain of 0.7% and 0.6% on the seen and the unseen
classes, respectively.

4.4 EFFECTIVENESS OF CLASSIFICATION CASCADE HEAD

We design the classification cascade head to benefit the classification branch from comparing mul-
tiple close regions during training. From Table[5] we find that introducing the classification cascade
head with the fixed IoU threshold improves 2.1% AP on the seen classes and 0.6% AP on the unseen
classes. We argure that using the next stage higher IoU threshold setting as (2)) is not suitable for the
only classification cascade head on unseen classes as the improvement is limited (0.4%). However,
the fixed IoU threshold training can obtain more significant gain (0.6%). The ensemble between the
first and second stage contributes to the performance.

Table 4: Ablation study on the major components on COCO 2017 val split2. The ccd denotes
cascade classification head, the crd denotes classification region deformation.

seen | unseen
baseline double head ccd crd | AP AP
v 31.0 154
v v 30.0 15.7
v v v 32.1 16.3
v v v v | 32.8 16.9
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Figure 4: Comparison of false positives between baseline and ours. Green boxes indicate correctly
detected objects and red boxes indicate wrong detections.

Table 5: Ablation study of cascade classification head on COCO 2017 val split2.

seen | unseen

stagel IoU stage2 IoU | teststage | AP AP
0.5 w/o 1 30.0 15.7
0.5 0.6 1-2 324 16.1
0.5 0.5 1 31.8 15.6
0.5 0.5 2 31.2 16.2
0.5 0.5 1-2 32.1 16.3

4.5 EFFECTIVENESS OF CLASSIFICATION REGION DEFORMATION

We investigate the contributions of the classification region deformation on the query feature or the
reference feature and summarize the results in Table[6] Adding the classification region deformation
on the query feature boosts the performance with an increase of 0.6%/0.2% AP and 0.8%/0.6%
APs5pon the seen and the unseen classes, respectively. Moreover, applying the classification region
deformation on the reference feature has little effect on the seen classes, but it can achieve an extra
0.4% AP and 0.3% APs5( gain on the unseen classes. This implies that the effective comparison area
between the query feature and the reference feature is helpful for OSOD.

Table 6: Ablation study of classification region deformation on COCO 2017 val split2.
CRD seen unseen
query reference | AP AP5y | AP APjg
32.1 51.0 | 163 262
v 327 518 | 16,5 26.8
v v 328 518 | 169 271

5 CONCLUSIONS

This paper aims to solve the false positives problem due to the poor classification power in OSOD.
To deal with this issue, we propose an one-shot object detection framework to focus the reference
feature on the classification task, named FOC OSOD. In particular, we design a classification cas-
cade head with the fixed IoU threshold to improve the classification power by comparing multiple
close regions and apply the classification region deformation on the query feature and the reference
feature to obtain a suitable comparison region. Experiments are extensively carried out on PASCAL
VOC and MS-COCO, which have shown that FOC OSOD achieves state-of-the-art results.
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