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ABSTRACT

How much information about training examples can be gleaned from synthetic data gen-
erated by Large Language Models (LLMs)? Overlooking the subtleties of information
flow in synthetic data generation pipelines can lead to a false sense of privacy. In this
paper, we investigate the design of membership inference attacks that target data used
to fine-tune pre-trained LLMs that are then used to synthesize data, particularly when
the adversary does not have access to the fine-tuned model but only to a synthetic data
corpus. We demonstrate that canaries crafted to maximize vulnerability to attacks that have
access to the model are sub-optimal for auditing privacy risks when only synthetic data is
released. This is because such out-of-distribution canaries have limited influence on the
model’s output when prompted to generate useful, in-distribution synthetic data, which
drastically reduces their vulnerability. To tackle this problem, we leverage the mechanics
of auto-regressive models to design canaries that leave detectable traces in synthetic data.
Our approach greatly enhances the power of membership inference attacks, providing a
better assessment of the privacy risks of releasing synthetic data generated by LLMs.

1 INTRODUCTION

Large Language Models (LLMs) can generate synthetic data that mimics human-written content through
domain-specific prompts. Besides their impressive fluency, LLMs are known to memorize parts of their
training data (Carlini et al., 2023) and can regurgitate exact phrases, sentences, or even longer passages when
prompted adversarially (Zanella-Béguelin et al., 2020; Carlini et al., 2021; Nasr et al., 2023). This raises
serious privacy concerns about unintended information leakage through synthetically generated text. In this
paper, we address the critical question: how much information about real data leaks through text synthetically
generated from it using LLMs?

Prior methods to audit privacy risks insert highly vulnerable out-of-distribution examples, known as ca-
naries (Carlini et al., 2019), into the training data and test whether they can be identified using membership
inference attacks (MIAs) (Shokri et al., 2017). Various MIAs have been proposed, typically assuming that
the attacker has access to the model or its output logits (Carlini et al., 2019; Shi et al., 2024). In the context
of LLMs, MIAs often rely on analyzing the model’s behavior when prompted with inputs related to the
canaries (Carlini et al., 2021; Chang et al., 2024; Shi et al., 2024). However, similar investigations are lacking
in scenarios where LLMs are used to generate synthetic data and only this synthetic data is made available.

Contributions In this work, we study–for the first time–the factors that influence leakage of information
about a data corpus from synthetic data generated from it using LLMs. First, we introduce data-based attacks
that only have access to synthetic data, not the model used to generate it, and therefore cannot probe it
with adversarial prompts nor compute losses or other statistics used in model-based attacks (Ye et al., 2022;
Carlini et al., 2022a).We propose approximating membership likelihood using either a model trained on the
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synthetic data or the target example similarity to its closest synthetic data examples. We design our attacks
adapting pairwise likelihood ratio tests as in RMIA (Zarifzadeh et al., 2024) and evaluate our attacks on
labeled datasets: SST-2 (Socher et al., 2013) and AG News (Zhang et al., 2015). Our results show that
MIAs leveraging only synthetic data achieve AUC scores of 0.71 for SST-2 and 0.66 for AG News, largely
outperforming a random guess baseline. This suggests that synthetic text can leak significant information
about the real data used to generate it.

Second, we use the attacks we introduce to quantify the gap in performance between data- and model-based
attacks. We do so in an auditing scenario, designing adversarial canaries and controlling leakage by varying
the number of times a canary occurs in the fine-tuning dataset. Experimentally, we find a sizable gap when
comparing attacks adapted to the idiosyncrasies of each setting: a canary would need to occur 8× more often
to be as vulnerable against a data-based attack as it is against a model-based attack (see Fig. 1).

Third, we discover that canaries designed for model-based attacks fall short when auditing privacy risks of
synthetic text. Indeed, privacy auditing of LLMs through model-based MIAs relies on rare, out-of-distribution
sequences of high perplexity (Carlini et al., 2019; Stock et al., 2022; Wei et al., 2024; Meeus et al., 2024c).
We confirm that model-based MIAs improve as canary perplexity increases. In sharp contrast, we find that
high perplexity sequences, although distinctly memorized by the target model, are less likely to be echoed in
synthetic data generated by the target model. Therefore, as a canary perplexity increases, the canary influence
on synthetic data decreases, making its membership less detectable from synthetic data (see Figure 2). We
show that low-perplexity, and even in-distribution canaries, while suboptimal for model-based attacks, are
more adequate canaries in data-based attacks.

Lastly, we propose an alternative canary design tailored for data-based attacks based on the following
observations: (i) in-distribution canaries aligned with the domain-specific prompt can influence the generated
output, and (ii) memorization is more likely when canaries contain sub-sequences with high perplexity. We
construct canaries starting with an in-distribution prefix of length F , transitioning into an out-of-distribution
suffix, increasing the likelihood that the model memorizes them and that they influence synthetic data. We
show that, for fixed overall canary perplexity, the true positive rate (TPR) of attacks increases by up to 2×
by increasing the length of the in-distribution prefix (see Fig. 1). Moreover, we find the MIA performance
(both AUC and TPR at low FPR) for canaries with in-distribution prefix and out-of-distribution suffix
(0 < F < max) to improve upon both entirely in-distribution canaries (F = max) and out-of-distribution
canaries (F = 0), for both datasets.

In terms of real-world applications, the novel MIAs and canary design that we propose can be used to
audit privacy risks of synthetic text. Auditing establishes a lower bound on privacy risks, which is useful
to take informed decisions about releasing synthetic data in sensitive applications (e.g., patient-clinician
conversations, customer assistance chats). These lower bounds complement upper bounds on privacy risks
from methods that synthesize text with provable guarantees, notably, differential privacy (DP). Auditing
can not only detect violations of DP guarantees stemming from flawed analyses, implementation bugs, or
incorrect assumptions, but also allows for less conservative decisions based on the performance of MIAs
matching the threat model of releasing synthetic data. In contrast, for data synthesized from models fine-tuned
with DP guarantees, DP bounds the risk of both model- and data-based attacks and hence does not account
for the inherent gap in attacker capabilities that we observe.

2 BACKGROUND AND PROBLEM STATEMENT

Synthetic text generation We consider a private dataset D = {xi = (si, ℓi)}Ni=1 of labelled text records
where si represents a sequence of tokens (e.g. a product review) and ℓi is a class label (e.g. the review
sentiment). A synthetic data generation mechanism is a probabilistic procedure mapping D to a synthetic
dataset D̃ = {x̃i = (s̃i, ℓ̃i)}Ñi=1 with a desired label set {ℓi}Ñi=1. Unless stated otherwise, we consider
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N = Ñ . The synthetic dataset D̃ should preserve the utility of the private dataset D, i.e., it should preserve
as many statistics of D that are useful for downstream analyses as possible. In addition, a synthetic data
generation mechanism should preserve the privacy of records in D, i.e. it should not leak sensitive information
from the private records into the synthetic records. The utility of a synthetic dataset can be measured by the
gap between the utility achieved by D̃ and D in downstream applications. The fact that synthetic data is not
directly traceable to original data records does not mean that it is free from privacy risks. On the contrary, the
design of a synthetic data generation mechanism determines how much information from D leaks into D̃ and
should be carefully considered. Indeed, several approaches have been proposed to generate synthetic data with
formal privacy guarantees (Kim et al., 2021; Tang et al., 2024; Wu et al., 2024; Xie et al., 2024). We focus
on privacy risks of text generated by a pre-trained LLM fine-tuned on a private dataset D (Yue et al., 2023;
Mattern et al., 2022; Kurakin et al., 2023). Specifically, we fine-tune an LLM θ0 on records (si, ℓi) ∈ D to
minimize the loss in completing si conditioned on a prompt template p(ℓi), obtaining θ. We then query θ

using the same prompt template to build a synthetic dataset D̃ matching a given label distribution.

Membership inference attacks MIAs (Shokri et al., 2017) provide a meaningful measure for quantifying
the privacy risks of machine learning (ML) models, due to its simplicity but also due to the fact that
protection against MIAs implies protection against more devastating attacks such as attribute inference and
data reconstruction (Salem et al., 2023). In a MIA on a target model θ, an adversary aims to infer whether a
target record is present in the training dataset of θ. Different variants constrain the adversary’s access to the
model, ranging from full access to model parameters (Nasr et al., 2019) to query access (Zarifzadeh et al.,
2024). In our setting, we consider adversaries that observe the output logits on inputs of their choosing of
a model θ fine-tuned on a private dataset D. We naturally extend the concept of MIAs to synthetic data
generation mechanisms by considering adversaries that only observe a synthetic dataset D̃ generated from D.

Privacy auditing using canaries A common method used to audit the privacy risks of ML models is to
evaluate the MIA vulnerability of canaries, i.e., artificial worst-case records inserted in otherwise natural
datasets. This method can also be employed to derive statistical lower bounds on the differential privacy
guarantees of the training pipeline (Jagielski et al., 2020; Zanella-Béguelin et al., 2023). Records crafted
to be out-of-distribution w.r.t. the underlying data distribution of D give a good approximation to the
worst-case (Carlini et al., 2019; Meeus et al., 2024c). Canaries can take a range of forms, such as text
containing sensitive information (Carlini et al., 2019) and random (Wei et al., 2024) or synthetically generated
sequences (Meeus et al., 2024c). Prior work identified that longer sequences, repeated more often (Carlini
et al., 2023; Kandpal et al., 2022), and with higher perplexity (Meeus et al., 2024c) are better memorized
during training and hence are more vulnerable to model-based MIAs. We study multiple types of canaries
and compare their vulnerability against model- and synthetic data-based MIAs. We consider a set of canaries
{x̂i = (ŝi, ℓ̂i)}N̂i=1, each crafted adversarially and inserted with probability 1/2 into the private dataset D. The
resulting dataset is then fed to a synthetic data generation mechanism. We finally consider each canary x̂i

as the target record of a MIA to estimate the privacy risk of the generation mechanism (or the underlying
fine-tuned model).

Threat model We consider an adversary A who aims to infer whether a canary x̂ was included in the
private dataset D used to synthesize a dataset D̃. We distinguish between two threat models: (i) an adversary
A with query-access to output logits of a target model θ fine-tuned on D, and (ii) an adversary Ã with only
access to the synthetic dataset D̃. To the best of our knowledge, for text data this latter threat model has
not been studied extensively in the literature. In contrast, the privacy risks of releasing synthetic tabular
data are much better understood (Stadler et al., 2022; Yale et al., 2019; Hyeong et al., 2022; Zhang et al.,
2022). Algorithm 1 shows the generic membership inference experiment encompassing both model- and
data-based attacks, selected by the synthetic flag. The adversary is represented by a stateful procedure A,
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Algorithm 1 Membership inference against an LLM-based synthetic text generator

1: Input: Fine-tuning algorithm T , pre-trained model θ0, private dataset D = {xi = (si, ℓi)}Ni=1, labels
{ℓ̃i}Ñi=1, prompt template p(·), canary repetitions nrep, sampling method sample, adversary A

2: Output: Membership score β

3: x̂← A(T , θ0, D, {ℓ̃i}Ñi=1,p(·)) ▷ Adversarially craft a canary (see Sec. 3.2)
4: b ∼ {0, 1} ▷ Flip a fair coin
5: if b = 1 then
6: θ ← T (θ0, D ∪ {x̂}nrep) ▷ Fine-tune θ0 with canary repeated nrep times
7: else
8: θ ← T (θ0, D) ▷ Fine-tune θ0 without canary
9: for i = 1 . . . Ñ do

10: s̃i ∼ sample(θ(p(ℓ̃i))) ▷ Sample synthetic records using prompt template

11: D̃ ←
{
(s̃i, ℓ̃i)

}Ñ

i=1
12: if synthetic then ▷ Compute membership score β of x̂
13: β ← A(D̃, x̂) ▷ See Sec. 3.1.2 and algorithms in Appendix A
14: else
15: β ← A(θ, x̂) ▷ See Sec. 3.1.1
16: return β

used to craft a canary and compute its membership score. Compared to a standard membership experiment,
we consider a fixed private dataset D rather than sampling it, and let the adversary choose the target x̂. This is
close to the threat model of unbounded differential privacy, where the implicit adversary selects two datasets,
one obtained from the other by adding one more record, except that in our case the adversary observes but
cannot choose the records in D. The membership score β returned by the adversary can be turned into a
binary membership label by choosing an appropriate threshold. We further clarify assumptions made for the
adversary in both threat models in Appendix D.

Problem statement We study methods to audit privacy risks associated with releasing synthetic text. Our
main goal is to develop an effective data-based adversary Ã in the threat model of Algorithm 1. For this, we
explore the design space of canaries to approximate the worst-case, and adapt state-of-the-art methods used
to compute membership scores in model-based attacks to the data-based scenario.

3 METHODOLOGY

3.1 COMPUTING THE MEMBERSHIP SCORE

In Algorithm 1, the adversary computes a membership score β indicating their confidence that θ was trained
on x̂ (i.e. that b = 1). We specify first how to compute a membership signal α for model- and data-based
adversaries, and then how we compute β from α adapting the RMIA methodology of Zarifzadeh et al. (2024).

3.1.1 MEMBERSHIP SIGNAL FOR MODEL-BASED ATTACKS

The larger the target model θ’s probability for canary x̂ = (ŝ, ℓ̂), Pθ(ŝ | p(ℓ̂)), as compared to its probability
on reference models, the more likely that the model has seen this record during training. We compute the
probability for canary x̂ as the product of token-level probabilities for ŝ conditioned on the prompt p(ℓ̂). Given
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a target canary text ŝ = t1, . . . , tn, we compute Pθ(ŝ | p(ℓ̂)) as Pθ(x̂) =
∏n

j=1 Pθ(tj | p(ℓ̂), t1, . . . , tj−1).
We consider this probability as the membership inference signal against a model, i.e. α = Pθ(ŝ | p(ℓ̂)).

3.1.2 MEMBERSHIP SIGNAL FOR DATA-BASED ATTACKS

When the attacker only has access to the generated synthetic data, we need to extract a signal that corre-
lates with membership purely from the synthetic dataset D̃. We next describe two methods to compute a
membership signal α based on D̃. For more details, refer to their pseudo-code in Appendix A.

Membership signal using n-gram model The attacker first fits an n-gram model using D̃ as training
corpus. An n-gram model computes the probability of the next token wj in a sequence based solely on the
previous n−1 tokens (Jurafsky & Martin, 2024). The conditional probability of a token wj given the previous
n− 1 tokens is estimated from the counts of n-grams in the training corpus. Formally,

Pn-gram(wj |wj−(n−1), . . . , wj−1) =
C(wj−(n−1), . . . , wj) + 1

C(wj−(n−1), . . . , wj−1) + V
, (1)

where C(s) is the number of times the sequence s appears in the training corpus and V is the vocabulary size.
We use Laplace smoothing to deal with n-grams that do not appear in the training corpus, incrementing by 1
the count of every n-gram. The probability that the model assigns to a sequence of tokens s = (w1, . . . , wk)

can be computed using the chain rule: Pn-gram(s) =
∏k

j=2 Pn-gram(wj | wj−(n−1), . . . , wj−1). With the
n-gram model fitted on the synthetic dataset, the attacker computes the n-gram model probability of the target
canary x̂ = (ŝ, ℓ̂) as its membership signal, i.e. α = Pn-gram(ŝ). The intuition here is that if the canary x̂ was
present in the training data, the generated synthetic data D̃ will better reflect the patterns of ŝ, resulting in the
n-gram model assigning a higher probability to ŝ than if it was not present.

Membership signal using similarity metric The attacker computes the similarity between the target
canary text ŝ and all synthetic sequences s̃i in D̃ using some similarity metric SIM, i.e. σi = SIM(ŝ, s̃i) for
i = 1, . . . , Ñ . Next, the attacker identifies the k synthetic sequences with the largest similarity to ŝ. Let σi(j)

denote the j-th largest similarity. The membership inference signal is then computed as the mean of the k

most similar examples, i.e. α = 1
k

∑k
j=1 σi(j). The intuition here is that if ŝ was part of the training data, the

synthetic data D̃ will likely contain sequences s̃i more similar to ŝ than if ŝ was not part of the training data,
resulting in a larger mean similarity. Various similarity metrics can be used. We consider Jaccard similarity
(SIMJac), often used to measure string similarity, and cosine similarity between the embeddings of the two
sequences, computed using a pre-trained embedding model (SIMemb).

3.1.3 LEVERAGING REFERENCE MODELS TO COMPUTE RMIA SCORES

Reference models, also called shadow models, are surrogate models designed to approximate the behavior of
a target model. MIAs based on reference models perform better but are more costly to run than MIAs that
do not use them, with the additional practical challenge that they require access to data distributed similarly
to the training data of the target model (Shokri et al., 2017; Ye et al., 2022). Obtaining multiple reference
models in our scenario requires fine-tuning a large number of parameters in an LLM and quickly becomes
computationally prohibitive. We use the state-of-the-art RMIA method (Zarifzadeh et al., 2024) to maximize
attack performance with a limited number of reference models M . Specifically, for the target model θ, we
calculate the membership score of a canary x̂ using reference models {θ′i}Mi=1 as follows (we present the
details on the application of RMIA to our setup in Appendix B):

βθ(x̂) =
αθ(x̂)

1
M

∑M
i=1 αθ′

i
(x̂)

. (2)
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3.2 CANARY GENERATION

Prior work has shown that canaries with high perplexity are more likely to be memorized by language
models (Meeus et al., 2024c). High perplexity sequences are less predictable and require the model to encode
more specific, non-generalizable details about them. However, high perplexity canaries are not necessarily
more susceptible to leakage via synthetic data generation, as they are outliers in the text distribution when
conditioned on a given in-distribution prompt. This misalignment with the model’s natural generative behavior
means that even when memorized, these canaries are unlikely to be reproduced during regular model inference,
making them ineffective for detecting memorization of training examples in generated synthetic data.

To address this issue, we take advantage of the greedy nature of popular autoregressive decoding strategies
(e.g. beam search, top-k and top-p sampling). We can encourage such decoding strategies to generate text
closer to canaries by crafting canaries with a low perplexity prefix. To ensure memorization, we follow
established practices and choose a high perplexity suffix. Specifically, we design canaries x̂ = (ŝ, ℓ̂), where ŝ
has an in-distribution prefix and an out-of-distribution suffix. In practice, we split the original dataset D
into a training dataset and a canary source dataset. For each record x = (s, ℓ) in the canary source dataset,
we design a new canary x̂ = (ŝ, ℓ̂). We truncate s to get an in-distribution prefix of length F and generate
a suffix using the pre-trained language model θ0, adjusting the sampling temperature to achieve a desired
target perplexity Ptarget. We use rejection sampling to ensure that the perplexity of the generated canaries falls
within the range [0.9 Ptarget, 1.1 Ptarget]. We ensure the length is consistent across canaries, as this impacts
memorization (Carlini et al., 2023; Kandpal et al., 2022). By adjusting the length of the in-distribution prefix,
we can guide the generation of either entirely in-distribution or out-of-distribution canaries.

We insert each canary nrep times in the training dataset of target and reference models. When a canary is
selected as a member, the canary is repeated nrep times in the training dataset, while canaries selected as
non-members are excluded from the training dataset. As in prior work (Carlini et al., 2023; Kandpal et al.,
2022; Meeus et al., 2024c), we opt for nrep > 1 to increase memorization, thus facilitating privacy auditing
and the observation of the effect of different factors on the performance of MIAs during ablation studies.

4 EXPERIMENTAL SETUP

Datasets We consider two datasets that have been widely used to study text classification: (i) the Stanford
Sentiment Treebank (SST-2) (Socher et al., 2013), which consists of excerpts from written movie reviews
with a binary sentiment label; and (ii) the AG News dataset (Zhang et al., 2015), which consists of news
articles labelled by category (World, Sport, Business, Sci/Tech). In all experiments, we remove examples
with less than 5 words, bringing the total number of examples to 43 296 for SST-2 and 120 000 for AG News.

Synthetic data generation We fine-tune the pre-trained Mistral-7B model (Jiang et al., 2023) using low-rank
adaptation (LoRa) (Hu et al., 2022). We use a custom prompt template p(·) for each dataset (see Appendix C).
We sample synthetic data from the fine-tuned model θ conditioned on prompts p(ℓ̃i), following the same
distribution of labels in the synthetic dataset D̃ as in the original dataset D, i.e. ℓi = ℓ̃i for i = 1, ..., Ñ . To
generate synthetic sequences, we sequentially sample completions using a softmax temperature of 1.0 and
top-p (aka nucleus) sampling with p = 0.95, i.e. we sample from a vocabulary restricted to the smallest
possible set of tokens whose total probability exceeds 0.95. We further ensure that the synthetic data we
generate bears high utility, and is thus realistic. For this, we consider the downstream classification tasks for
which the original datasets have been designed. We fine-tune RoBERTa-base (Liu et al., 2019) on D and D̃
and compare the performance of the resulting classifiers on held-out evaluation datasets. Further details and
results are provided in Appendix E, for synthetic data generated with and without canaries.
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Canary injection ROC AUC

Model Synthetic Synthetic Synthetic
Dataset Source Label (2-gram) (SIMJac) (SIMemb)

SST-2
In-distribution1 0.911 0.711 0.602 0.586

Synthetic Natural 0.999 0.616 0.547 0.530
Artificial 0.999 0.661 0.552 0.539

AG News
In-distribution 0.993 0.620 0.590 0.565

Synthetic Natural 0.996 0.644 0.552 0.506
Artificial 0.999 0.660 0.560 0.525

Table 1: ROC AUC across training datasets, canary injection mechanisms and MIA methodologies. We give
the ROC curves and TPR at low FPR scores in Appendix F, further ablations in Appendix G, and elaborate
on the disparate vulnerability of high perplexity canaries in model- and data-based attacks in Appendix H.

Canary injection We generate canaries x̂ = (ŝ, ℓ̂) as described in Sec. 3.2. Unless stated otherwise, we
consider 50-word canaries. Synthetic canaries are generated using Mistral-7B (Jiang et al., 2023) as θ0. We
consider two ways of constructing a canary label: (i) randomly sampling label ℓ̂ from the distribution of labels
in the dataset, ensuring that the class distribution among canaries matches that of D (Natural); (ii) extending
the set of labels with a new artificial label (ℓ̂ ="canary") only used for canaries (Artificial).

Membership inference Throughout our experiments, we compute the βθ(x̂) membership scores as de-
scribed in Sec. 3.1. For one target model θ, we consider 1000 canaries x̂, of which on average half are
included in the training dataset nrep times (members), while the remaining half are excluded (non-members).
We then use the computed RMIA scores and the ground truth for membership to construct ROC curves
for attacks from which we compute AUC and true positive rate (TPR) at low false positive rate (FPR) as
measures of MIA performance. Across our experiments, we use M = 4 reference models θ′, each trained
on a dataset Dθ′ consisting of the dataset D used to train the target model θ with canaries inserted. Note
that although practical attacks rarely have this amount of information, this is allowed by the threat model
of Algorithm 1 and perfectly valid as a worst-case auditing methodology. We ensure that each canary is a
member in half (i.e. 2) of the reference models and a non-member in the other half. For the attacks based
on synthetic data, we use n = 2 for computing scores using an n-gram model and k = 25 for computing
scores based on cosine similarity. In this latter case, we use Sentence-BERT (Reimers & Gurevych, 2019)
(paraphrase-MiniLM-L6-v2 from sentence-transformers) as the embedding model.

5 RESULTS

5.1 BASELINE EVALUATION WITH STANDARD CANARIES

We begin by assessing the vulnerability of synthetic text using standard canaries. Specifically, we utilize
both in-distribution canaries and synthetically generated canaries with a target perplexity Ptarget = 250, no
in-distribution prefix (F = 0), nrep = 12 and natural or artificial labels, as described in Section 4. Table 1
summarizes the ROC AUC for model- and data-based attacks.

First, we find that MIAs relying solely on the generated synthetic data achieve a ROC AUC score significantly
higher than a random guess (i.e. AUC = 0.5), reaching up to 0.71 for SST-2 and 0.66 for AG News. This
shows that synthetic text can leak information about the real data used to generate it.

1Constrained by in-distribution data, we here consider canaries of exactly 30 words (instead of 50 anywhere else).
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Next, we observe that the data-based attack that uses an n-gram model trained on synthetic data to compute
membership scores outperforms the two attacks that use instead similarity metrics: Jaccard distance between
a canary and synthetic strings (SIMJac) or cosine distance between their embeddings (SIMemb). This suggests
that critical information for inferring membership lies in subtle changes in the co-occurrence of n-grams in
synthetic data rather than in the generation of many sequences with lexical or semantic similarity.

We also compare attack performance across different canary types under data-based attacks AD̃. The ROC
AUC remains consistently higher than a random guess across all canaries. For SST-2, the highest AUC score
of 0.71 is achieved when using in-distribution canaries. In contrast, for AG News, the highest AUC score of
0.66 is achieved for synthetic canaries with an artificial label not occurring in the dataset.

As another baseline, we test RMIA on the target model trained on D, under the assumption that the attacker has
access to the model logits (Aθ). This attack achieves near-perfect performance across all setups, highlighting
the fact that there is an inherent gap between the performance of model- and data-based attacks. A plausible
explanation is that, while a fine-tuned model memorizes standard canaries well, the information necessary to
infer their membership is partially transmitted to synthetic text generated using it.

To investigate the gap between the two attacks in more detail, we vary the number of canary repetitions nrep
to amplify the power of the data-based attack until its performance matches that of a model-based attack.
Fig. 1(a) illustrates these results as a set of ROC curves. We quantify this discrepancy by noting that the
MIA performance for AD̃ at nrep = 16 is comparable to Aθ at nrep = 2 and for low FPR at nrep = 1. We
find similar results in Fig. 1(d) for AG News. The MIA performance for AD̃ at nrep = 16 falls between the
performance of Aθ at nrep = 1 and nrep = 2. Under these experimental conditions, canaries would need to be
repeated 8 to 16× to reach the same vulnerability in data-based attacks compared to model-based attacks.

5.2 DESIGNING SPECIALIZED CANARIES FOR ENHANCED PRIVACY AUDITING

To effectively audit privacy risks in a worst-case scenario, we explore the design of specialized canaries that
are both memorized by the model and influential in the synthetic data.

First, we generate specialized canaries by controlling their target perplexity Ptarget. We evaluate MIAs for
both threat models across a range of perplexities for canaries with natural labels, using nrep = 4 for the model-
based attackAθ and nrep = 16 for the data-based attackAD̃. We explore a wide range of perplexities, finding
1× 105 to align with random token sequences. Figure 2 shows the ROC AUC score versus canary perplexity.
For the model-based attack Aθ, the AUC monotonically increases with canary perplexity, reaffirming that
outlier data records with higher perplexity are more vulnerable to MIAs (Feldman & Zhang, 2020; Carlini
et al., 2022a; Meeus et al., 2024c). Conversely, for the data-based attack AD̃, the AUC initially increases
with perplexity but starts to decline beyond a certain threshold, eventually approaching a random guess (AUC
of 0.5). To further illustrate this, we present the complete ROC curve in Figures 1(b) and (e) for SST-2 and
AG News, respectively. We vary the canary perplexity Ptarget while keeping other parameters constant. As
Ptarget increases, the model-based attack improves across the entire FPR range, while the data-based attack
weakens, approaching a random guess at high perplexities. This suggests that identifying susceptible canaries
is straightforward for model-based privacy audits, but assessing the privacy risk of synthetic data requires a
careful balance between canary memorization and its influence on synthetic data.

We now examine whether canaries can be crafted to enhance both memorization and influence on the synthetic
data, making them suitable to audit the privacy risks of releasing synthetic data. In Sec. 3.2, we introduced
a method that exploits the greedy nature of LLM decoding to design more vulnerable canaries. We craft a
canary with a low-perplexity in-distribution prefix to optimize its impact on the synthetic dataset, followed by
a high-perplexity suffix to enhance memorization. We generate this suffix sampling from the pre-trained LLM
θ0 with high temperature. Figures 1(c) and (f) illustrate the results for SST-2 and AG News, respectively. We
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Figure 1: ROC curves of MIAs on synthetic data AD̃ compared to model-based MIAs Aθ on SST-2 ((a)–(c))
and AG News ((d)–(f)). We ablate over the number of canary insertions nrep in (a), (d), the target perplexity
Ptarget of the inserted canaries in (b), (e) and the length F of the in-distribution prefix in the canary in (c), (f).

set the overall canary perplexity Ptarget = 31 and vary the prefix length F . As a reference, we also plot the
results for in-distribution canaries labelled by F = max. We observe that combining an in-distribution prefix
(F > 0) with a high-perplexity suffix (F < max) enhances attack effectiveness. This effect is especially
notable for SST-2. For AG News, the improvement gained from adding an in-distribution prefix is less
pronounced. This suggests that although the model’s memorization of the canary stays consistent (as the
overall perplexity remains unchanged), the canary’s impact on the synthetic data becomes more prominent
with longer in-distribution prefixes. We hypothesize that familiar low-perplexity prefixes serve as starting
points for text generation, enhancing the likelihood that traces of the canary appear in the synthetic data.

6 RELATED WORK

MIAs against ML models Since the seminal work of Shokri et al. (2017), MIAs have been used to study
memorization and privacy risks. Model-based MIAs have been studied under varying threat models, including
adversaries with white-box access to model weights (Sablayrolles et al., 2019; Nasr et al., 2019; Leino &
Fredrikson, 2020; Cretu et al., 2024), access to output probabilities (Shokri et al., 2017; Carlini et al., 2022a)
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Figure 2: ROC AUC score for synthetic canaries with varying perplexity (natural label). We present results
for a model-based MIA Aθ using output logits and a data-based attack AD̃ using a 2-gram model. While the
model-based attack improves as the perplexity increases, the inverse happens for the data-based attack.

or just labels (Choquette-Choo et al., 2021). The most powerful MIAs leverage a large number of reference
models (Ye et al., 2022; Carlini et al., 2022a; Sablayrolles et al., 2019; Watson et al., 2021). Zarifzadeh et al.
(2024) proposed RMIA, which achieves high performance using only a few.

Attacks against language models Song & Shmatikov (2019) study the benign use of MIAs to audit the use
of an individual’s data during training. Carlini et al. (2021) investigate training data reconstruction attacks
against LLMs. Kandpal et al. (2022) and Carlini et al. (2023) both study the effect of de-duplicating training
data in reconstruction attacks by sampling a large corpus of synthetic text and running model-based attacks
to identify likely members. Shi et al. (2024) and Meeus et al. (2024b) use attacks to identify pre-training
data. Various membership inference scores have been proposed, such as the loss of target records (Yeom
et al., 2018), lowest predicted token probabilities (Shi et al., 2024), changes in the model’s probability for
neighboring samples (Mattern et al., 2023), or perturbations to model weights (Li et al., 2023).

MIAs against synthetic data in other scenarios Hayes et al. (2019) train a Generative Adversarial Network
(GAN) on synthetic images generated by a target GAN and use the resulting discriminator to infer membership.
Hilprecht et al. (2019) explore MIAs using synthetic images closest to a target record. Chen et al. (2020)
study attack calibration techniques against GANs for images and location data. Privacy risks of synthetic
tabular data have been widely studied, using MIAs based on similarity metrics and shadow models (Yale et al.,
2019; Hyeong et al., 2022; Zhang et al., 2022). Stadler et al. (2022) compute high-level statistics, Houssiau
et al. (2022) compute similarities between the target record and synthetic data, and Meeus et al. (2024a)
propose a trainable feature extractor. Unlike these, we evaluate MIAs on text generated using fine-tuned
LLMs. This introduces unique challenges and opportunities, both in computing membership scores and
identifying worst-case canaries, making our approach distinct from prior work.

Vulnerable records in MIAs Prior work established that some records (outliers) have a disparate effect on a
trained model compared to others (Feldman & Zhang, 2020), making them more vulnerable to MIAs (Carlini
et al., 2022a;b). Hence, specifically crafted canaries have been proposed to study memorization and for
privacy auditing of language models, ranging from a sequence of random digits (Carlini et al., 2019; Stock
et al., 2022) or random tokens (Wei et al., 2024) to synthetically generated sequences (Meeus et al., 2024c).
In the case of synthetic tabular data, Stadler et al. (2022) find that statistical outliers have increased privacy
leakage, while Meeus et al. (2024a) propose measuring the distance to the closest records to infer membership.

Decoding method We use fixed prompt templates and top-p sampling to assess the privacy of synthetic text
in a realistic regime rather than allowing the attacker to pick a decoding method adversarially. Research on
data reconstruction attacks study how decoding methods like beam search (Zanella-Béguelin et al., 2020;
Carlini et al., 2023), top-k sampling (Kandpal et al., 2022), or decaying temperature (Carlini et al., 2021)
impact how often LLMs replicate information from their training data.
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7 REPRODUCIBILITY STATEMENT

Both datasets used in this paper are publicly available (Socher et al., 2013; Zhang et al., 2015), and so is the
pre-trained model (Jiang et al., 2023) we used. We fine-tune the pre-trained model for 1 epoch using LoRA
with r = 4, including all target modules (10.7M parameters in total). We use an effective batch size of 128
and learning rate η = 2× 10−5 (for more details see Appendix J). All our experiments have been conducted
on a cluster of nodes with 8 V100 NVIDIA GPUs with a floating point precision of 16 (fp16). We built
our experiments on two open-source packages: (i) privacy-estimates which provides a distributed
implementation of the RMIA attack and (ii) dp-transformers which provides the implementation of
the synthetic data generator. All of our code is attached in the supplemented materials. In addition, we will
release the code necessary to reproduce the results presented in this paper on GitHub upon publication.
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Matthieu Meeus, Florent Guepin, Ana-Maria Creţu, and Yves-Alexandre de Montjoye. Achilles’ heels:
vulnerable record identification in synthetic data publishing. In European Symposium on Research in
Computer Security (ESORICS 2023), pp. 380–399. Springer, 2024a. doi:10.1007/978-3-031-51476-0_19.

Matthieu Meeus, Shubham Jain, Marek Rei, and Yves-Alexandre de Montjoye. Did the neurons read
your book? document-level membership inference for large language models. In 33rd USENIX Security
Symposium (USENIX Security 24), pp. 2369–2385. USENIX Association, 2024b. URL https://www.
usenix.org/conference/usenixsecurity24/presentation/meeus.

Matthieu Meeus, Igor Shilov, Manuel Faysse, and Yves-Alexandre de Montjoye. Copyright traps for large
language models. In 41st International Conference on Machine Learning (ICML 2024), volume 235,
pp. 35296–35309. PMLR, 2024c. URL https://proceedings.mlr.press/v235/meeus24a.
html.

Milad Nasr, Reza Shokri, and Amir Houmansadr. Comprehensive privacy analysis of deep learning: Passive
and active white-box inference attacks against centralized and federated learning. In 2019 IEEE Symposium
on Security and Privacy (S&P), pp. 739–753. IEEE, 2019. doi:10.1109/SP.2019.00065.

Milad Nasr, Nicholas Carlini, Jonathan Hayase, Matthew Jagielski, A Feder Cooper, Daphne Ippolito,
Christopher A Choquette-Choo, Eric Wallace, Florian Tramèr, and Katherine Lee. Scalable extraction
of training data from (production) language models, 2023. URL https://arxiv.org/abs/2311.
17035. arXiv preprint.

Nils Reimers and Iryna Gurevych. Sentence-BERT: Sentence embeddings using siamese BERT-networks. In
2019 Conference on Empirical Methods in Natural Language Processing (EMNLP 2019), pp. 3982–3992.
ACL, 2019. doi:10.18653/v1/D19-1410.

13

https://arxiv.org/abs/22306.01684
https://arxiv.org/abs/22306.01684
https://www.usenix.org/conference/usenixsecurity20/presentation/leino
https://www.usenix.org/conference/usenixsecurity20/presentation/leino
https://doi.org/10.18653/v1/2023.emnlp-main.842
https://arxiv.org/abs/1907.11692
https://doi.org/10.18653/v1/2022.emnlp-main.323
https://doi.org/10.18653/v1/2023.findings-acl.719
https://doi.org/10.1007/978-3-031-51476-0_19
https://www.usenix.org/conference/usenixsecurity24/presentation/meeus
https://www.usenix.org/conference/usenixsecurity24/presentation/meeus
https://proceedings.mlr.press/v235/meeus24a.html
https://proceedings.mlr.press/v235/meeus24a.html
https://doi.org/10.1109/SP.2019.00065
https://arxiv.org/abs/2311.17035
https://arxiv.org/abs/2311.17035
https://doi.org/10.18653/v1/D19-1410


611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647
648
649
650
651
652
653
654
655
656
657

Under review as a conference paper at ICLR 2025

Alexandre Sablayrolles, Matthijs Douze, Cordelia Schmid, Yann Ollivier, and Hervé Jégou. White-
box vs black-box: Bayes optimal strategies for membership inference. In 36th International Confer-
ence on Machine Learning (ICML 2019), volume 97, pp. 5558–5567. PMLR, 2019. URL https:
//proceedings.mlr.press/v97/sablayrolles19a.

Ahmed Salem, Giovanni Cherubin, David Evans, Boris Köpf, Andrew Paverd, Anshuman Suri, Shruti Tople,
and Santiago Zanella-Béguelin. SoK: Let the privacy games begin! A unified treatment of data inference
privacy in machine learning. In 2023 IEEE Symposium on Security and Privacy (S&P), pp. 327–345. IEEE,
2023. doi:10.1109/SP46215.2023.10179281.

Weijia Shi, Anirudh Ajith, Mengzhou Xia, Yangsibo Huang, Daogao Liu, Terra Blevins, Danqi Chen, and
Luke Zettlemoyer. Detecting pretraining data from large language models. In 12th International Conference
on Learning Representations (ICLR 2024). OpenReview.net, 2024. URL https://openreview.net/
forum?id=zWqr3MQuNs.

Reza Shokri, Marco Stronati, Congzheng Song, and Vitaly Shmatikov. Membership inference attacks against
machine learning models. In 2017 IEEE symposium on security and privacy (S&P), pp. 3–18. IEEE, 2017.
doi:10.1109/SP.2017.41.

Richard Socher, Alex Perelygin, Jean Wu, Jason Chuang, Christopher D. Manning, Andrew Ng, and
Christopher Potts. Recursive deep models for semantic compositionality over a sentiment treebank. In
2013 Conference on Empirical Methods in Natural Language Processing (EMNLP 2013), pp. 1631–1642.
ACL, 2013. URL https://aclanthology.org/D13-1170.

Congzheng Song and Vitaly Shmatikov. Auditing data provenance in text-generation models. In 25th ACM
SIGKDD International Conference on Knowledge Discovery & Data Mining (KDD 2019), pp. 196–206.
ACM, 2019. doi:10.1145/3292500.3330885.

Theresa Stadler, Bristena Oprisanu, and Carmela Troncoso. Synthetic data – anonymisation ground-
hog day. In 31st USENIX Security Symposium (USENIX Security 22), pp. 1451–1468. USENIX
Association, 2022. URL https://www.usenix.org/conference/usenixsecurity22/
presentation/stadler.

Pierre Stock, Igor Shilov, Ilya Mironov, and Alexandre Sablayrolles. Defending against reconstruction
attacks with Rényi differential privacy, 2022. URL https://arxiv.org/abs/2202.07623. arXiv
preprint.

Xinyu Tang, Richard Shin, Huseyin A Inan, Andre Manoel, Fatemehsadat Mireshghallah, Zinan Lin, Sivakanth
Gopi, Janardhan Kulkarni, and Robert Sim. Privacy-preserving in-context learning with differentially
private few-shot generation. In 12th International Conference on Learning Representations (ICLR 2024).
OpenReview.net, 2024. URL https://openreview.net/forum?id=oZtt0pRnOl.

Lauren Watson, Chuan Guo, Graham Cormode, and Alexandre Sablayrolles. On the importance of diffi-
culty calibration in membership inference attacks. In 10th International Conference on Learning Rep-
resentations (ICLR 2022). OpenReview.net, 2021. URL https://openreview.net/forum?id=
3eIrli0TwQ.

Johnny Tian-Zheng Wei, Ryan Yixiang Wang, and Robin Jia. Proving membership in LLM pretraining data
via data watermarks, 2024. URL https://arxiv.org/abs/2402.10892. arXiv preprint.

Tong Wu, Ashwinee Panda, Jiachen T Wang, and Prateek Mittal. Privacy-preserving in-context learning
for large language models. In 12th International Conference on Learning Representations (ICLR 2024).
OpenReview.net, 2024. URL https://openreview.net/forum?id=x4OPJ7lHVU.

14

https://proceedings.mlr.press/v97/sablayrolles19a
https://proceedings.mlr.press/v97/sablayrolles19a
https://doi.org/10.1109/SP46215.2023.10179281
https://openreview.net/forum?id=zWqr3MQuNs
https://openreview.net/forum?id=zWqr3MQuNs
https://doi.org/10.1109/SP.2017.41
https://aclanthology.org/D13-1170
https://doi.org/10.1145/3292500.3330885
https://www.usenix.org/conference/usenixsecurity22/presentation/stadler
https://www.usenix.org/conference/usenixsecurity22/presentation/stadler
https://arxiv.org/abs/2202.07623
https://openreview.net/forum?id=oZtt0pRnOl
https://openreview.net/forum?id=3eIrli0TwQ
https://openreview.net/forum?id=3eIrli0TwQ
https://arxiv.org/abs/2402.10892
https://openreview.net/forum?id=x4OPJ7lHVU


658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701
702
703
704

Under review as a conference paper at ICLR 2025

Chulin Xie, Zinan Lin, Arturs Backurs, Sivakanth Gopi, Da Yu, Huseyin A Inan, Harsha Nori, Haotian
Jiang, Huishuai Zhang, Yin Tat Lee, Bo Li, and Sergey Yekhanin. Differentially private synthetic data via
foundation model APIs 2: Text. In 41st International Conference on Machine Learning (ICML 2024),
volume 235, pp. 54531–54560. PMLR, 2024. URL https://proceedings.mlr.press/v235/
xie24g.html.

Andrew Yale, Saloni Dash, Ritik Dutta, Isabelle Guyon, Adrien Pavao, and Kristin P Bennett. Assessing
privacy and quality of synthetic health data. In Conference on Artificial Intelligence for Data Discovery
and Reuse (AIDR ’19), pp. 1–4. ACM, 2019. doi:10.1145/3359115.3359124.

Jiayuan Ye, Aadyaa Maddi, Sasi Kumar Murakonda, Vincent Bindschaedler, and Reza Shokri. Enhanced mem-
bership inference attacks against machine learning models. In 2022 ACM SIGSAC Conference on Computer
and Communications Security (CCS 2022), pp. 3093–3106. ACM, 2022. doi:10.1145/3548606.3560675.

Samuel Yeom, Irene Giacomelli, Matt Fredrikson, and Somesh Jha. Privacy risk in machine learning:
Analyzing the connection to overfitting. In 31st IEEE Computer Security Foundations Symposium (CSF
2018), pp. 268–282. IEEE, 2018. doi:10.1109/CSF.2018.00027.

Xiang Yue, Huseyin Inan, Xuechen Li, Girish Kumar, Julia McAnallen, Hoda Shajari, Huan Sun, David
Levitan, and Robert Sim. Synthetic text generation with differential privacy: A simple and practical recipe.
In 61st Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), pp.
1321–1342. ACL, 2023. doi:10.18653/v1/2023.acl-long.74.

Santiago Zanella-Béguelin, Lukas Wutschitz, Shruti Tople, Victor Rühle, Andrew Paverd, Olga Ohrimenko,
Boris Köpf, and Marc Brockschmidt. Analyzing information leakage of updates to natural language models.
In 2020 ACM SIGSAC Conference on Computer and Communications Security (CCS 2020), pp. 363–375.
ACM, 2020. doi:10.1145/3372297.3417880.

Santiago Zanella-Béguelin, Lukas Wutschitz, Shruti Tople, Ahmed Salem, Victor Rühle, Andrew Paverd,
Mohammad Naseri, Boris Köpf, and Daniel Jones. Bayesian estimation of differential privacy. In 40th
International Conference on Machine Learning (ICML 2023), volume 202, pp. 40624–40636. PMLR, 2023.
URL https://proceedings.mlr.press/v202/zanella-beguelin23a.html.

Sajjad Zarifzadeh, Philippe Liu, and Reza Shokri. Low-cost high-power membership inference attacks. In
41st International Conference on Machine Learning (ICML 2024), volume 235, pp. 58244–58282. PMLR,
2024. URL https://proceedings.mlr.press/v235/zarifzadeh24a.html.

Xiang Zhang, Junbo Jake Zhao, and Yann LeCun. Character-level convolutional networks for
text classification. In Advances in Neural Information Processing Systems (NIPS 2015), vol-
ume 28, 2015. URL https://papers.nips.cc/paper_files/paper/2015/hash/
250cf8b51c773f3f8dc8b4be867a9a02-Abstract.html.

Ziqi Zhang, Chao Yan, and Bradley A Malin. Membership inference attacks against synthetic health data. J.
Biomed. Inform., 125, 2022. doi:10.1016/j.jbi.2021.103977.

15

https://proceedings.mlr.press/v235/xie24g.html
https://proceedings.mlr.press/v235/xie24g.html
https://doi.org/10.1145/3359115.3359124
https://doi.org/10.1145/3548606.3560675
https://doi.org/10.1109/CSF.2018.00027
https://doi.org/10.18653/v1/2023.acl-long.74
https://doi.org/10.1145/3372297.3417880
https://proceedings.mlr.press/v202/zanella-beguelin23a.html
https://proceedings.mlr.press/v235/zarifzadeh24a.html
https://papers.nips.cc/paper_files/paper/2015/hash/250cf8b51c773f3f8dc8b4be867a9a02-Abstract.html
https://papers.nips.cc/paper_files/paper/2015/hash/250cf8b51c773f3f8dc8b4be867a9a02-Abstract.html
https://doi.org/10.1016/j.jbi.2021.103977


705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751

Under review as a conference paper at ICLR 2025

A PSEUDO-CODE FOR MIAS BASED ON SYNTHETIC DATA

We here provide the pseudo-code for computing membership signals for both MIA methodologies based on
synthetic data (Sec. 3.1.2), see Algorithm 2 for the n-gram method and Algorithm 3 for the method using
similarity metrics.

Algorithm 2 Compute membership signal using n-gram model

1: Parameter: n-gram model order n
2: Input: Synthetic dataset D̃ = {x̃i = (s̃i, ℓ̃i)}Ñi=1, Target canary x̂ = (ŝ, ℓ̂)
3: Output: Membership signal α
4: C(w⃗)← 0 for all (n−1)- and n-grams w⃗
5: for i = 1 to Ñ do
6: w1, . . . , wk(i) ← s̃i
7: for each n-gram (wj−(n−1), . . . , wj) in s̃i do
8: C(wj−(n−1), . . . , wj) += 1
9: C(wj−(n−1), . . . , wj−1) += 1

10: V ← |{w | ∃i.w ∈ s̃i}|
11: The n-gram model is factored into conditional probabilities: ▷ Final n-gram model

Pn-gram(wj | wj−(n−1), . . . , wj−1) =
C(wj−(n−1), . . . , wj) + 1

C(wj−(n−1), . . . , wj−1) + V
12: w1, . . . , wk ← ŝ ▷ Compute probability of canary text ŝ
13: α←

∏k
j=2 Pn-gram(wj | wj−(n−1), . . . , wj−1)

14: return α

Algorithm 3 Compute membership signal using similarity metric

1: Parameter: Similarity metric SIM(·, ·), cutoff parameter k
2: Input: Synthetic dataset D̃ = {x̃i = (s̃i, ℓ̃i)}Ñi=1, Target canary x̂ = (ŝ, ℓ̂)
3: Output: Membership signal α
4: for i = 1 to Ñ do ▷ Compute similarity of each synthetic example
5: σi ← SIM(ŝ, s̃i)

6: Sort similarities σi for i = 1, . . . , Ñ in descending order
7: Let σi(1), . . . , σi(k) be the top-k similarities
8: α← 1

k

∑k
j=1 σi(j) ▷ Compute mean similarity of the top-k examples

9: return α

B COMPUTATION OF RMIA SCORES

We here provide more details on how we adapt RMIA, as originally proposed by Zarifzadeh et al. (2024), to
our setup (see Sec. 3.1.3). In RMIA, the pairwise likelihood ratio is defined as:

LRθ(x, z) =

(
P (x | θ)
P (x)

)(
P (z | θ)
P (z)

)−1

. (3)
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where θ represents the target model, x the target record, and z the reference population. In this work, we only
consider one target model θ and many target records x. As we are only interested in the relative value of the
likelihood ratio across target records, we can eliminate the dependency on the reference population z,

LRθ(x, z) = LRθ(x) =
P (x | θ)
P (x)

. (4)

As suggested by Zarifzadeh et al. (2024), we compute P (x) as the empirical mean of P (x | θ′) across
reference models {θ′i}Mi=1,

P (x) =
1

M

M∑
i=1

P (x | θ′i) . (5)

To compute RMIA scores, we replace the probabilities in (4) by membership signals on target and reference
models:

βθ(x) =
αθ(x)

1
M

∑M
i=1 αθ′

i
(x)

. (6)

Note that when we compute αθ(x) as a product of conditional probabilities (e.g. when using the target model
probability in the model-based attack or the n-gram probability in the data-based attack), we truly use a
probability for αθ(x). However, in the case of the data-based attack using similarity metrics, we use the mean
similarity to the k closest synthetic sequences—which does not correspond to a true probability. In this case,
we normalize similarities to fall in the range [0, 1] and use αθ(x) as an empirical proxy for the probability
P (x | θ).
In practice, P (x | θ) can be an extremely small value, particularly when calculated as a product of token-
level conditional probabilities, which can lead to underflow errors. To mitigate this, we perform arithmetic
operations on log-probabilities whenever possible. However, in the context of equation (6), where the
denominator involves averaging probabilities, we employ quad precision floating-point arithmetic. This
method is sufficiently precise to handle probabilities for sequences of up to 50 words, which is the maximum
we consider in our experiments.

C PROMPTS USED TO GENERATE SYNTHETIC DATA

Table 2 summarizes the prompt templates p(ℓ) used to generate synthetic data for both datasets (see Sec. 4).

Dataset Template p(ℓ) Labels ℓ

SST-2 "This is a sentence with a ℓ sentiment: " {positive, negative}
AG News "This is a news article about ℓ: " {World, Sport, Business, Sci/Tech}

Table 2: Prompt templates used to fine-tune models and generate synthetic data.

D DETAILED ASSUMPTIONS MADE FOR THE ADVERSARY

We clarify the capabilities of adversaries in model- and data-based attacks according to the threat model
specified in Section 2. We note:
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1. A model-based attack is strictly more powerful than a data-based attack. This is because with access
to the fine-tuned model θ and the prompt template p(·), a model-based attack can synthesize D̃
for any set of synthetic labels and perfectly simulate the membership inference experiment for a
data-based attack.

2. In both threat models, the adversary can train reference models {θ′i}Mi=1. This assumes access to the
private dataset D, and the training procedure of target model θ, including hyperparameters. This is
made clear in line 3 in Algorithm 1.

3. In our experiments, we consider model-based attacks that use the prompt template p(·) to compute
the model loss for target records, as specified in Sec. 3.1.1. Our data-based attacks use the prompt
template p(·) to generate synthetic data D̃ from reference models.

4. Only the model-based attack has query-access to the target model θ. The attacks used in our
experiments use θ to compute token-level predicted logits for input sequences and do not use
white-box features, although this is not excluded by the threat model.

5. Only the data-based attack generates synthetic data from reference models, so only this threat model
leverages the sampling procedure sample(·).

Table 3 summarizes the adversary capabilities used in the attacks in our experiments.

Assumptions Model-based MIA Data-based MIA

Knowledge of the private dataset D used to fine-tune the
target model θ (apart from knowledge of canaries).

✓ ✓

Knowledge of the training procedure of target model θ. ✓ ✓

Knowledge of the prompt template p(ℓi) used to generate
the synthetic data.

✓ ✓

Query-access to target model θ, returning predicted logits. ✓ –

Access to synthetic data D̃ generated by target model θ. – ✓

Knowledge of the decoding strategy employed to sample
synthetic data D̃ (e.g., temperature, top-k).

– ✓

Table 3: Adversary capabilities effectively used by attacks in our experiments.

E SYNTHETIC DATA UTILITY

To ensure we audit the privacy of synthetic text data in a realistic setup, the synthetic data needs to bear
high utility. We measure the synthetic data utility by comparing the downstream classification performance
of RoBERTa-base (Liu et al., 2019) when fine-tuned exclusively on real or synthetic data. We fine-tune
models for binary (SST-2) and multi-class classification (AG News) for 1 epoch on the same number of real or
synthetic data records using a batch size of 16 and learning rate η = 1× 10−5. We report the macro-averaged
AUC score and accuracy on a held-out test dataset of real records.

Table 4 summarizes the results for synthetic data generated based on original data which does not contain any
canaries. While we do see a slight drop in downstream performance when considering synthetic data instead
of the original data, AUC and accuracy remain high for both tasks.

We further measure the synthetic data utility when the original data contains standard canaries (see Sec. 5.1).
Specifically, we consider synthetic data generated from a target model trained on data containing 500 canaries
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Fine-tuning data Classification
Dataset AUC Accuracy

SST-2 Real 0.984 92.3%
Synthetic 0.968 91.5%

AG News Real 0.992 94.4%
Synthetic 0.978 90.0%

Table 4: Utility of synthetic data generated from real data without canaries. We compare the performance of
text classifiers trained on real or synthetic data—both evaluated on real, held-out test data.

repeated nrep = 12 times, so 6000 data records. When inserting canaries with an artificial label, we remove
all synthetic data associated with labels not present originally when fine-tuning the RoBERTa-base model.

Canary injection Classification
Dataset Source Label AUC Accuracy

SST-2
In-distribution 0.972 91.6%

Synthetic Natural 0.959 89.3%
Artificial 0.962 89.9%

AG News
In-distribution 0.978 89.8%

Synthetic Natural 0.977 88.6%
Artificial 0.980 90.1%

Table 5: Utility of synthetic data generated from real data with canaries (nrep = 12). We compare the
performance of text classifiers trained on real or synthetic data—both evaluated on real, held-out test data.

Table 5 summarizes the results. Across all canary injection methods, we find limited impact of canaries on
the downstream utility of synthetic data. While the difference is minor, the natural canary labels lead to the
largest utility degradation. This makes sense, as the high perplexity synthetic sequences likely distort the
distribution of synthetic text associated with a certain real label. In contrast, in-distribution canaries can be
seen as up-sampling certain real data points during fine-tuning, while canaries with artificial labels merely
reduce the capacity of the model to learn from real data and do not interfere with this process as much as
canaries with natural labels do.

F ADDITIONAL RESULTS FOR MIAS USING STANDARD CANARIES

In line with the literature on MIAs against machine learning models (Carlini et al., 2022a), we also evaluate
MIAs by their true positive rate (FPR) at low false positive rates (FPR). Tables 6 and 7 summarize the MIA
TPR at FPR=0.01 and FPR=0.1, respectively. We also provide the ROC curves for the MIAs for both datasets
(with canary labels randomly sampled from the distribution of labels in real data) in Figure 3.

G ABLATIONS FOR MIAS ON SYNTHETIC DATA

Synthetic multiple Thus far, we have exclusively considered that the number of generated synthetic records
equals the number of records in the real data, i.e., N = Ñ . We now consider the case when more synthetic
data is made available to a data-based adversary (Ã). Specifically, we denote the synthetic multiple m = Ñ/N
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Canary injection TPR@FPR=0.01
Model Synthetic Synthetic Synthetic

Dataset Source Label (2-gram) (SIMJac) (SIMemb)

SST-2
In-distribution 0.148 0.081 0.029 0.020

Synthetic Natural 0.972 0.032 0.018 0.024
Artificial 0.968 0.049 0.000 0.030

AG News
In-distribution 0.941 0.063 0.032 0.016

Synthetic Natural 0.955 0.030 0.006 0.016
Artificial 0.990 0.071 0.041 0.022

Table 6: True positive rate (TPR) at a false positive rate (FPR) of 0.01 for experiments using standard canaries
(Sec. 5.1) across training datasets, canary injection mechanisms and MIA methodologies. Canaries are
synthetically generated with target perplexity Ptarget = 250 and inserted nrep = 12 times.

Canary injection TPR@FPR=0.1
Model Synthetic Synthetic Synthetic

Dataset Source Label (2-gram) (SIMJac) (SIMemb)

SST-2
In-distribution 0.795 0.335 0.207 0.203

Synthetic Natural 0.996 0.209 0.114 0.128
Artificial 1.000 0.268 0.142 0.142

AG News
In-distribution 0.982 0.200 0.158 0.168

Synthetic Natural 0.990 0.260 0.114 0.114
Artificial 0.996 0.298 0.152 0.164

Table 7: True positive rate (TPR) at a false positive rate (FPR) of 0.1 for experiments using standard canaries
(Sec. 5.1) across training datasets, canary injection mechanisms and MIA methodologies. Canaries are
synthetically generated with target perplexity Ptarget = 250 and inserted nrep = 12 times.

and evaluate how different MIAs perform for varying values of m. Figure 4 shows how the ROC AUC score
varies as m increases. As expected, the ROC AUC score for the attack that uses membership signals computed
using a 2-gram model trained on synthetic data increases when more synthetic data is available. In contrast,
attacks based on similarity metrics do not seem to benefit significantly from this additional data.

Hyperparameters in model-based attacks The model-based attacks that we presented in Sec. 3.1 have
hyperparameters. The attack that uses n-gram models to compute membership signals is parameterized by
the order n. Using a too small value for n might not suffice to capture the information leaked from canaries
into the synthetic data used to train the n-gram model. When using a too large order n, on the other hand,
we would expect less overlap between n-grams present in the synthetic data and the canaries, lowering the
membership signal.

Further, the similarity-based methods rely on the computation of the mean similarity of the closest k synthetic
records to the a canary. When k is very small, e.g. k = 1, the method takes into account a single synthetic
record, potentially missing on leakage of membership information from other close synthetic data records.
When k becomes too large, larger regions of the synthetic data in embedding space are taken into account,
which might dilute the membership signal among the noise.
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Figure 3: MIA ROC curves across MIA methodologies for the SST-2 (left) and AG News (right) datasets.
Canaries are synthetically generated with target perplexity of Ptarget = 250 with a natural label and inserted
nrep = 12 times.

20 21 22 23

Synthetic multiple m

0.5

0.6

0.7

0.8

0.9

1.0

M
IA

 A
UC

Model
Synthetic (2-gram)
Synthetic (SIMjac - k = 25)
Synthetic (SIMemb - k = 25)
Random guess baseline

20 21 22 23

Synthetic multiple m

0.5

0.6

0.7

0.8

0.9

1.0
M

IA
 A

UC
Model
Synthetic (2-gram)
Synthetic (SIMjac - k = 25)
Synthetic (SIMemb - k = 25)
Random guess baseline

Figure 4: ROC AUC score for increasing value of the synthetic multiple m across model-based attack
methods for SST-2 (left) and AG News (right). Canaries are synthetically generated with target perplexity of
Ptarget = 250, with a natural label, and inserted nrep = 12 times.

Table 8 reports the ROC AUC scores of model-based attacks for different values of the hyperparameters n
and k when using standard canaries (Sec. 5.1).

H DISPARATE VULNERABILITY OF STANDARD CANARIES

We analyze the disparate vulnerability of standard canaries between the model-based attack and the data-based
attack that uses a 2-gram model (as discussed in Sec 5.1). Figure 5 plots the RMIA scores for both attacks on
the same set of canaries, which have either been included in the training dataset of the target model (member)
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n-gram SIMJac SIMemb

Dataset n AUC k AUC k AUC

SST-2

1 0.415 1 0.520 1 0.516
2 0.616 5 0.535 5 0.516
3 0.581 10 0.538 10 0.519
4 0.530 25 0.547 25 0.530

AG News

1 0.603 1 0.522 1 0.503
2 0.644 5 0.525 5 0.498
3 0.567 10 0.537 10 0.503
4 0.527 25 0.552 25 0.506

Table 8: Ablation over hyperparameters of model-based MIAs. We report ROC AUC scores across different
values of the hyperparameters n and k (see Sec. 3.1). Canaries are synthetically generated with target
perplexity Ptarget = 250, with a natural label, and inserted nrep = 12 times.

or not (non-member). Note that the RMIA scores are used to distinguish members from non-members, and
that a larger value corresponds to the adversary being more confident in identifying a record as a member, i.e.,
to the record being more vulnerable.

First, we note that the scores across both threat models exhibit a statistically significant, positive correlation.
We find a Pearson correlation coefficient between the RMIA scores (log) for both methods of 0.20 (p-value of
2.4 × 10−10) and 0.23 (p-value of 1.9 × 10−13) for SST-2 and AG News, respectively. This means that a
record vulnerable to the model-based attack tends to be also vulnerable to the data-based attack, even though
the attacks differ substantially.

Second, and more interestingly, some canaries have disparate vulnerability across MIA methods. Indeed,
Figure 5 shows how certain data records which are not particularly vulnerable to the model-based attack are
significantly more vulnerable to the data-based attack, and vice versa.

I LOW FPR ROC RESULTS

Figure 6 shows log-log plots of the ROC curves in Figure 1 to better examine behavior of attacks at low FPR.

J DETERMINING OPTIMAL HYPERPARAMETERS

We optimized hyperparameters for LoRA fine-tuning Mistral-7B on SST-2 by running a grid search over
learning rate ([1 × 10−6, 4 × 10−6, 2 × 10−5, 6 × 10−5, 3 × 10−4, 1 × 10−3]) and batch size ([64, 128,
256]). We fine-tuned the models for 3 epochs and observed the validation loss plateaued after the first epoch.
Based on these results, we selected a learning rate of 2× 10−5, effective batch size of 128, sequence length
128, LoRA r = 4 and fine-tuned the models for 1 epoch, as stated in Sec. 7. Figure 7 shows the validation
cross-entropy loss for SST-2 over the grid we searched on and the train and validation loss curves for 3 epochs
with the selected hyperparameters.
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Figure 5: RMIA scores (log) for model- and data-based MIAs on the same set of canaries. Results for both
datasets SST-2 and AG News. Canaries are synthetically generated with target perplexity of Ptarget = 250
with a natural label, and inserted nrep = 12 times.

K INTERPRETABILITY

K.1 IDENTIFYING MEMORIZED SUB-SEQUENCES

We analyze what information from a canary leaks into the synthetic data that enables a data-based attack
to infer its membership. For each canary x̂ = (ŝ, ℓ̂), we examine the synthetic data generated by a model
trained on a dataset including (member) and excluding x̂ (non-member). We leverage the M = 4 reference
models θ′ used to develop the attack for 1000 specialized canaries from Fig. 1(c). For each model θ′, we
count the number of n-grams in s̃ that occur at least once in D̃′ (Cunique). We also compute the median
Cmed and average Cavg counts of n-grams from ŝ in D̃′. Table 9 summarizes how these measures vary with
n. As n increases, the number of n-grams from the canary appearing in the synthetic data drops sharply,
reaching Cmed = 0 for n = 4 for models including and excluding a canary. This suggests that any verbatim
reproduction of canary text in the generated synthetic data is of limited length. Further, we observe only slight
differences in counts between members and non-members, indicating that the signal for inferring membership
is likely in subtle shifts in the probability distribution of token co-occurrences within the synthetic data, as
captured by the 2-gram model. We further analyze canaries with the highest and lowest RMIA scores below.

K.2 INTERPRETABILITY OF RMIA SCORES

To further understand the membership signal for data-based attacks, we examine some examples in-depth.

Specifically, we consider the MIA for specialized canaries with F = 30, Ptarget = 31 and nrep = 16 for SST-2
from Figure 1(c). Recall that for this attack, we consider 1000 canaries, 500 of which are injected into the
training dataset of one target model θ. We also train 4 references models {θ′i}4i=1 where each of the 1000
canaries has been included in exactly half. We focus on the best performing MIA based on synthetic data, i.e.
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Figure 6: Log-log ROC curves of MIAs on synthetic data AD̃ compared to model-based MIAs Aθ on SST-2
((a)–(c)) and AG News ((d)–(f)). We ablate over the number of canary insertions nrep in (a), (d), the target
perplexity Ptarget of the inserted canaries in (b), (e) and the length F of the in-distribution prefix in the canary
in (c), (f).

the attack leveraging the probability of the target sequence computed using a 2-gram model trained on the
synthetic data.

Cunique Cmed Cavg

n Member Non-member Member Non-member Member Non-member

1 46.1± 2.5 45.2± 2.8 882.9± 756.3 884.2± 771.8 7391.0± 1892.23 7382.7± 1887.1
2 29.6± 5.7 28.1± 5.7 5.2± 6.6 4.2± 6.3 202.9± 118.0 199.6± 116.6
4 4.8± 3.6 3.9± 3.2 0.0± 0.0 0.0± 0.0 1.4± 2.8 1.2± 2.6
8 0.1± 0.6 0.0± 0.3 0.0± 0.0 0.0± 0.0 0.0± 0.0 0.0± 0.0

Table 9: Aggregate count statistics of n-grams in a canary ŝ that also appear in the synthetic data D̃′ generated
using 4 reference models including and excluding ŝ. Number of n-grams in s̃ that also appear in D̃′ (Cunique),
median (Cmed) and average (Cavg) counts of n-grams from ŝ in D̃′. We report mean and std. deviation of
these measures over all canaries (F = 30, Ptarget = 31, nrep = 16) for SST-2. Each canary ŝ contains exactly
50 words and D̃′ contains 706.7k ± 72.8k words.
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(a) Grid search (b) Loss curve

Figure 7: (a) Validation cross-entropy loss of LoRA fine-tuning Mistral-7B on SST-2 varying the learning
rate and effective batch size. (b) Training and validation loss for best hyperparameters over 3 epochs.

To understand what signal the MIA picks up to infer membership, we focus on the canary most confidently—
and correctly—identified as member and the one most confidently—and correctly—identified as non-member.
For this, we take the canaries for which the RMIA score computed using the target model and the reference
models is the highest and the lowest, respectively.

Next, for each model (4 reference models, and 1 target model), we report for this canary x̂i:

1. Whether the canary has been included in, x̂i ∈ D (IN), or excluded from, x̂i /∈ D (OUT), the training
dataset of the model in question, and thus to generate the synthetic data D̃ = {x̃i = (s̃i, ℓ̃i)}Ñi=1.

2. The canary with the words that appear as a 2-gram in the synthetic data D̃ emphasized in bold face.
Note that if, for instance, this is a sequence of 3 words, e.g., "like many western", this means that all
3 words appear in 2-grams in the synthetic data, e.g., "like many" and "many western".

3. The maximum overlapping sub-string between the canary and any synthetically generated record s̃i.
We define a sub-string as a sequence of characters, including white space, and also report its length
as number of characters Loverlap.

4. The mean, negative cross-entropy loss of the canary computed using the 2-gram model trained on
the synthetic data. Formally, for canary ŝi = (w1, w2, . . . , wk): − 1

k

∑k
j=2 log (P2-gram(wj , wj−1)).

Tables 10 and 11 report this for the canary with the largest and lowest RMIA score, respectively.

First, we observe that not all the words in the canary appear as 2-grams in the synthetic dataset. This could be
expected, as not all 2-grams are commonly used in general English (e.g. "penetrating views"). Notably, the
number of common 2-grams does not significantly differ whether the canary is a member or not (IN or OUT).

In addition, we observe similar trends when considering the longest overlapping sub-string between the
canary and the synthetic data. Across all models and canaries, this sub-string remains consistently short and
shows little variation with membership labels. This suggests that the signal used to infer membership does
not rely on the verbatim regurgitation of long sub-sequences.

Lastly, we investigate whether the reported 2-gram loss is consistent with the fact that these canaries
correspond to the largest and lowest RMIA scores. Although the losses across models differ only slightly, the
relative values align with the RMIA scores. Recall that RMIA scores are intuitively computed as the ratio of
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the membership signal of the target model to the average membership signal across reference models. For the
canary with the highest RMIA score, the 2-gram loss of the target model is lower than the average loss of the
reference models, suggesting that the canary was seen by the target model. Conversely, for the canary with
the lowest RMIA score, the 2-gram loss is higher than the average loss across reference models.

These results suggest that the information required to infer membership based on synthetic data does not lie in
the explicit generation of canary sub-strings within the synthetic data. Instead, the signal seems more subtle,
arising from slight shifts in the probability distribution of co-occurrences of words in the synthetic data.
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IN or Canary Max overlapping 2-gram
Model OUT (words present as part of 2-grams in D̃′ in bold) sub-string loss

θ′1 (ref) IN "like many western action films , this thriller is
too loud and thoroughly overbearing , but its
heartfelt concern about north korea ’s recent past
and south korea ’s future, its sophisticated sense
of character and its penetrating views on many
social and political issues, like the exploitation of
single"

« social and political
issues » ;

Loverlap = 28

17.96

θ′2 (ref) IN "like many western action films , this thriller
is too loud and thoroughly overbearing , but its
heartfelt concern about north korea ’s recent
past and south korea ’s future, its sophisticated
sense of character and its penetrating views on
many social and political issues, like the exploita-
tion of single"

« sense of character
and » ; Loverlap = 24

18.40

θ′3 (ref) OUT "like many western action films , this thriller is
too loud and thoroughly overbearing , but its
heartfelt concern about north korea ’s recent past
and south korea ’s future, its sophisticated sense
of character and its penetrating views on many
social and political issues, like the exploitation
of single"

« sophisticated sense
of » ; Loverlap = 24

18.30

θ′4 (ref) OUT "like many western action films , this thriller is
too loud and thoroughly overbearing , but its
heartfelt concern about north korea ’s recent past
and south korea ’s future, its sophisticated sense
of character and its penetrating views on many
social and political issues, like the exploitation
of single"

« sense of character
and » ; Loverlap = 24

17.93

θ (target) IN "like many western action films , this thriller is
too loud and thoroughly overbearing , but its
heartfelt concern about north korea ’s recent
past and south korea ’s future, its sophisticated
sense of character and its penetrating views on
many social and political issues, like the exploita-
tion of single"

« sense of character
and » ; Loverlap = 24

17.65

Table 10: Interpretability of the best MIA (2-gram) based on synthetic data for specialized canaries with
F = 30, Ptarget = 31 and nrep = 16 for SST-2 from Figure 1(c). Results across 4 reference models and
the target model for the canary with the largest RMIA score (most confidently and correctly identified as
member by the MIA). Words in bold appear in 2-grams in D̃′. The largest generated sub-sequence of the
canary in D̃′ corresponds to the maximum overlapping sub-string, not the longest sequence of words in bold.
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IN or Canary Max overlapping 2-gram
Model OUT (words present as part of 2-grams in D̃′ in bold) sub-string loss

θ′1 (ref) IN "the star who helped give a spark to “ chasing
amy ” and “ changing lanes ” falls flat as think-
ing man cia agent jack ryan in this summer ’s
big-budget action drama, “ the hunt for red octo-
ber ” (1990). At the time, bullet time was used to
prolong"

« the hunt for red
october » ;
Loverlap = 26

18.12

θ′2 (ref) IN "the star who helped give a spark to “ chasing
amy ” and “ changing lanes ” falls flat as think-
ing man cia agent jack ryan in this summer ’s
big-budget action drama, “ the hunt for red octo-
ber ” (1990). At the time, bullet time was used to
prolong"

« ” and “
changing lanes ”
» ; Loverlap = 29

18.41

θ′3 (ref) OUT "the star who helped give a spark to “ chasing
amy ” and “ changing lanes ” falls flat as thinking
man cia agent jack ryan in this summer ’s big-
budget action drama, “ the hunt for red october
” (1990). At the time, bullet time was used to
prolong"

« “ chasing amy ”
» ; Loverlap = 19

19.04

θ′4 (ref) OUT "the star who helped give a spark to “ chasing
amy ” and “ changing lanes ” falls flat as think-
ing man cia agent jack ryan in this summer ’s
big-budget action drama, “ the hunt for red octo-
ber ” (1990). At the time, bullet time was used to
prolong"

« ” and “
changing lanes ”
» ; Loverlap = 29

18.29

θ (target) OUT "the star who helped give a spark to “ chasing
amy ” and “ changing lanes ” falls flat as thinking
man cia agent jack ryan in this summer ’s big-
budget action drama, “ the hunt for red october
” (1990). At the time, bullet time was used to
prolong"

« “ chasing amy ”
» ; Loverlap = 19

18.85

Table 11: Interpretability of the best MIA (2-gram) based on synthetic data for specialized canaries with
F = 30, Ptarget = 31 and nrep = 16 for SST-2 from Figure 1(c). Results across 4 reference models and
the target model for the canary with the smallest RMIA score (most confidently and correctly identified as
non-member by the MIA). Words in bold appear in 2-grams in D̃′. The largest generated sub-sequence of the
canary in D̃′ corresponds to the maximum overlapping sub-string, not the longest sequence of words in bold..
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