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Abstract

We develop optimization methods which offer new trade-offs between the number
of gradient and Hessian computations needed to compute the critical point of a non-
convex function. We provide a method that for a twice-differentiable f: R? — R
with Lo-Lipschitz Hessian, an input initial point with A-bounded sub-optimality,
and a sufficiently small e > 0, outputs an e-critical point, i.e., a point = such that
IV ()| < e, using O(AL;/4nI}1/26_9/4) queries to a gradient oracle and ny
queries to a Hessian oracle. As a consequence, we obtain an improved gradient
query complexity of O(d"/ 3L;/ ®Ae~3/2) in the case of bounded dimension and of

O(A3/2L3/4e’9/4) in the case where we are allowed only a single Hessian query.
We obtain these results through a more general algorithm which can handle ap-
proximate Hessian computations and recovers known prior state-of-the-art bounds
of computing an e-critical point, under the additional assumption that f has an

Ly -Lipschitz gradient, with O(ALL *e=7/4) gradient queries.

1 Introduction

We consider the problem of computing an e-critical point of a differentiable function f: R? — R,
that is = with |V f(2)| < ¢, given an initial point (%) € R? with bounded function error or sub-
optimality, A := f(2(?) — inf cga f (m)EI This critical point computation problem—also referred
to as making the gradient norm small [2}33] or finding stationary points [[1]—is a foundational and
well-studied optimization problem. It is ubiquitous in machine learning research and has been studied
extensively for decades; see e.g., [[10, [11]] for references.

Obtaining an e-critical point is a natural stopping condition for many optimization methods. For
general smooth non-convex functions, guarantees of this type—as opposed to reaching a globally
optimal point—may be provably established without incurring exponential dimension dependence in
the rates [[10} [11]. Furthermore, there are even instances of non-convex objectives, such as regression
tasks with non-convex regularization [31]] and matrix completion [21]], for which reaching what is
known as a second-order critical point [1,|9, 26} [27]—which generalize e-critical points—suffices to
establish global optimality.

In certain foundational settings, optimal query complexities for critical point computation are known.
For example, consider the following simple variant of gradient descent, e.g.,
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where Tfm (x) is the pth-order Taylor approximation of f evaluated at z® and f is L;-smooth,
i.e., has an L;-Lipschitz gradient where ||V f(x) — V f(y)|| < Li||z — y|| for all z,y € RY. Eq.
computes an e-critical point with at most O(L1A6_2) iterations [32], and it is known that for
sufficiently large d, any method (even a randomized one that succeeds with high probability) must
compute at least Q(L;Ae~?) gradients in the worst case [10]. More broadly, for f that has L,,-
Lipschitz pth-order derivatives define a pth-order oracle as one that when queried at a point  returns
all partial derivatives of f at = up to order p. It is known that the method
et argming cpa T2, () + chpHa:(t) — :1:”p+17

for suitable choice of constant ¢, > 0, solves the problem in O(chzl/ P Ae=(P+1)/P) queries and
iterations [7], and these rates are optimal in terms of dimension-independent query complexity [10].

Unfortunately, the faster rates for critical point computation obtained via higher-order oracles, e.g.,
pth-order oracles, generally come at a cost. Simply specifying the output of a pth-order oracle at
a point involves outputting d” numbers in the worst case, which even for a small constant p can
be prohibitively expensive when the problem dimension is large. Correspondingly, there has been
extensive research [} (9] [10L [11} 34] on what rates are obtainable given various assumptions on f
and access only to a gradient oracle, i.e., an oracle that when queried at z € R? outputs Vf(z),
the gradient of f at x, and a Hessian oracle, i.e., an oracle that when queried at = € R4 outputs
V2f(x), the Hessian of f at z. One particularly relevant line of work has shown that with only a
gradient oracle for f that has L;-Lipschitz gradient and Lo-Lipschitz Hessian, it is possible to obtain

arate of O(LL/2 LY *Ae=7/4)if 0 < € < min{L2L; ", A>/3 L/} [1119,29], and [IT] provided an
QLY LY Ae=12/7) lower bound for this setting. In other words, when the Hessian of the function

is also Lipschitz continuous, it is possible to improve upon the O(L;Ae~2) query complexity of
gradient descent. Meanwhile, if we further allow for querying Hessian information, this rate can be

improved to O(Lé/ A3/ 2) [34], which is optimal under this stronger oracle model [10} [12]].

In this paper, we perform a more fine-grained study of the problem of critical point computation. We
ask, what trade-offs are possible between the number of gradient and Hessian computations that
are needed to compute e-critical points for functions with L1-Lipschitz gradients and Lo-Lipschitz
Hessians? Our main result is an algorithm which offers a new such trade-off, even when the Hessian
is computed only approximately. Furthermore, we show that this result generalizes the bounds of
[29] and yields further improvements in dimension-dependent settings.

1.1 Our Results

Our main result is a new trade-off in the number of approximate Hessian oracle queries and gradient
queries for f needed for e-critical point computation. Here we define the approximate Hessian oracle
we consider and provide our main theorem.

Definition 1 (Approximate Hessian Oracle). We call a procedure a §-approximate Hessian oracle for
twice differentiable f : R? — R if when queried at x € R? it outputs symmetric H, € R%*? such
that |Hy — V2 f(z)| < 6.

Theorem 1 (Main Result). Let f: R — R have L1-Lipschitz gradient and Lo-Lipschitz Hessian.

There is an algorithm which given any ©(°) € R* with A-bounded sub-optimality with respect to f,

positive integer ny, and 0 < € < min{L%L;l, AQ/?’L;/B}, outputs an e-critical point of f with at

most ny queries to a d-approximate Hessian oracle and at most

AL§/4C§/2 e

queries to a gradient oracle for f, where

Lo

2A3 2
Cs = min {L1,5 + L>A Ao } .

and ¢y =minq Ly, —— 4+ — +96
nge et €2

As outlined in our overview in Section[2} Theorem [I]follows from a careful combination of Theorem[3]
and Corollary 2] which characterize Algorithm [2]and Algorithm [3] respectively.

In the remainder of this section we compare this result to previous studied problems and discuss its
implications.



Generalizing Prior Gradient Methods. First, we note that Theorem [1| recovers known prior
results on gradient-only methods. Observe that ||V2 flx) || < L, if and only if f has an L;-Lipschitz
gradient, and consequently, an L;-approximate Hessian oracle for f can be implemented with no
queries, by simply outputting the all-zero matrix. In this case, the approximation error is § = L,
which leads to ¢s = ¢, = Lq. Thus, as a corollary of Theorem [l we obtain a method which

computes an e-critical point using O(L}/ 2L§/ AT/ 4) queries, which matches the prior best known
algorithms in this setting [1} 8} 9} [29]].

Gradient-Hessian Trade-offs for Functions with Unbounded Smoothness. Interestingly, our
results apply even without a bound on L. In this case, it follows from Theorem I] that, with exact
Hessian queries, i.e., when = 0, it is possible to obtain methods that compute an e-critical point with

n g Hessian queries and O(Ag/ 2L3/ 4n;/ =9/ 4) gradient queries Excitingly, this result shows it
is possible to compute an e-critical point with only a single Hessian query and O(A3/ 2Lg/ L9/ 4
gradient queries. The previous best algorithms in this setting are essentially due to Doikov et al. [18].
Though their paper studies a different setting, their results seem to imply an e-critical point with
np Hessian queries and O(A2L2n§26_3) gradient queries, and so for a single Hessian query, we

improve these results, up to polylogarithmic factors, by a factor of O(A/ 2Lé/ Le=3/4y,

Dimension-Dependent Critical Point Computation. As another application of Theorem|[I] we
obtain improved bounds on the number of gradients needed to compute a critical point of functions
where d, the dimension, is bounded. Specifically, we note that by a finite differencing argument (e.g.,
Lemma 3 in [23] for h = 26d~"/ 2Ly b, a d-approximate Hessian oracle for f can be implemented
with just 2d queries to a gradient oracle by approximateing each column of the Hessian using by
finite differences and wo gradient queries. Applying this fact with Theorem [I]and optimizing over
the choice of ny yields the following corollary.

Corollary 1. Let f: R s R have Li-Lipschitz gradient and Lo-Lipschitz Hessian. There is a
method which given any ©(©) € R% with A-bounded sub-optimality with respect to f and 0 <
e <min{L}L;", AQ/?’Lé/B}, outputs an e-critical point of f with at most O(dl/?’Lé/er_?’/2 +d)
queries to a gradient oracle for f.

Interestingly, while optimal query complexities are known for the low-dimensional d = 1 [15] and
d = 2 [24]] cases—the latter following from the more general O(max{2¢, ¢~2¢/(4+2)}) query com-
plexity results of Vavasis [37]—for d > 7, our results improve, up to polylogarithmic factors, upon
the previous state-of-the-art dimension-dependent bound of O(v/dLyAe~3/2) for this problem [18]
for any ¢ < min{L}L;", A2/3L§/3}. In addition, we improve upon the O(Li/2L§/4Ae’7/4)
bounds of Li and Lin [29] for ¢ < min{O(LY?L; d=%/3), L2L;", A%/3L}/®}. This expands
the range of € for which the rate of [29] can be improved over [18]], which offers improve-

ment when € < O(L%L;ld—Q); see Table (1| for details. Work by Jiang et al. [25]] also provides

dimension-dependent results of O(d!/ 4Li/ 4L§/ 8 Ae13/8) gradient queries under the additional

assumption that e < ALy/L;. However, as shown in Appendix forany d > 1 and ¢ <
min{L2L; ", A?/3LY/% AL,L7'}, thisis always at least the minimum of O(v/dLy Ae~3/24d) [18]
and O(L\?Ly/* Ae=7/4) [29].

It remains unclear whether our bound, particularly the d'/? dependence, is asymptotically opti-
mal. Although there are relevant lower bounds in the dimension-independent setting [[10} [1 1], the
dimension-dependent complexity of critical point computation is still not well understood: Existing
dimension-dependent lower bounds apply only to low-dimensional settings and do not have Hessian
Lipschitzness assumptions, see e.g., [15, 24]]. The development of tight lower bounds in our regime
as an independent and interesting open problem.

While not the focus of the paper, we briefly comment on the computational complexity of our
algorithm. Each iteration involves an approximate eigendecomposition step, which may seem more
involved than the computation in the classical Newton method, where a dense linear system is solved
in each iteration. Nevertheless, in the worst case, it can be implemented in O(d“) time, where w

We use O(-) to hide polylogarithmic factors in nzr, max{ Lz, Ly '}, max{A, A~'}, max{e,e¢ "'}, and 4.



Algorithm # Gradient Queries Assumption

Vavasis [37] O(24 + e=2d/(d+2)) Ly
Li & Lin [29] O(L1*LY* Ae=T/%) Ly, Ly
Nesterov & Polyak [34] O(dv/LyAe3/?) Lo
Doikov et al. [18] O(VdLyAe™3/2 + d) Ly
Jiang et al. [25] O(dVALY L3S Ae13/8] Ly, L,
Corollary(Ours) O~(d1/3L§/2A6’3/2 +d) Lo

Table 1: Comparison with previous results in terms of the number of gradient queries needed to reach an
e-critical point, i.e., |[Vf(z)|| < e, under L;-Lipschitz gradient, Lo-Lipschitz Hessian assumptions, for
0 < e < min{L}L; "', A*?L}/®}. This is a standard range of € to consider as noted in [8]. If e > L3L;",
gradient descent achieves better query complexity. If € > A%/ BLé/ 3, our algorithm halts after at most a single
iteration and makes at most O(dl/ 3) queries. Up to polylogarithmic factors, our results improve upon [29] when

e <min{O(L3*L;'d~*/?), L3L; ", A*/*L}/*} , and upon [18] for any € < min{L3L; ", A?/3 L)/},

denotes the matrix multiplication exponent [17]]. This is the same as the per-iteration cost of the
Newton method.

Additional Related Work. The efficiency of critical point computation has been explored in a
wide variety of non-convex optimization contexts and settings, some of which we now highlight.
Although this work is concerned with exact gradient information, there has also been significant
effort in understanding optimal complexities when instead given access to stochastic oracles [4}
2,13, 15, 16, 20, 22, 40]]. In addition, other works have considered methods based on alternative
structural assumptions, such as a type of graded non-convexity [[19], a particular spectral decay of the
Hessian [30]], or, in the case of non-smooth non-convex objectives, relaxed notions of approximate
critical points [16} 28] 36l 139]]. There is also a broader literature related to general Taylor descent
algorithms [7, [10], including works that focus on efficient and adaptive methods [13} (14} 34].

2 Our Algorithms

Our approach is inspired by the advances in obtaining O(L%/ 2Lé/ AT/ 4) rates over the last few
years [1} 9 29]. In particular, our algorithm builds on the work of [29], which proves that one can
apply accelerated gradient descent with restarts to obtain improved rates. Our algorithm uses a
similar method, but works with a norm induced by computations of the approximate Hessian H.
In particular, we work in the norm induced by ¢(H) where ¢ is a carefully chosen function which
returns a symmetric matrix. We show that by applying their method in this carefully designed norm
and recomputing the Hessian intermittently, we obtain our result.

First, in Section we present a variant of accelerated gradient descent (Algorithm [T)). This is
similar to the algorithms of [29] without restarts, but in the norm induced by H = ¢(H) (Eq. . We
prove that with a single Hessian computation and a bounded number of gradient computations, the
algorithm either finds a critical point or significantly reduces the function value (Theorem [2).

Second, to make use of this result, we either perform negative curvature descent whenever the
approximate Hessian H has a sufficiently negative eigenvalue, or apply a restart strategy similar
to [29]. (Algorithm[2). Our algorithm additionally keeps track of the movement of the iterates and

when the movement is too large, recomputes the approximate Hessian [ and the corresponding H.
In Section [2.2] we analyze Algorithm [2] which essentially obtains our main result up to logarithmic
factors (Theorem [3).

Unfortunately, the logarithmic factors for Algorithm[2]depend on L. Interestingly, we show that there
is a fairly generic procedure that allows us to remove this dependence with at most one additional
Hessian computation. In Section [2.3] we prove a general reduction that given an algorithm that
finds critical points for a function with L, -Lipschitz gradient and Ls-Lipschitz Hessian, there is an

SThis result holds under the additional assumption that ¢ = O(ALz/L1). See Appendixfor a detailed
comparison between this work and [18}29].
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algorithm that uses one additional Hessian computation and finds a critical point for any function
with only an Lo-Lipschitz Hessian (Theorem [). Finally, with all of these tools in hand, we prove our
main result, Theorem [T} Several proofs are deferred to the appendix.

2.1 Critical or Progress using Approximate Hessians

In this section, we describe the core subroutine of our critical point computation algorithm,
Critical-or-Progress, which is a version of accelerated gradient descent (Algorithm|1). This
procedure either finds an e-critical point or decreases the function value by at least Q(e3/2/ L; 2). Sup-

pose that we are given H (o), a d-approximate Hessian at (%), such that || H,o) — V2f(z(®)| <6,
and additionally —201 = H_) =< L;1. Let the spectral decomposition of H ) be

d
Hyo =Y Ajhih],
j=1

where {h1, ..., hq} is an orthonormal basis. Define
H = ¢(\j)hih] , 2)
where
[logy(L1/9)]

P(A) = (326 + [A]) - 3)

[log, (max{|A[, 20}/5)]

We consider an algorithm that performs AGD in the norm induced by H, as shown in Algorithm
The parameters used in Algorithm|I]are chosen as follows.

- € 1
Pmax = HlaX{ ﬂog(Ll/(sﬂv 16}7 €= pTa n= Za
max 4
sl [T pol el VB @
T3V Ly K’ - (ELo)1/4

Algorithm 1: Critical-or-Progress

Input: initial iterate z(°), a §-approximate Hessian H. »(0), target accuracy e, gradient
Lipschitzness L1, Hessian Lipschitzness Ls;

Initialize (—) + 2(0);
Set H according to , and set 1, B, 6, K according to (@);
fork=0,...,Kdo
y®) — ) 4 (1= 0y)(x®) — k-1,
2D y®) —y H1V £ (y®);
if kF T || HY2 (254D — 209 |* > 126pmay B2 then Output z°™ — (%) ;
Ky + argminL%JSkSKﬂHfAfl/Q (z®+D — zM)|;

ou K
Output z°" < m Zk:OLK/2J y®)

The main result of this section is the following Theorem [2} which shows that Algorithm [T} using
a single query to a §-approximate Hessian oracle and a bounded number of gradient queries for f,

either finds an e-critical point or decreases the function value by at least (¢3/2/ Lé/ %).

Theorem 2. Let § < Ly, € < 6%/Ly, and —61 =< H ) = 2L11. Using the parameters in @,
Algorithm[l\makes 1 query to a 6-approximate Hessian oracle and at most K queries to a gradient
oracle for f and outputs z°"* € R® with ||z°"* — £(O|| < 7B such that either z°"* is e-critical for f
or

f(xout) _ f(:z:(o)) < —L;1/2€3/2 _ _L2—1/2p—1263/2 '

max



For any =,y € R?, define the variables & = HY?%2, 4
induced by H,

= H'/2y, and the function in the norm

@) = f(H %), )
which satisfies
Vi) =H 2. VfH?%). (6)
In this norm induced by H , the updates in Line |5|and Line@ of Algorithmbecome
A(’f) « 7 _|_ (1— Q)(A(k) . A(k—l))7

D g™ — v f(g), ”

which are similar to the standard accelerated gradient descent updates.

The proof of Theorem 2] proceeds by analyzing whether the “if condition” in Line[7]is triggered. In
the case where the iterates move relatively far in K iterations and the “if condition” is triggered,
using a similar proof strategy as [29], we demonstrate that the function value must have decreased
by at least Q( 123/ 2). On the other hand, in the case where the iterates stay relatively close
to (9 and the “1f condition” is not triggered, we show that averaging over several iterates yields
a point with a small gradlent This part of the analys1s is more intricate and relies sensitively on
the choice of the matrix H. We first establish that V f (z°"%), the gradient of the output measured
in the norm induced by H, is small. However, this does not immediately imply that V f(z°1) is
small. To bridge this gap, we leverage the specific structure of H defined in (@), where spectral
gaps are intentionally introduced through the use of a piecewise function defined in its construction.
Using results from matrix perturbation theory, we show that this construction guarantees that the
eigenvectors of V2 f(#(®) with large eigenvalues is nearly identical to that of H and V2 f(2(®).
Consequently, we can bound the component of V f(z°") in the strongly convex subspace using
the corresponding component of V f ("),
subspace similarly.

and analyze the component in the non-strongly convex

2.2 Restarted Approximate Hessian AGD

In this section, we present our main algorithm, Algorithm 2] In each iteration, Algorithm [2] maintains
a Hessian estimate of V2 f(x(*)) with bounded error. If the estimate has a negative eigenvalue smaller
than —34, we identify a direction of negative curvature and update along it. Otherwise, we invoke
Critical-or-Progress (Algorithm|1) and set its output as the next iterate. We show that if 2(*+1)
is not an e-critical point, the function value decreases efficiently. As a result, the algorithm finds an
e-critical point in a bounded number of iterations.

The Hessian estimate in Algorithmis maintained via lazy updates. It initializes with z(°) as the
reference point = and sets the Hessian estimate to H ). Whenever the current iterate z® moves
more than a threshold R away from Z, we update the reference point Z < z(*) and the Hessian
estimate to H (). Since f has an Ly-Lipschitz Hessian, the error of the Hessian estimate is bounded
by max{2L;,d + Lo R} in each iteration.

The parameters in Algorithm [2] are chosen as follows.

3A I,
R 1 16
nge 8 (5 T 3LA (nme) | > ’
(5 — m1n{5 + LQR, 2[41}7
p < max{[log(L1/4)],16}.

(®)

The following theorem shows that Algorithm 2]outputs an e-critical point using a bounded number of
queries to a -approximate Hessian oracle and a gradient oracle.

Theorem 3. Let f: R® — R have L-Lipschitz gradients and Lo-Lipschitz Hessian. For any
(0 € R? with A-bounded sub-optimality with respect to f, positive integer ny, and 0 < € <



Algorithm 2: Restarted-Approx-Hessian-AGD

1 Input: initial iterate 2(*), accuracy of the approximate Hessian oracle §, target accuracy e,
gradient Lipschitzness L, Hessian Lipschitzness Lo;

2 Initialize 7 « (9, H < Hj;
3fort=0,1,2,...do
if |V f(2®)|| < e then Output z™® ;
if ||[2() — Z|| > Rthen T < 2" and H < Hj ;
if 1 < —301 then
L Choose a unit vector v € R? such that v Hv < —26 and (v, V f(z®)) < 0;
2D 2® 4 Ry

9 else z(*1) «Critical-or-Progress(z(*), H, 45,6,L1,L2) ;

® N N s

min{L%L;l7 A2/3L§/3}, Algorithm |2| outputs an e-critical point with at most ng queries to a
d-approximate Hessian oracle and at most

ALY e (I

queries to a gradient oracle for f, where

AL
Cs ::min{L1,5+ 2}.
nyge

The following describes the change in function value in every iteration of Algorithm [2|and is useful
for proving Theorem 3]

Lemma 1. Suppose ¢ < L? /L. In each iteration t of Algorithmbefore it terminates, we have

FaD) = faV) < 572/ Ly
if £ is not e-critical for f, where we denote p = max{[log(L,/4)], 16}.

Proof of Theorem 5] By Lemma [I] before Algorithm [2] terminates, in each iteration the function

value decreases by at least p~12,/€3 /L. Hence, Algorithmterminates in at most p*2A\/Lo/e3
iterations. From Theorem [2] the number of gradient queries in each iteration is at most

BAlE
(Lae)' /4
Therefore, the total number of gradient queries is at most

[L,  #V5  25ALY? AL
~12 L2 P _“p 2 . 2
prA €3 (Lge)t/4 €7/4 i {Ll’é + nge }

1/4
= 2AL, \/mln L1,5 + ALQ} log*® (IE; + 16)

€7/4

AL AL L
< =2 fmin {1, 21 log® (1 + 16)
€ nyge Cs

given that ¢5 < 6. Furthermore, from Theoreml 2| and @) in every iteration ¢ we have

K =

€

(t+1) _ (0 =
e < oo/

Therefore, the number of Hessian computations is at most

which is at most . when using the values of the parameters in (). O
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2.3 Removing the L-Lipschitz Gradient Assumption

In this section, we give an algorithm that computes an e-critical point for functions with Ls-Lipschitz
Hessians but no guarantees on the Lipschitzness of the gradient. In order to do so, we first provide a
general reduction in Algorithm[3] Given an algorithm Alg for computing an approximate critical
point for a function with L, -Lipschitz gradient and Lo-Lipschitz Hessian, Algorithm [3]can compute
an approximate critical point for any function with only Ly-Lipschitz Hessian while maintaining the
number of queries to gradient oracle and using at most one more query to the Hessian oracle, if the
output of Alg is not very far away from the initial iterate and has bounded suboptimality.

For any symmetric M € R?*? with spectral decomposition M = 5 jeld) )\j’Uj’U‘;r,
Mt = jelg A # 0} - )\j_lUjUT to be its Moore—Penrose pseudoinverse, where I{-} is the

J
indicator function.

we denote

Algorithm 3: Reduction-To-Unbounded-Hessian

Input: initial iterate 20, target accuracy €, Hessian Lipschitzness Lo;
Choose an eigenvalue threshold ¢;

Initialize H < H (0;

% < Alg(f<s, 0, Lo, 8, A €);

Output y < x°" — (TIs HI )TV f(z°%)

Given a §-approximate Hessian H ) with spectral decomposition H_ o) = Z?Zl Ajh; th, where

{h1,...,hq} is an orthonormal basis, we partition the indices into two sets based on the eigenvalue
threshold ¢ picked in Line
Sﬁg = {Z ‘/\z| SZ}, S>g = {Z |/\z| >€}7 ©)]
and define corresponding projection matrices
Hepi= Y hihl, Topi= > hih/. (10)
i€$>g iESgg

Moreover, we define the restricted function
f<o = f(@0 + Tep(z — 2)). (11)

Algorithm [3| begins by invoking the subroutine Alg to find an ¢/2-stationary point z°"* of the
restricted function f<,. It then performs a Newton step in the subspace spanned by h; : j € Syt

Y < vt — (H>5Hw(o)H>g)TVf(xout)

using H_0) as the approximation of V2 f(2°"*). Since [z — z(9|| < Ry, we show that H )
remains a sufficiently accurate estimate. Moreover, ¢ is chosen large enough so that the size of
this Newton step is small. Otherwise it would incur a function value decrease larger than Ay,
contradicting to the suboptimality condition of z°". As aresult, V f(y) is close to VT2, (y) since
f is Lo-Hessian Lipschitz, and the latter is at most /2. Formally, we prove the following:

Theorem 4. Let Alg(f<y,, L1, La, 6, A €) be a procedure that, for any function f<p,: R — R
with Ly -Lipschitz gradient, Lo-Lipschitz Hessian, and A-bounded suboptimality, uses

* np queries to a 6-approximate Hessian oracle for f<y,,, and,

* ng(L1, Lo, 0, A, €) queries to a gradient oracle for f<r,,,

and returns an €/2-critical point t°"* satisfying ||x°" — 2O || < Rou and f(x°") — inf, f(z)
Acus. Then, for any f with Lo-Lipschitz; Hessian and A-bounded suboptimality, any 0 < €

min{L3L5", A2/3L§/3}, and any { that satisfies

800A 48Lo Aoy f
(> max{ o (LaRou + 8)%, —22 2 AL/, 25} . (12)
€

t
€ ou

INIA

Algorithm|3|returns an e-critical point using



* ny + 1 queries to a 6-approximate Hessian oracle for f, and,

* ng(¢, Lo, 6, A, €) queries to a gradient oracle for f.
The proof of Theorem[d]is in Appendix [G] Corollary 2]is obtained by running Algorithm 3] where we
use Algorithm [2)as the subroutine Alg. The proof of Corollary 2]is in Appendix [F}

Corollary 2. Let f: R? — R Lo-Lipschitz Hessian. Given any (°) € R? with A-bounded sub-

optimality with respect to f, any positive integer ng > 1, and 0 < € < A2/3L1/3 Algorithm
using Algorlthmlas the subroutine Alg outputs an e-critical point of f with at most ng queries to a
d-approximate Hessian oracle and

ALY? AL, L3A3  AS2
(0] 2 o+ - poly log T +t—5 f90
€7/4 nye Cs € €2

queries to a gradient oracle for f.

2.4 Proof of Theorem[I]

Proof. We consider the following algorithm. When

L2A3 AS
+ o 40,

L, <

we run Algorithm 2] which outputs an e-critical point with at most ny queries to a §-approximate
Hessian oracle and at most

OALLA L2 I ALl/4 1/2
o G log!® Zrwe)=0 =225 - poly log & .
e7/4 s c7/4 cs

Otherwise, we run Algorithm [3|using Algorithm [J] as the subroutine Alg, which outputs an e-critical
point of f with at most ny queries to a J-approximate Hessian oracle and

ALLA AL AL1/4 1/2
O<7/24\/5+2~p01y10g(0€)> :O<7/ polylog( e)
€ nyge cs € s

queries to a gradient oracle for f, where the last equality follows from the fact that

2A3
Ly > LA +g+5>5+AL2

nge

and thus ¢ = 0 + ﬁ—ji. We conclude by noticing that the number of Hessian queries in both cases is
n g, while the number of gradient queries in both cases is

AL1/4 1/2
@) (7/6 - poly log( ) .
€ Cs

3 Conclusion

In this paper we provided new algorithms for computing critical points of twice differentiable
functions using gradient and §-approximate Hessian queries. We provided a general result which
offered new trade-offs between the number of queries made to these oracles to compute an e-critical
point of functions with L-Lipschitz gradients and Lo-Lipschitz Hessians given an intial point of
bounded suboptimality. As a consequence of this result, for sufficiently small €, we recovered known
bounds on the number gradient queries needed to compute critical points and improved upon the
prior state-of-the-art bounds in the case where the function is either of bounded dimension or when a
single Hessian query is available.

Though our work provides new algorithms and tools for critical point computation, there are several
limitations to the result. First, this work is primarily theoretical, no practical implementation or



experiments are provided, and in certain cases our bounds incur multiple logarithmic factors. Second,
many functions in practice may be non-differentiable or of a large enough size that computing the
Hessian is prohibitively expensive, limiting the direct applicability of the results. Third, though there
are interesting relevant lower bounds [[10} [11]], it is unknown whether our query complexities are
asymptotically optimal. Each of these limitations suggests natural open problems and directions for
future work, e.g., finding practical applications of our techniques and seeking improved upper and
lower bounds for the problems we consider. However, we hope this paper provides valuable tools for
this potential future work.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: Refer to the Introduction section.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Refer to the Conclusions section.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: Refer to the Theorem statements and the Appendix.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]
Justification: There are no experiments in the paper.
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [NA]
Justification: There are no experiments in the paper.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.
* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]
Justification: There are no experiments in the paper.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification: There are no experiments in the paper.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
Justification: There are no experiments in the paper.
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

 The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification:
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: The paper builds on theoretical foundations and has no direct societal impacts.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
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generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification:
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
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Answer: [NA]
Justification:
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
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Justification:
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.

19


https://neurips.cc/Conferences/2025/LLM

A Overview and Notation of the Appendix

The appendix is organized as follows. Appendix [B|provides a comparison between [25]] and prior
works. Appendix |C|presents key properties of the matrix H defined in (@). Appendix IEI collects
useful results from matrix perturbation theory, which are used to analyze the spectral properties
of the matrices appearing in Algorithm[I] Then, we give the analysis of Algorithm [T]and prove
Theorem 2)in Appendix [E] The analyses of Algorithm [2]and Algorithm [3]are given in Appendix
and Appendix [G] respectively.

T

Notation. For any symmetric matrix A/ € R%*? with spectral decomposition M = Eje[ d Ajvjv;

and any subset S € R, we denote

Ms(M) =Y I{\; € Shvv]
jeld)

to be the projector onto the eigenspace of M with eigenvalues in S. For any matrix M € R% x4z,
we use Apin(M) to denote its smallest eigenvalue. For any two invertible symmetric matrices
M,N € R*™ that commute, i.e., MN = NM, denote & := M N~ = N~'M. Moreover, we
define

Pmax = max{[logy(L1/9)],16}, pmin == 16.

as in (@), where L, is the gradient Lipschitzness of f. For any positive integer p € N™ we define

1 p+1 1 p+1
lp o Pmax ' 1+ 2_(1’_5), Ean Pmax . 1+ 2_(P_4) ’ (13)
and
P -
gp = ﬁ’ lp = lp_gp; VP€N+ (14)

B Comparison Between [25] and Prior Works

In this section, we provide a comparison between [25] and prior works [18] and [29]. In particular,
[25]] achieves a query complexity of O(d'/ 4L}/ 4Lg/ SAe 13/ 8), with an implicit requirement that
€ < O(ALy/Ly). This condition arises from the fact that, in the first displayed equation of [25]
Section C.3], the third term in the bracket needs to dominate the first two. Substituting the choices
of D and M specified in [25, Theorem 4.1] yields the corresponding inequality. In the following

lemma, we show that within the parameter regime e < min{L?/Ly, A%/3LY/® AL,/L,}, the query
complexity of [25]] is asymptotically at least the minimum of [18] and [29].

Lemma 2. Ford, L1, Lo, A, e > 0 satisfying
¢ < min {L?/LQ, A23LL3, ALg/Ll} :
we have
min{\/dLaAe %2 4 d, L/*LY* Ae™T/1y = 0@/ 1LY LY/ P Ae™13/%).
Proof. Define
A=/dLyAe3?,  B=LPLY*AT4 G = dVALY LB A 138

andlet = B/A and u = d/A. Since G = vV AB,

G Vo
where Lo "
b= Ll/ A, = Vd 32 — L1/ ﬁ.
varyt VLA Ly'a ¢



Using the condition that ¢ < min {L%/Lg, A2/3L§/3, ALy/L4 }, we obtain

L}

1/2 A — —1/3 1/2 —-3/4
= oxs Ca=L/PATVL P Oy = ALY
2

1
US amin{01702703}7 Cl

When L = A1/3L§/3, we have C; = Cy = (5 = 1. Moreover, since C and Cs increase with Ly
while C'5 decreases,

min{C’l, CQ, 03} S 1
forall Ly, Ly, A, and thus u < 1/¢. Hence,

min{A + d, B} . [1+1/¢ 1+5
B RO S

which gives

min{/dLaAe %2+ d, LY LY Ae7/4Y = O(dV ALV L3/ Ae13/8),

C Properties of H

In this section, we present several properties of the matrix H used in Algorithm Let us recall
the setting of Section We are given H, (), a 6-approximate Hessian at z() that satisfies
| H,p0 — V2f(2©)| < §and —361 < H,©) =< L11. Let the spectral decomposition be

d
H,o =Y Ajhih],
j=1

where {h1,...,hq} is an orthonormal basis. Then, H is defined as
H = ¢(\j)hjh]
as in (2)), where

[logy(L1/9)]
[log, (max{|A[, 20}/5)]

d(N) = (326 + |\ -

as in (3).
Lemma 3. For any positive integer p € Nt and any X such that 2P§ < |\| < 2P+, we have
Ly <Al-o(N) <y

Proof. Given that ¢ is symmetric with respect to 0, without loss of generality, we assume A > 0.
Then, we have

A 1 _ [logo(N/0)] < 1 . p+1 .
¢(>‘) - 1+ 3201 Pmax " Pmax 1+ 27(:074) P
and
A 1 [logy(A/6)] - 1 p+1
¢()‘) B 1 + 326)‘71 Pmax Pmax 1 + 2—(p—5) e

Lemma 4. \¢(\) ! is monotonically increasing for \ € [— L1, L1].
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Proof. Note that \ - ¢(\) ! is a odd function. Therefore, it suffices to prove that
NepA)L = A  [logy(max{A,24}/4)] '
(326 +2) [logy(L1/6)]
is increasing for A € [0, L;], where it suffices to check monotonicity of
A - [logy (max{\,25}/9)]
320 + A '

First observe that the function is strictly increasing for any A € [0, 26). For any positive integer p > 0
and any \ € [2P§, 2PF1§), we have

A - [logy(max{A,2§}/8)]  X-p

320 + A 3264+ N
where
d( Ap \_ (B20+AN)-X_ p-326 50
326+X) (326 +A)2  (3204+ N2 7

Thus, the function is strictly increasing on each interval [2P§, 2PT1§). Moreover, at each boundary
point A = 2P§, the function increases from > = 5121) ) 1o 3225f'2pp 5. We can thus conclude that A~ (\)

is monotonically increasing. O

Lemma 5. The function ¢ defined in (3) satisfies

i A) > 120pmax.
Ae(ggl+oo)¢( ) > 126p

Proof. Since ¢ is symmetric with respect to 0, we only need to consider values of \ in [0, +00). We
analyze the function in pieces. For A € [0, 24), we have

B(N) = (326 + A) ﬂgpr(“w — (3264 \) - Pinas

which is minimized at A = 0, yielding
#(0) = 320 - Prmax-

For \ € [2¥6, 28+1§) with k > 1, we have

pmax pmax
BN) = (326 + A) - —Pmax (395 1\ ,
W= B2 o m — PN
which is minimized at A\ = 2%, giving
k
¢(2k5) = 52 —]: 2 : 5prnax~

Hence, we have
32 + 2%

min () = min {32, min

) max — 120 max -
AE(—00,+00) k>1 } Prma Proa

O

Corollary 3. For any symmetric H € R4*?, the matrix H defined in () satisfies H = 120pmax - I
and H= < (126pmax) 11

D Tools from Matrix Perturbation Theory and Extensions

In this section, we present several useful results from matrix perturbation theory that characterize
how the eigenspaces of symmetric matrices change under perturbations. Recall the setting from
Section where we are given a §-approximate Hessian H (o) at the point 20 satisfying |H o) —
V2f(x©)| < §and —361 < H,w = LyI. Throughout this section, we denote G := V2 f(2().
Our goal is to show that the spectra of H and H~'/2GH~1/2 can be partitioned into © (pmax)
contiguous subsets such that, for any Pmin <P < Pmax; the pr1n01pal angles between the eigenspaces

spanned by the p-th spectral subsets of H and H~/2GH /2 are small. We also derive several
additional properties of these eigenspaces, which are used in the analysis in Appendix [E]
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D.1 Definition of Projectors

This part includes the definition of a series of projectors that we use to analyze the spectrum of H
and H~1/2GH /2. Define

L =T, ) (Hyo) = g, o) (Hyo), T =T a5y, (Hyo), (15)
and
Hp = H(lp,lp+1]<H£E(O))' (16)
Similarly, we define
7+ /\7 /\7 —_— /\7 /\7
O, =1 o (HY2GH ), T, =1 (H Y*GH'?), (17)
and
I, =M, ; (H H=2GH1/?). (18)

Furthermore, we define
e ==T1,,_,. (19)

D.2 The Davis-Kahan Theorem

In this subsection, we present the celebrated Davis—Kahan theorem, and provide an equivalent
formulation that we use in our paper.

Definition 2 (Principal angles of subspaces). Let V, ‘7~C R™ be k-dimensional subspaces. The
principal angles 64 (V V) 0 (V. V) between V and V' are defined recursively by

(vj,0;) =arg  max (v;,0;), 0;(V.V) = arccos(v;,7;),
v; EV,0;€V

subject to the constraint

lojll =117l =1, (vj,v) =0, (0;,;) =0,  VI<i<j.
Lemma 6 (Davis-Kahan Theorem, see e.g., Theorem 1 of [38]]). Letr M, M € R4 pe two symmetric
matrices satisfying HM MH < & for some £ > 0. For any a < b, we use § = {Ul, ..., U5} and

S = {01,...,0;} to denote the set of normalized eigenvectors of M and M associated with
eigenvalues contamed in the interval [a,b] and [a — &, b + ], respectively, and denote

V :=span(S), V :=span(S).
Then, if the remaining eigenvalues of M lie outside the interval [a — ~y,b + 7], we have k = k and
Jsin (0(v.7) | < £.

where

sin @(V, 17) = diag (sin 01(V, ‘7)7 ooy sin b, (V, f/))T (20)
Lemma 7 (Theorem 1.5.5 of [35]]). LetV, V C R™ be k-dimensional subspaces and let 11, 1 be their
projectors. Then, we have

[T —T0|| = || sin®(V, V)| = sin 6, (V, V),

where sin © (V, YN/) is defined in (20).
Lemma 8 (Equivalent form of the Davis-Kahan Theorem). Ler M, M € R¥? pe two symmetric
matrices satisfying HM — MH < & for some & > 0. For any a < b and ~ > &, if there are no

eigenvalues of M in intervals [a — v, a) and (b,b + 7|, we have k = k and
k

||H[a,b](M) = Mgy b (M | = H Zvﬂ v Z H <

Jj=1

=2 |

Proof. The proof follows by combining Lemma [6|and Lemma 7] O
Intuitively, Lemmal6|and Lemma [§] states that a small perturbation to a symmetric matrix leads to

only a small change in its eigenspaces, provided the corresponding eigenvalues are well separated
from the other eigenvalues.
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D.3 Properties of ﬁl‘f and ﬁ;r
Proposition 1. For any positive integer p > 5, we have
T T 2-p/2
TG =0, || < 227772 .

Before proving Proposition [T} we first present the following two lemmas.
Lemma 9. For any positive integer p > 5, denote

G =15 H, ol + (I - )G - IL)
with ﬁ; defined in . Then, we have
[H-V2(G -G H 2| < g,

where H is defined in (EI)

Proof. Given that H ) and H have the same set of eigenvectors, we have
ILH(I -1 = (I - I HIL = 0.

Then, G can also be written as
G = Hyo — (I =T Hyo (I = TLY) + (I = TG = 1}) = Hyo + (I = 17)(G = Hyo)(I - 10)),
which implies

G~ G =(G~ Hyo)~ (I ~T})(C ~ Hyo)(I ~1I})

=L (G — Hyo) + (G — Hyo)ILF — I (G — Hyo)IIF
Therefore,
|A=02(G — GYA2| < || 2T — o) B2 4 [ Y/2(C — B 2
\E VR (G Hyo) T B

From the definitions of [ and ¢ in equations and , it follows that ¢(\) > 124 for all

A € [-L, L], yielding
1 - 1 1
]‘25pmax 3 6pmax

o S p
B2 = e < [

Combining these bounds gives

sl

IN

and

IR o s o P
3G o A2 = B B 2 <
and
BRI (G — o)) < Y
max
Thus, we can conclude that
5 N\ 77— p
HH 1/2(G_ G)H 1/2H < m _ §p-

Lemma 10. For any positive integer p > 5, we have
ﬁ;ﬁil/sz(o)ﬁil/Zﬁ; > lp . ﬁ;

and

H(Ifﬁ;)ﬁrl/?c:ﬁ*l/i’ (Ifﬁ;)H < o,

1 2pmax
where H;)r and H are defined in (13) and @), respectively.
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Proof. Given that H, o) and H share the same eigenvectors, the minimal eigenvalue of
H~Y2H,_ ) H~'/? restricted to the subspace projected by H; is bounded below by

min A¢~(A) > I,

A>2P§

as established in Lemma[3] Consequently, we have
B V2,0 TS = 1, - T
By the triangle inequality, it follows that
(I = THH2GHY>(I - I < ||(I - L H Y2 H o H V(1 - 10) |
+ (I = IEHH (G — Hyo ) H™Y2(1 - 1)
By the definition of H in (@) and Lemma we have the bound

~ o~ ~ ~ 1 D
+\77—1/2 —1/2 + -
H(I—Hp VH / H,oH / (I Hp)|| < o TG Tp—1-

~ / 1
—1/2
||H || § 126pmax7
we obtain

(=) BY2(G — Hy) A2~ T < [|A72(G — Hy) A

Moreover, since

<276 - Hoo | <

12pmax
By combining these bounds we can conclude that
1
[-TNHV2GHY?(1 - 1T} _
H( ) ( )H — 12pmax +TP 1

L]

Proof of Proposition[I] Define
G =1L H oIl + (I —IL)G(I —1IL}).

Since H and ﬁ; share the same set of eigenvectors, in the basis { 711, R fzd}, where the eigenvectors

are arranged in descending order according to their eigenvalues, the matrix 4 ~1/2GH /2 takes the
following block-diagonal form:

ﬁ;ﬁ71/2Hx(o)ﬁ71/2ﬁ; 0

H™'2GH? = o . ~
—-1/2 —-1/2
0 (I -IL))HY2GH-Y2(I - 1If)

By Lemma@ the top left block has eigenvalues bounded below by [,,, while the bottom right block
has eigenvalues bounded above by r,_1 + W’ with eigenvalue gap

1 1
>

12pmax - 3pmax
Additionally, by Lemmald] we have the bound

lp —Tp—1— > fp—1~

Hf_j—l/QGﬁ—l/Q _ ﬁ—1/2éﬁ—1/2H <&,

We can then conclude by applying Lemma|8] which gives

Iy - T < 2772 p.

25



D.4 Properties of ﬁ; , ﬁp and IT, , 1,
Lemma 11. For any positive integer p > 5, we have
Iy 0, < 202

Proof. Given that

- o1+ . =T T . —
Hp+Hp+1_Hp+Hp+1_I,
we have

Ty =10, = I = T )| < 220/

Lemma 12. For any positive integer p > 1, we have
I, -, < 272

Proof. Given that
M, + 00, +00 =1, T, +1,+10,,, =1,
we have
T, —T0, | < ([T =T, | 4 [T — T ]| < 227772 0p + 2272 p < 22772
O

Lemma 13. For any positive integer p > 5 and any ¥ € R?, we have

Hffl”ﬁﬁﬂﬁpﬁﬂ < ‘/g'pmax ’ HﬁpﬁH
and

|

[T T ) < V8 - prnae - [T, 0

Proof. For the first inequality, observe that
pmax

Mol < >° [ AY20,T,0],
g=p+1

(R

where for each ¢ > p we have

| A2, 0| < 2202 /)| B Y21, | - [T, < 22-9/%/q6(21715) - |[TT,o
by Lemma [T} Summing over g gives

Pmax Pmax

222 p2rtls) = Y 22792 /(324 29) - Opmax

q=p+1 q=p+1

< \/5 * Pmax-

Therefore, o B
[0 T | < V6 - pnase - [T
The proof of the second inequality is similar. Note that
Pmax
< Y [HVILIL o,
g=p+1

[E/2IL T,

where for each ¢ > p we have

BT o] < 2202 g VR | - 1T o] < 2207 /ag@ ) - |, o
by Lemma [T} Summing over g gives
Pmax Pmax
Yo 22y = 7 2772 /(824 20)  pimax < VO - Prnax.
g=p+1 q=p+1
Therefore,

R

<8 pun - [T 9]
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Proposition 2. For any positive integer p > 5 and any © € R?, we have

||/\

’ ||ﬁpf’”
and

|20 ] > [0
Moreover, we have

[in

> syl

Proof. For the first inequality, note that

Pmax

Mo =T, T+ Y T0,00,0,

g=p+1
which gives
Pmax
|20 < |20 o]+ 3 |20,
q=p+1
where
| 2T T < |[HY2IL |- [T, < V/é(2778) - [T,
and
Pmax R P —
ST | HYATL6]| < V6 - pax - |[T0))
q=p+1

by Lemma|[I3] Hence,
[EY/2T0,0] < 2P/2V/6 - pyae - [T, 01)-

The second inequality follows from

P ~lon = PPN ~ = P(2P0) || = .
[T > Y20, o > Y20, |-, T,e) > Y22,
As for the third inequality,
I, = I0,1T,0 + I, 0,0 + 1L}, 0,0,
which leads to
|HE=Y?,0)| > ||H Y20 > ——— - ||, 1,0

Vo 2P+15

where

1,10 > [T,

I

~ - 1 —
||(Hp - Hp)HpUH 2 §||HPU
by which we can conclude that

[n

> 5y il
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D.5 The Connection between F1/25 and H'/ 0,0

In this subsection, we prove the following result.
Proposition 3. For any positive integer p > puin and any v € RY, we have
E e
ax
Denote v, = H'?T,0, vy = HY?T_,4, and v = ﬁ1/2ﬁ++16 Then, we have H'/2) =
vp + v, ot Ifu, =0, @) holds dlrectly Hence, we only need to prove the case where v, # 0.

YT 1)

The following inequalitie are useful for proving Proposition 3]
Lemma 14. For any integer p > 5 and any © € RY, the following inequalities hold.

L |[HYPTLIL,6]| > /6(200)||T,0| /2

2. || HVRIL TL0| < 22772 /pg(200) || TL,0
|EVTLTL, o < 22772 /pe(2r )|, s
|EY2TETT16]| > /8 P - ||TT, 18
|HY2ILE T 6] < V6 - ponax - [T, 18]

| HY/211,TT +1@H < 22*p/2\/p¢(2p+15)||ﬁ

w

A

o

IS

7 | HYRIL (T, 0| < 24P/2\/pd(208) ||TL), 1)
8 PTL TL 0]| 2 /ORP TG, /2

Proof. Proof of the first entry:

|20, L] > /9,5

> 6@} ([T, — |8, T, 0 ) = Y22
by Lemma 2]
Proof of the second entry:
AT T < A0 T
< Vo (2r0) I, 11,0 < 2277/2\/p - ¢(206)||TI,0
by Lemma TT]
Proof of the third entry:
[T, o < [|HY2TL || - [T,
< Vo(2r710) - |[TL,IL, 0
< 2272 /pp(20H16) [T, 9,
by Lemma 12}
Proof of the fourth entry:
o 1 ~
1/275— . T
|H Hp—lnp—lvH z ||I§71/2H I,
> \/125[log, (L /)] (|[TL,_y0|| — || (IL,_, — TL,_)IT,_,8||)

> /d[logy(L/9)] ||Hp_1vH

28



by Lemma TT]
Proof of the fifth entry:

2T T 0] < VG pma [T,y
by Lemma T3]
Proof of the sixth entry:

N

| || < |[EYPIL | - (T, — T1,)T

< 22772 /pg (27 TO) T, 16

by Lemma T2}
Proof of the seventh entry:
| T o] < [ ARG, T, )T,
< 21P/2/pg(205) I,
by Lemma [TT]
Proof of the eighth entry:
||H1/2Hp+17p+ V 2p+15 (||Hp+ H H;—Q—l ﬁ;+1)ﬁ;_+ 0 )
vﬁ@ﬁﬁ*f+A
p+1 |
by Proposition [I] O

Lemma 15. For any positive integer p > puin and any © € R%, we have

HH1/2H 1L ’UH >sm( )
Pmin
Proof. Note that
HYPIL T, 6 = HY?TL 0 + HYPIL T, o

If either H'/ 2Hp IL,9 or H/? H H _10 equals 0, the inequality holds directly. Otherwise, by entries
1 through 4 of Lemma@ we have

arcc ( <H1/2H;ﬁpﬁ’H1/2H;ﬁgflﬁ> >>7T
|[H/2T0, T8 - || H /210, T, 6

~ 16’

which leads to

(RS
O
Lemma 16. For any positive integer p > 5 and any © € R?, we have
|20 T 6| < ||
Proof. By Lemma|[I3]we have
T, o]
Moreover, by entry 4 of Lemma[T4] we have
|HYL T 0 Prmax - ||TI,,
which leads to o
| HYVALE, T, 0| < || B0, 6.
O
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Lemma 17. For any positive integer p > 5 and © € R?, we have

A2, < (24277 )| 200, Ty

Proof.

|2y < ||/, L0+ (|72 T+ (/2T

10,9,
where
T

| < 227772 /pg(206)||TL, 0

by the first two inequalities in Lemma|[T4] and

< 92~ (=losn)/2|| {120 TL,,6 |

[T ]| < V5 - pmase - [T )

1)
<24 == max °
<2\ g e
< 29/ | V2, T 0
by Proposition [2]and the first inequality of Lemma[T4] We can therefore conclude that

< (24274 o) || HYPIL I, 0

HY?TI,IL,0 |

|8/,

Equipped with these results, we are ready to prove Proposition 3}

Proof of Proposition[3] Note that HY?H = fll/Qﬁ;@ + ﬁl/gﬁ;rﬂﬁ. By entries 6 through 8 of
Lemmal[T4] we have

g1277-170 4 4—p/2|| 1/2T7T 5
HH / HpHp-Hv <2 v/ HH / Hp+1v|

)

indicating that the angle between HY Qﬁ;;rlﬁ and the subspace projected by ﬁ; is at most
arcsin (24*”/ 2). On the other hand, by Lemma [16( we know that the angle between HY 2ﬁ; 0
and the subspace projected by ﬁ; is at least /4, which leads to

|26 = |2 6 4 BRI o > LT T 6
> L sin (55=) - ei Mol = 2t |28, T

by Lemma[I5] Then by Lemma[I7} we can conclude that

25 PPN
. W S [

EE
14 27P/% /Proax

D.6 Properties of I
Lemma 18. For any © € R%, we have
||ﬁ1/2ﬁbase{;|| < 4Op3m/a2x||f[1/213H.

Proof. Given that

Pmax
Hl/g’& = Hl/gﬁbase{) + Z Hl/QﬁPﬁ’

P=Pmin
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we have

plTJaX
+ > |[HYTLe

P=Pmin

| Taset| < || H20

)

where

275
> - 00 .
- 1 + 2_])/4 \/ pmax

by Proposition[3] We can thus conclude that

| HY *Tased|| < (1 + pmax (32 + 2/Pama) ) || /%0

||ﬁ1/2@ ||ﬁ1/2ﬁp1}||, VPmin <P < Pmax

< 40p32 || H'?0]).

max

O
Corollary 4. For any v € RY, we have
[ H*Myase ]| < PraxcV/d - [|[Tnased |
Proof. The proof follows from Lemma [[3]by noticing that
Mpase =, Mhase + ﬁ:m;n =1
given the definition of Spase in (B0). O

E Analysis of Algorithm ]|

E.1 Quadratic Approximation of f Near z(*)

Given that f is Lo-Hessian Lipschitz, in the neighborhood of 29 it is close to T:?(O) (z), is the 2nd
order Taylor approximation of f evaluated at #(°). Throughout this section, we denote

9(x) = Thw (@) = f(@ ) + (Vf(@D), 2 —2) + %(w —2O) V@) (@ - 2). @2
Similarly to the definition of f, we define § := (H~'/2%), which satisfies
Vi(#) = H™Y/? . Vg(H' %),
and
H=V2§(3) = H V2. V2g(H V23) Y2 = H-Y2 . v2f(a©) . G-1/2,
For any iteration k, we define
W=V i) = ve™), = viE") - vaE™).

Then, we have ,(¥) = H1/2;(k)

E.2 Movement Bounds of the Iterates

In the case where Line[7]is triggered during Algorithm [T} we denote

k—1
K= argmin{kz |zt — 22 > BQ}.
k t=0

Otherwise, we denote K = K + 1.

Lemma 19. For any iteration k < IC, we have
k—1 2
1 RS0 - 20| < B

2. Hx(k) — :E(O)H < B;
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3. [ly® — 20| < 2B;
&[] = 20 < 21,82

Proof. The first entry follows from Corollary 3}

k-1 k—1
kY fa® —a®|F <k 37 (| H] [ (@0 - 2@) )
k=1 t=1
EooA 2
< m tzzl ||H1/2(x(t+1) o x(t))H < B2.

Then by Cauchy-Schwartz, we have

k-1
o - 2] < J’fz |ve(ates - )] < B
t=1

which leads to
49 = 20 < a9~ 0] + 1 = ) ) — o) < 25
Since f is Lo-Hessian Lipschitz, we can further derive that
~ 1
49 = 2590 < GLa]l®) = 2O < 20087
O
Lemma 20. Let ) < 1/4. In the case where the “if condition” in Line@of Algorithm is triggered,
we have ||z — 2| < 7B.
Proof. By Lemma for any k < K we have ||z(®) — (9| < B and ||y® — 2(©)|| < 2B. Hence,
to bound ||a:(’C) — (0 ||, it suffices bound Hx('c) — gD || which satisfies

89 = D =l 9 1)
where
HV (%)

R R y(Kfl)
=H'Vfy* )+ 0! V2 f(y)dy
y=y(K=2)
(K—1)
=H'Wiy* )+ H I Hy" D —y*2)) 4 / N )H‘l(H -V f(y))dy. (23)
y=yk=2

The first and the second term satisfy
| A1 52 = [o®0 =y jy < 3B/m,

and ~
||H‘1H(y('c_2) _ y(;c_n)H < Hy(zc_z) _ y(iC—l)H <4B,

respectively. As for the third term, given that || H~2|| < (126pmax) " by Corollaryand
|H = V2f(y)|| <0 +4LaB < 25,

||x(i<) — k=D | <(3+4n+1)B=5B,

it follows that
y&=D

[ an s <
y=y(K=2)

Therefore,

and we can conclude that
59 = < [y =2+ o9 - <D < 78,
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E.3 Function Value Decrease Case

In this subsection, we discuss the decrease in the function value of Algorithm T]in the case where the
“if condition” in Line[7]is triggered.

Given that H is syEmetric, we can find a set of orthonormal basis {le, e ﬁd} such that each ﬁi is
an eigenvector of H with eigenvalue \;. We decompose these coordinates into two sets
0 0
Sse = {i:)\iz—}, Sne = {i:)\i<—}, (24)
n n

where sc and nc abbreviate strongly convex and not strongly convex, respectively. We further define
the corresponding projectors

= Z hihl | e = Z hih . (25)
1€Ssc 1€Snc
For any 0 € R%, denote
r[}sc = Hscrl% {)nc = an{}

and
Gse(0) = (V@) 050 = 2Q) + 5 (A —30) " H (b — 32)
A ’ (26)
gnc(0) = (V@) tne = #2) + 5 (b0 — #0) " H (e — 21)
Then, we have §(0) = §sc(0) + Gne(D).

E.3.1 Function Value Decrease of g

The proof structure in this part is similar to the proof of [29, Lemma 2].
Lemma 21. Letn < 1/4. Then for any 0 < k < KC — 1 and any o > 0, we have

N e NP L) o TH (k) _ oy o NP2
gSC(‘T ) - gSC(‘T ) < 7§(xsc — Ysc ) H(I Ysc ) + 2
1 o
2 (110 — sk )12 _ (1 _ 777) (k+1) )
gy 80— 120p1ma g

Proof. Given that g is quadratic, for any two consecutive iterations, we have
Gse(@FT) = Ge(@) + (Ve (21), 2T — 2(0)

+ Lo a0 TR (a0 — 50)
2 SC sSC SC SC ’

where
Vise(@M) = Ve @) + (Vse @) = Ve (07)) + (Vse(#*) = Vie(9L.))
@D <)+ H (5 - i)~ 1.
Hence,
Goc(@FFV) = guc(28)
1
=~ (B -0, & - 80 - (0, &0 - 20)
+ (2 — g H (@ - 2E) + %(@é’é*” — &) "H (a0 - 5),
where
<§3£1§+1) Qs(f)7 (f“) A(k)> — Hx(k) ?Jéf)H Hx(k+1) ys(éf) H Hx(k+1) glcc)H2
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and
(#0 — i) "H @ —ald) + %(i“é’é*” — ) H (@ - al)
= S ) TH(EE — i) — (60— 50) THGED — b)),
Furthermore, for any o > 0 we have
(0, 3 — 60) = (19, 55— a(0)
1 aq/012 Qo R R 2
<o +5||H V(3 — 40|

[ o
< +
- 2« 240Pmax

SC

)~

by Corollary [3] It then follows that
gsc( L (k+1)) - gsc (i(k))

%( (1) _ 09 T (304D _ ) _ 2(j£§)_y§§)) H (2 — g )+||L()H

2a
+%( i =g B - & —®? - (1_12;#) G 0| )
<1 -3 TH (W - ) + LI
+277( (k) A(k H _( _126p77 ) fgfﬂ)—fcgf)ﬂz),

where the last inequality follows from

1
2( #® ) TEE® - y®) — Lz

Bk _ (k) 12
o M" <o.

SC

since H < I and n < 1/4. We can therefore conclude that
[[otF]|

2a

—001 — (1= 55— )l

e (@FD) = g (@) < —= (&% — g®) TH (2®) — g®)) 4

+1(A
2n

|~

(k+1) H )

O

Lemma 22. Letn < 1/4and 0 < 0 < 1. In the case where the “if condition” in Line |Z of
Algorithm[l\is triggered, we have

K—1
S P 0 . nL3iB*K
gsc(x(lc)) _ gsc(ff(o)) < - k+1 (k)H 2 )
4n 300Dmax
k=0
Proof. By Lemma 21} for any o > 0 the following inequality holds:
k)2
D) = oo (6) < — 3 (38 — ) TH (@ — 4) + L; |
a
1 « 2
~(||ate — g ( 777> Gk 1) _ 4 (k) )
g (180 =1 = (1= g, ) ot = 20F).

where

L VTG i) < 2l - 0
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as per the definition of Sy in (24) and Il in (23), which leads to

o o 1 ol . X IIL )II
(k+1)y _ k) « _ 1 (1 _ 777> (+1) _ 3(k)
Gse(& ) = gsc(@) < 120 prmas Lsc H

2n
n (1+6)1-96)° 4 _i(k_l)HQ
277 sSC SC Y
given that gsc’ — s’ = (1 — 0)(&se” — Zsc ) as per (7). Define the potential function
iven that 98 — & = (1 - 0)(a&) — &Y Define th 1f
o (1+6)(1 —0)? (1112
G 3= o) + S s — Y|
and set & = 60pmax8/n. Then, we have
2
D) _ glh) < N 0D g7 ¢ M2

125pmax9

Summing over all the iterations in this epoch we can conclude that

_ K—1
0
e (B5)) — Ge(3©@) < = L ST (gl _ gz (k)2
e (1) — e @) < - 4”2:0158 I+ ey 2 )
K—1 2 p4
<_ 9 A(k+1>_@<k>H2+M,
—_ 4 :0 sSC sSC 36pmax0

E.3.2 Function Value Decrease of §,,.

Lemma 23. Letn < 1/4 and 0 < 0 < 1. In the case where the “if condition” in Line |Z of
Algorithml(l|is triggered, we have

K-

BC 695pmax

an(i“(lc)) (0)
=
Proof. The proof of this lemma follows a similar structure as the proof of [29, Lemma 3]. Denote
a=a - il Vine(2(9), which allows us to rewrite gy () as
SN 1, T N . T=-1g. ,. .
Onc (D) = i(vnc — ) " H (Ope — 1) — i(Vgnc(a:(O))) H Vgnc(x(o)), Vo € R
Then forany 0 < k < I — 1, we have
gnc(-%(k+1)) - gnc(i‘(k))
= S — ) THEE - a) - S(@W - ) THE® - i)
1 _
() a0 TH D + 220 — )
(a8 — 2 ®) TH L — o) + (24— 2) (3 — ),

where the first term is upper bounded by

L6 - ) TH - o) < - 2
following the definition of Sy, in (24) and IT,,; in (23). As for the second term, note that
B~ 40 I8 — 18 - Ve — il
— (- 0) (el — aE) — gH (G - ) — il
- (= 0) (a0 — ) — T — i+ (1— ) — 4 il

aFD 302

nc
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where the second line follows from the observation that
A — i) = AGE - ) + A - )
= Vine (@) = Vine (2©) + HH Vgnc( 0 = V(9.
Hence,
. . T—, . R
(34— 3) T (50 — 0

= (- )@ — 24 THEE — ) - | FEE - a)| @)
= (1= )@ — 2l V) TH () — @) — Gl A (@) - a),
where we have
—n(1 - 9)(55“@ k= 1>) " (3 — )
H=h) )P+ T - o))
and
. A — 1)) < o P LD - )|
Combined with (27), we obtain
(3D —30) "H (2 — 1)
<(1-0)(a) - AU@*U)TF@&@ — )
77(1 () _ 4(k-1)) 28
+ 0 o P+ s 1
=(1- a)(%k) B TH(ED —a) 4 (1 - 9) (@U@) — 2N TH (3R — 230
+LHH( B a5
_ o) (a® _ p=DNT R (7(=1) _ 77 7(k) |2
é (1 0)(‘rnc mnc ) H(xnc U) + 2(1 +9) } an H 9

where the last inequality follows from the fact that

1

(- 0) @ — a) A —a) + 2O HEE o)) 20

since n < 1/4 and ||H|| < 1. Hence,
()~ a8 TR - )

B

< (10 () ) A ) +

t=1

k
77
<92 (1-
where the last 1nequa11ty follows from
N N T=5/4 N N N 5 /oA N
(340~ #0) G — ) = (— Vi) - T - (V3 (a0) <0
Furthermore, for each 0 < k < K — 1, by Lemma[I9]and Corollary 3] we have

2 F—1/2 771/2 (k) [|2 7—1/2 (k) ﬁ
= ||H H < (|H
H L H = H H H H = 30Pma
which leads to
k
n nL B*
2 Z: - 695p
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and

L2B
G D AP () A A(k) N b™
Ine(ZFTY) — gne(2W) < 2 9|[* + T
‘We can thus conclude that
K—
JN R 77L BiK
gnc(w(K)) (0) (k) H a2 ™~
Ul 600 pmax

E.3.3 Function Value Decrease of f

Proposition 4. Let n < 1/4 and 0 < 0 < 1. In the case where the “if condition” in Line @ of
Algorithm/[l)is triggered, we have

, =3
3068 [logy(Ln/O)] | 567 ps o | €

F@) = f(a) < - <5

where € = ¢/p5, .. is defined in (@).

Proof. Combining Lemma 22]and Lemma[23] we obtain

k-1 214 2 24
g(i,(IC)) _ Q(i(o)) < _i Z | i‘(k+l) -~ i‘(k)Hz 277L2B K < _395pmaXB 277[;23 K
— o 4dn =0 300pmax nk 300pmax

following the condition in Line[7] Then, we can conclude that

F@) = £ @) = g@®) = 9@ ®) + (£ 0) - g(a)) ~ () - ()

300pmax B 2nL3iB*K 3 e
— 60L,B° < —4/ —
B nk 300pmax * 2 - Lo
given that f is Ly-Hessian Lipschitz, and [|2(*) — z(0)|| < 7B by Lemma O

E.4 Small Gradient Case

In this subsection, we provide an upper bound on the gradient of the output of Algorithm[I]in the case
where the last iterate stays close enough to z:(?), or more concretely, the “if condition” in Line|7|is not
trlggered Similar to Sectlon L we use {h17 .. fzd} to denote the set of orthonormal vectors such
that h; is the eigenvector of H with eigenvalue )\ We decompose these coordinates into ©(ppax)
sets:

Sp = {Z : Zp <A < Zp+1} , Vp € N and Pmin < P < Pmax; (28)

where the definition of l_p is given in (T4). Then, the projector onto the eigenspace of eigenvectors
with indices in S, equals

Z iljl;r = ﬁpa vp € NJr and Pmin < P < Prmax (29)
€S,

where I1,, is defined in (T8). Moreover, define

Shase = {i 1 A < lpmm} . (30)
Then, the projector onto the eigenspace of eigenvectors with indices in S, equals
> hih! =Thase, (31)
1€Shase
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where TT},ase is defined in (T9). For any © € R¢, denote
Dbase = Upase®, and 9, :=1L,0, Vp € N and pmin < P < Pmax-
Moreover, for any p € N and puin < p < Pmax, we define

p(0) = (TF@O), 0y = 30) + 5 (8, — %) F (5, — (7). (32)
and
Goase(8) = (VTG e — #00) 2 (Bnse — ) F (e — #00). 33)
Then, we have §(0) = Joase(?) + Z"‘;’:ﬂm Gp(0) and
Pmax
Vi(6) = Vibase(®) + > V(0
P=Pmin

E.4.1 Small Gradient of j, at 2°"

In this part, we show that the gradient of g, (z°"") is small for any p € N* and pmin < P < Pmax-
We define

M:=1—-nH, M,=T, M-I,

Lemma 24. For any v'®) € R¢ with the initial condition v~ = v(©) and ~(=1) = 0, that satisfies
the following recursion formula

oD = ¢ Mo®) — b My R

for some symmetric matrix M € R**¢ and a,b € R, we have

k7_QM7€*j .
o) — g (M o>+z W™ ),

- Q(M)
where
__I-owm) 1, PM) -1 1
V(M) = POD) Q0 P(M)FF +P(M)_Q(M) QM) Wk>0, (34
and
P(M) = aM—&—\/a22]\42—4bM7 o(M) = aM—\/a22]\42—4bM. 35)

Proof. The solution to the homogeneous part v*+1) = ¢ - Mv®*) —p. Moo= ig

o = g (M,
where I— o P(M s
0 = 7 gy PO+ s~y 90
with
M) = aM—i—\/a?QM?—éle’ QM) = aM—\/a22M?—4bM'

Counting in the inhomogeneous part, for each (/) it leads to the following additional term in v(¥)
for any k > j:

‘We can conclude that

k j k—j
o) — (M (0)+ZP ~ —OMPT ),
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Lemma 25 (Properties of P(M,) and Q(M,)). Leta =2 —0,b:=1—-0. Ifn < 1/4 and
0 < 1n/(2pmax), for any p € Nt and pyin < p < Pmax, the matrices P(M,) and Q(M,) defined in
(B3 satisfy

L AP(Mp)|| = |Q(Mp)|| = bl Mp|| <1 = 1/pmaxs

pIrldX
2. H P(Mp)—Q(M,) Q(Mp ‘
I-Q(M,p) _ P(Mp)—1 Pmax
3 HP(M,,)—Q(M,,) HP(M = =27

Proof. Observe that

aM + ,/a2M2 4bM,, aMp —/a? M2 — 4bM,
P(M, .

2

Given the definition of IT,, in (IEI) M, satisfies
(I —=mnrp)I < M, < (1 —nl,)I. (36)
If n <1/4and 6 < 7/(2pmax), we have azMg — 4bM,, < 0, which leads to

aMy + i,/ —a? M2 + 4bM,, aMy — i,/ —a? M2 + 4bM,,
P(M,) = Q(M,) :

2 ’ 2

Therefore, we have

IPOL) = 1QWA) = 3 [|(ah)? + (~aM + 4604,/

< \OIMp| <1 —n/Pmax-
As for the second entry, since
P(M,) — Q(M,) = z’,/—azMg + 4bM,,

by (36) and the value of a, b we have
‘ < [Pmax
n

1
P(Mp) - Q(Mp)

which leads to

1-Q(M,) ‘: P(M,) — I ‘
’P(Mp)—Q( ») HP(Mp)—Q(Mp)
<0 P oo | <2/

Lemma 26 (Bound on the difference between V fp and V§,). Foranyp € N T and pmin < P < Pmaxs
in the case where the “if condition” in Line[7is not triggered, for any iteration k of Algorithm[I} we

have ||[j}(7k) || S 26_p/2pmaxHL(k) H/\/g

Proof. It follows from Proposition 2] that

e 1P,

i = il <

vV (2P5)
where o
2 |20

64pmax

L) 2

by Proposition 3] which leads to

6—p/2 ~
Ij:gk)H < 2>r Pmax HH

_ 26_p/2pmax H (k)H
\/g —||¢L .

Vo
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Lemma 27. Ifn < % and 0 < 1/ (2pmax), then for any p € Nt with pyin < p < pmax and any
0<j<k—1wehave

Hﬁ[1/2H <P(M)kj - Q(M)kj) 1)

5/2 .
< B (10

P(M) — Q(M) P Vi Pmax
Proof. 1t follows from Lemma 23] that
s R —
+HP(MP;Q(M,») Q) = 127l
k=5, .
o

where

~(g 26_p/2pmax i
Pl < 2 ),

by Lemma 26 Since

P(M) — Q(M) P(M) — QM
we have
H1/2H P(M)kij B Q(M)kij ~(9)
P(M)— QM P
Guar g7 (PODF = QMY
= HHl/QHpH ( P(M — Q(M) L(])
— (PM)FT — QM)
< 2 prax /8 ’ e (P)(M = QEM; )L’(”])
§ N NI
< 9l+p/2,3/2 |7 (1 _ ;)
= 2 pmax\/;(l pmax) [’p H
5/2 k—j
< 128pniax (1 _.n ) J ||L(j)||.
Vi Pmax
where the first inequality is by Proposition 2] and the second inequality follows from the fact that
7] <1. O

Lemma 28. Ifn < % and 6 < 1/(2pmax), then for any p € N* with puin < p < Pmax, any vector
0 € R, and any integer k > 0, we have

A~ e ~ ) k+1
| HYZHj (M), < 22+p/2p§n/azx\/;(1 - zi) [|6p]]-
Proof. By the definition of v in (34) we have

11— Q(Mp) P(My) — 1

Y (Mp) o, = PO — O(M) .’P(Mp)kJrlf;p + POL) - 0L ) Q(Mp)k+1’[)p
and
A 1—0Q(M, A
600000 < | iy | PO o
P(M,)~1 | T,
i 2| Hew 1l

[Dmax n o \ktL
<4, |—= (1 — )
7 Pmax I
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by Lemma 23} Since Hepy,(M,)0, = I, Hypy (M, )5,, we have
| 2 Hn (Mo | = | TG Huin (M) |
< 22 VO - [T, H by (M ) |
< 22 V6| [0k (M) |

k+1
<Py 2 (1 ) g ).
77 Pmax
where the first inequality is by Proposition 2] and the second inequality follows from the fact that
[H| < 1. O

Lemma 29. Ifn < 1/4 and 0 < n/(2pmax), for any p € NT and pmin < p < Pmax, in the case
where the “if condition” in Line[7is not triggered, for any iteration k > 0 of Algorithm[I|we have

24+p/25p12naxB 1
n3/2 o

>’““ . 256 Ly B2py o

Hﬁl/Qvﬁp(f(k))H < 72

pmax

Proof. For any iteration k, by (7) we have
i = g — 9V i, (5")
=9y = nH (G — ) = nV (@) — il
=2 — v, @) + (1 - 0@ — 2
—nH (20 — 2" + (1 - 0)(@ — 2(D)) —nilk).
Denote i) = &) — {0 + a'v fp(&(9). Then, the above equation is equivalent to
0D =200 4 (1 - 0)(@P — 2Dy —nH (2 + (1 - 0)(@P — zFV)) — pilk)
=T —nH)(2-0)z — (1 -0)zl~) — il
Leta:=2—6,b:=1— 0. By Lemma[24 we have

k—1 ; ;
g N P(M)F—7 — QM)+
(k) — M) - 70 _ ) 37
R e TR
where
I = Q(My) ht P(Myp) — 1 k1
Yr(My) = S P(M)* T+ QM)+,
W= pogy - o0n) P Ban,) - ang) M
which leads to
H'2Vg,(3W) = HYV?HzP = HY*Hyy(M,)z
k—1 ; ;
gy PODET = QDT
— HY?H . .10 38
"2 Pon-oan v Y
For the first term in (38), by Lemma 28] we have
PO k1
|2 Hu (04)50 < 2255020 [ (1= 1) a0
n Pmax
where
_ =to (s ;s
1z 1 = [V fo (@) < v/Bmax |V I ()]
and

2 — 2O 4\/5praxB
U U

V£, @) < ||VFE©)] =
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which leads to

24+p/25p2 B k+1
HH1/2H¢k H < Bgmax (1 _m ) .
’r) pmax
As for the second term of (38), by Lemmawe have
-1 . . k—1 . .
c1jogy PODST — QO c1jogy PODST = QO
HY?2H . 2@ < HY?2FH . . 1G)
H”Z POM)—Q() P |7 @ POM) - QM)
il k=i
< 12822y (1= ) 9,

where for each j we have
, 1 , 9
HL(J)H < §L2Hy(3) _ x(O)H < 2L2B2
given that f is Lo-Hessian Lipschitz. Hence,

o

k—1 . .
g PADMT - QO ;)
P A (e

=0

Pmax

k—1
k—j
< 256LsB2p32 02y (1 _ ) < 956 Lo B2pT/2 /nl/2.
=0

‘We can therefore conclude that

24P/ 26p2 | B (1--" )’““ | 0L BPpili

|2, < 22 il

pmax

O
Lemma 30. Ifn < 1/4 and 6 < n/(2pmax), for any p € NT and pmin < p < Pmax, in the case

where the “if condition” in Line[]is not triggered, we have
2R B K2 2101, B2pl/%
n3/2 ni/2

Hﬁl/Qvgp(jout)H <

pmax

Proof. Given that §*) = #(*) - (1 — 0)(#*®) — 2(*=1)) and that §,, is quadratic, for any k > 1 we
have

Vip(i™) = Vi, ®) + (1 - 0)(Va,(2™") — Vg, (25V)),
which leads to
HHl/QV H |H1/2 (k))H —&-(1—9)“?[1/2%(@(’6—1))”
< 2||H1/2§p x(k) H + prmgp(i(kﬂ))n
26+p/25p12naXB n k 210L232pr7n/2x
n3/2 ( ) T ni/2 :

by Lemma[29] Furthermore, since

out _ 1 i (1)
T Ko+ 1-|K/2] k:LmJy ’
we have
N 1 Ko N
|HY2Vg,(2")|| < oSyl kz%;m [H'2g,(5D)||

2252 B (0 \K/? . 2107, B2pT/2.
= 73/2 ni/2

pmaX
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E.4.2 Small Gradient of g, at 2°"

Lemma 31. Ifn < 1/4 and 0 < n/2, in the case where the “if condition” in Line@ is not triggered,

we have
ou 320+/0pmax B 804/ Opmax B
2 e (22 < LS VIS s0p2 112
for any { that satisfies
Hﬁl/Z’&baseH S l- ||@baseH7 Vi € Rd~ (39)

Pmof The proof of this lemma has a similar structure as the proof of [29, Lemma 5]. Given that
Jbase 18 quadratic, V gpase (£°") can be expressed as

vQbasc (i,out) = m Z ngasc )

k=|K/2]
where we have
. . 1, & (k .
*vgbase(y(k)) = E(xl(aa:el) - E)a)se) + lbase
Lo tet1) (k) (k) _ A(k—1) -

= E <(Ibase - zbase) - (1 6)(zbase ~ Thase )> + lbase

and
Ko
(Ko +1 = K/2)Viiase(#) = i — a2 + (i — #haed ) 41 D fbases
k=|K/2]
where the last term satisfies
Ko Ko =N Ko N
H1/2 Z Zbase < Z ||H1/2zbase|| < 40pr3n/azx Z ||H1/2£|
k=|K/2] k=|K/2] k=K/2]
< 80(Ko +1 — K/2)p3/2 Ly B>

by Lemma T8] Hence,
||ﬁ1/2v§base(iout H

i”ﬁl/z A (Ko+1) Ko) HJr ||H1/2( ~(Ko) A(K/2))||+80p3/2 L,B?
K max

Thase Thase Thase Thase

4 400
S 777K A(KO+1) - Af)i{soe)H + K l(:o{ai?e) - bi{s/j)H + 8Op;r‘))1r1/512x[’232
< S — g0 |4 0 — 4P| 4 502 L2

where the second inequality is due to the condition given in (39). By the condition K, <
2D — 20|, we have

K—-1
D]/ S M < 489pmax B
=K _ |_3K/4J Gl base Thase K2

given that the “if condition” in Line[7]is not triggered, which leads to

3201/ 0pmax B . 896\/6pmde
nk?

||ﬁ1/2v§base(i‘0ut)” S + 80pmaxL B2
O

Corollary 5. Ifn < 1/4 and 6 < 1/2, in the case where the “if condition” in Line@ is not triggered,
we have

32p3/20B . 80pl2oB

nKZ nkK + 8Opm/axL232

”ﬁl/Qngase (iout) || <
Proof. The desired inequality follows by combining Lemma 31| with Corollary 4} O
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E.4.3 Small Gradient of f at 2°%

Proposition 5. With the choice of parameters in Theorem 2} in the case where the “if condition” in
Linelz is not triggered, we have ||Vf(z°“t) || <e

Proof. By Lemma[30]and Corollary 5] we have

Pmax

va(xout)H — HH1/2-§(£OM)H — HHl/Q (Vg(i,out) + Z Vﬁp(iout))H
P=Pmin
R Pmax
< HHI/ngbase(fcout)H + Z ||H1/2V§p(i’°m)’|
P=Pmin
26+2/25p3 B (-2 )K/2 | BWAOB | 80puadB | 20 LaBpi
773/2 Pmax 77K2 ?’]K 771/2
B 96+p/252 B (1 By )K/Z N 40@@53 210L2B2p?n/a2x
- 773/2 Prmax UKQ 771/2 ’
and
va(mout)H S va(,’EOUt>H 4 va<xout) _ Vg(mout)H
< || Vg(z*)|| + 2L, B?
20+0/25p2 B (1 o )K/2 N A0pel20B 21 Lo B2pal2, “0)
- n3/2 Pmax nk? nt/2
Given that
2Pmax 20+P/26p2 | B
K> 2 10g<3>< ' Pinax )
UREE
the first term of (@0) satisfies
2640/25p2 B (1 o )K/2 A0p25B 2L, B2pyll, <€
32 . nk? ni/2 =3
Furthermore, the second and the third term satisfy
A0piexdB _ € 21 LaBpili _ e
77K2 — 3’ 7]1/2 — 3’
respectively. We can thus conclude that |V f(z°")|| < e. O

E.5 Putting Everything Together

In this section, we give the proof of Theorem [2] and present an additional Lemma that characterizes
the suboptimality of 2°U*, the output of Algorithm

Proof of Theorem[2] By combining Proposition @] and Proposition 5} we know that at least one of the
two conditions in the theorem statement must hold. As for the distance between x°"* and x(o), in the
case where the “if condition” in Line[7)is triggered, we have

o 20 = a0 0] < 75
by Lemma[20} Otherwise,
] L D D LRECI P,
k=| K /2]
by Lemma[T9] O
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Lemma 32. In the case where the “if condition” in Line@ is triggered, the output x°"* of Algorithm
satisfies

6d¢ L;/263/2
N + _

P = 1) € T+ S

Proof. In the case where the “if condition” in Line[7]is triggered, we have

1
out (k)
T Ko+ 1o K2 > v

where in each iteration k we have
726 = O] < 220 = )| 4 B = a) | < 65T,

which leads to

Ko
77 ou 1 T
| HY2 (2o — 2| < oyswayoo S [HY2 (% = 2©)|| < 61/30pmaxB.
k=|K/2]
Hence,
g(xout) _ g(x(o)) _ %(xout _ x(O))TV2f(x(O))(xout _ .T(O))
1 ou T 5 ou 666
< 5(3? b x(o)) H(x - x(o)) < 540pmax B2 < I,
Meanwhile,
outy out E out _ . .(0)]3 63/2
f(@?) = g(a™) < 6H~”” =] §6L§/2’
by which we can conclude that
6de e3/2
outy _ (0) uoe
P = ) S T

F Analysis of Algorithm 2]

Lemma 1. Suppose ¢ < L? /L. In each iteration t of Algorithmbefore it terminates, we have

fEE) — fa®) < 512/ /L,

if £V is not e-critical for f, where we denote p = max{[log(L1/9)],16}.

Proof. 1f the current H satisfies H < —261 , by Line and Linewe have

F@D) = ) < (THE), Ro) + T2 (@00 + 22

6
< %2vTV2f(x(t))v + ?,
where
v V2w =0 Ho4+ 0" (V2f(z®) — H)
< =20+ ||V f(2") — H||
< —26 + min{||V2f(x(t)) - V?f(@)| + ||V*f(z) — H||,2L, }
= 20 + min{LyR + §,2L,} = 0,
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which leads to

]312

~ 3
P — a0y < tirec lppe o L [€
3 3 Ly

Otherwise,
) = Critical-or-Progress (ac(t), H, 25, € L, LQ),

which by Theorem [2]satisfies

if |V f ()] > e O

Lemma 33. Ler 0 < ¢ < min{L3L;", AQ/?’L;/S}. The output x°1* ofAlgorithmsatisﬁes
3A L
||xout _ l,(o)H < 22 1g8 (1 + 16)
€ Cs

and

54 L 3/2
Fa) — f@®@) < 29068 (22 416 ) 4
L2 Cs 6

where cs = min{Ly,d + ALy /(nye)}.

Proof. Suppose Algorithm [2]terminates at the 7-th iteration. For any ¢t < 7 — 1, by Proposition 4]
we have

€3

FEU) — fa®) < S\

indicating that

T < p*2A\/Ly/e3.

7 €
ot 20 < T

in each iteration ¢ by (@) and Theorem 2] we have

Since

22 — O] = |27 — 2O < 35A e < 22 10g3 (Ll + 16)
€ Cs

As for the function value change in last iteration, by Lemma[32] we have

540¢ Loe3/2

o) = £aT) < T0) + P+

Summing over all the iterations, we can conclude that
€3/2

6Ly

18 L
@) = f(©) < = log® (1 * 16) i
L2 Cs
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G Analysis of Algorithm 3]

Lemma 34. Given f :== R% — R with Ly-Lipschitz Hessian, for any © € R% and any symmetric H
satisfying |[H — V2 f(x)|| < 6, denote

Y~ — (HlargeHHIarge)va(x)'

Ift> max{24A91/3L§/3, 26} for A, = f(x) — inf ,cpa f(2), we have
3N,  6LoA,
Mharge V£ ()] < 204/ =75 + =

3A, n 6L2A,
14 ¢

and

HHsmallvf(y)” S ||Hsmallvf(x)” + 26

Proof. Denote u :=y — x = —(HlargeHHIarge)TVf(x). We first show that ||u|| < ¢/Ls. Assume
the contrary, we have

Hot o) 0 =5 () 45 (5) + B (E) < —nm =2
contradiction. Then, we have

ful?

A < JY) - f@) < 5" F @t Ll <

which leads to ||u|| < 24/3A,/{. Then, we have

Miarge V. ()| < [Miarge V f () — Tharge Hull + [ Tharge(H — V2 £ (2))ull + LzllU||2

3A 6La A,
< 3llull + LQHUHQ <20\

”Hsmallvf(y)H < HHsmallVf( )” + ||H<mallHUH + ”H@mall(H V2 ( ))UH + L2Hu||2

Similarly, we have

3A, 6LyA,
+ =222

< Mg me 2
>~ H bmdl]vf($)||+ 4 /¢ /

O

Theorem 4. Let Alg(f<y,, L1, La, 6, A, €) be a procedure that, for any function f<p,: R — R
with Ly -Lipschitz gradient, Lo-Lipschitz Hessian, and A-bounded suboptimality, uses

* ny queries to a §-approximate Hessian oracle for f<y,,, and,

* ng(L1, Lo, 0, A, €) queries to a gradient oracle for f<r,,

and returns an € /2-critical point " satisfying ||z°"* — z(0)|| < Rou and f(x°) — inf, f(z) <
Aout. Then, for any f with Lo-Lipschitz Hessian and A-bounded suboptimality, any 0 < € <
min{L?L;", A2/3L;/3}, and any { that satisfies
800A 48 Lo A
¢ > max {2(L2R0ut 4 §)2, SRt g ALB 28 25} (12)
€ €

Algorithm 3| returns an e-critical point using

* ny + 1 queries to a 6-approximate Hessian oracle for f, and,

* ng(¢, Lo, 8, A, €) queries to a gradient oracle for f.
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Proof. By Lemma[34] we have

IVF)ll < ||Hlargevf(y)” + [[Msman V f (y) ]|

3Aous  12LoAq,
M V() + 4] H — 72 (@) 2o L2280

SA. 12L0Au,
§§+4(5+L2Rom)\/ L SR <

given the choice of ¢ in (12). O

A

Corollary 2. Let f: R? — R Ly-Lipschitz Hessian. Given any x(*) € R® with A-bounded sub-

optimality with respect to f, any positive integer ngy > 1, and 0 < ¢ < A2/3L;/3, Algorithm
using Algorithm[2|as the subroutine Alg outputs an e-critical point of f with at most ny queries to a
d-approximate Hessian oracle and

1/4 273 2
0 AL, o+ AL - poly log L4 + a0 +4
67/4 nge Cs €t €2

queries to a gradient oracle for f.

Proof. Set
Se / 3/2
Aout =54 (A + ) log ( + ]_6) + 671/27
L2 s 6L}
0= Llog™ (/cs), (1)
3A ‘
Rout I IOg ( —+ 16)7
Cs
where
P 800A /3L>A 2 L3A3 A2
Kzzmax{z( =+ ) 725}20( ++5> 42)
€ € )
Observe that the above parameters satisfy
A 48Ly A
¢ = max {802(L2Rout 152, BlaBow oy £V L2/ 25}
€ €

which gives

2% = 2@ < Row,  f(2°*) = inf f(z) < Ao
zER?

by Lemma where 2°"® is the output of Restarted-Approx-Hessian-AGD when ap-
plied to f<,. Then by Theorem Algorithm outputs an e-critical point.  Since

Restarted-Approx-Hessian-AGD starts by querying the -approximate Hessian oracle at (), the
query in Line 3] can be reused, and there are a total of at most nj queries to a §-approximate Hessian

oracle and
2ALLY* i
— \/mln 65—1——} 10 ( —|—16>
€

ALYY [TTAL L2A3  AS2
=0 | =—2-,/6+ —= -polylog +76+5
€7/4 nge cs A €2

queries to a gradient oracle.
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