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Abstract

Pun memes, which combine wordplay with vi-
sual elements, represent a popular form of hu-
mor in Chinese online communications. De-
spite their prevalence, current Vision-Language
Models (VLMs) lack systematic evaluation in
understanding and applying these culturally-
specific multimodal expressions. In this pa-
per, we introduce PUNMEMECN, a novel
benchmark designed to assess VLMs’ capabil-
ities in processing Chinese pun memes across
three progressive tasks: pun meme detection,
pun meme sentiment analysis, and chat-driven
meme response. PUNMEMECN consists of
1,959 Chinese memes (653 pun memes and
1,306 non-pun memes) with comprehensive an-
notations of punchlines, sentiments, and expla-
nations, alongside 2,008 multi-turn chat con-
versations incorporating these memes. Our ex-
periments indicate that state-of-the-art VLMs
struggle with Chinese pun memes, particularly
with homophone wordplay, even with Chain-
of-Thought prompting. Notably, punchlines
in memes can effectively conceal potentially
harmful content from Al detection. These find-
ings underscore the challenges in cross-cultural
multimodal understanding and highlight the
need for culture-specific approaches to humor
comprehension in Al systems.!

Disclaimer: The samples presented in this pa-
per may be considered offensive or vulgar to some
readers.

1 Introduction

Puns are a form of clever wordplay that exploit
multiple meanings of words or phrases to create
humor, irony, or other rhetorical effects (Attardo,
2009; Heller, 2014). With the development of the
Internet and social networks, puns have evolved
from pure text formats to multimodal expressions,

"The resources of this paper will be released upon publica-
tion.

xilsuér\
Caption 1: —&=7# (A face full of
caprylicacid)

Xin suan
Caption 2: —f&37# (Feel pain and
sorrow)

bao
Caption 1: iz T4/ (Eat burger
and feel stuffed)

bao
Caption 2: iz 7 ##Y (Make trouble
_after eating too much)

Figure 1: Two Chinese pun memes from our dataset,
where double meanings (Caption I and Caption 2) are
conveyed by both image and text in the meme. We
highlight the punchlines in red font, which often involve
wordplay using homophony or polysemy. The letters
above the Chinese characters are Pinyin, indicating the
pronunciation of the Chinese text.

such as pun memes, which craft multiple meanings
through both caption (text in the meme) and image
(visual elements of the meme) (Lin et al., 2014).
These memes are particularly popular in Chinese
communities as they add layers of entertainment to
online interactions (Mina, 2014; Hearn, 2020).

Consider the two Chinese pun memes in Fig-
ure 1 as examples. The caption in the left meme
reads "MZ & | #[", which literally translates to
"eat burger and feel stuffed”, connecting to the
multi-layered burger in the image. However, "&"
(burger) and """ (full) share the same pronuncia-
tion "bdo" in Chinese, evoking the common phrase
"IZVE T /)", which means "making trouble after
eating too much" and often expresses dissatisfac-
tion toward unnecessary trouble. The sweating
expression in the image reinforces this emotional
undertone. The pun in the right meme is compara-
tively simpler. The word "ZJ&" in the caption can
refer to both the caprylic acid molecule shown on
the person’s face and a feeling of hardship or sor-



row, humorously conveying the sender’s difficult
situation.

Most previous research on puns has focused on
English text puns (Miller et al., 2017; Yu et al.,
2018). Before the advent of Large Language Mod-
els (LLMs), researchers typically designed special-
ized models or frameworks to address specific tex-
tual pun tasks, such as pun detection (Diao et al.,
2018; Zhou et al., 2020), explanation (Sun et al.,
2022), and generation (Luo et al., 2019; Mittal
et al., 2022). More recently, with the rise of LLMs,
the focus has shifted toward evaluating these mod-
els’” comprehensive ability to understand textual
puns (Xu et al., 2024; Chung et al., 2024). How-
ever, a significant gap remains in understanding
how current Al models comprehend multimodal
puns, especially pun memes that serve as popu-
lar and humorous expression units on Chinese so-
cial media. Studying pun memes not only reflects
models’ ability to process image-text ambiguity
and punchlines but also contributes to future Al
systems’ thorough understanding of the vast and
complex multimodal content on the Internet.

To address this gap, we propose PUNMEMECN,
a new benchmark designed to systematically eval-
uate Vision-Language Models’ (VLMs) ability to
comprehend and apply Chinese pun memes. We
design three progressive tasks: pun meme detec-
tion, pun meme sentiment analysis, and chat-driven
meme response. While the first two tasks focus on
recognizing and analyzing individual pun memes,
the third task examines models’ potential to se-
lect appropriate pun memes for dialogue responses
in online chat scenarios. To build the dataset for
PUNMEMECN, we collect diverse Chinese pun
memes from the Internet and conduct detailed
crowd-sourced annotations for their punchlines,
sentiments, and other attributes. We also develop
a semi-automated framework to generate multi-
turn chats and retrieve challenging options for pun
meme responses, increasing the difficulty of the
third task.

Our extensive experiments with various VLMs
under different prompting strategies demonstrate
that most models struggle to distinguish between
pun memes and non-pun memes in zero-shot set-
tings. They also lag significantly behind human
performance in sentiment analysis and chat re-
sponses involving pun memes. Although state-of-
the-art models can better understand Chinese pun
memes through Chain-of-Thought techniques, the
homophone wordplay frequently found in these

memes still creates substantial comprehension bar-
riers. The main contributions of this paper are as
follows:

* We propose PUNMEMECN, a novel bench-
mark specifically designed to assess VLMs’
ability to detect and analyze Chinese pun
memes, and apply them in online chat scenar-
ios. An efficient semi-automatic framework
is introduced to generate simulated multi-turn
chats and retrieve challenging distractors for
meme response.

* We perform a comprehensive evaluation of
mainstream VLMs. Our results reveal that
most VLMs exhibit significant bias in pun
meme detection while struggling with senti-
ment analysis and chat responses involving
pun memes. This highlights the limitations of
today’s VLMs in understanding and applying
Chinese pun memes.

* We conduct further experiments to explore
feasible fine-tuning approaches for addressing
pun detection bias, and analyze the compre-
hension barriers that punchlines in pun memes
create for models, as well as their role in con-
cealing potentially harmful content. These
findings could benefit future research in this
area.

2 Related Work

Computational Pun Understanding After early
studies successfully model linguistic features of
puns like ambiguity (Kao et al., 2016) and sur-
prise (He et al., 2019), many subsequent works
focus on training or fine-tuning specialized LMs
to detect (Zou and Lu, 2019; Zhou et al., 2020),
explain (Sun et al., 2022), or generate (Yu et al.,
2020; Tian et al., 2022) puns. With the advent of
general language models, recent works explore the
proficiency of these large models to grasp puns.
One leverages existing pun tasks to systematically
evaluate LLMs’ ability to understand puns (Xu
et al., 2024), while another investigates how vi-
sual cues can help VLMs resolve textual pun am-
biguities (Chung et al., 2024). However, most of
these studies only consider English text puns and
overlook other modalities of puns, such as tradi-
tional pun rebuses, which are studied by Zhang
et al. (2024), and popular pun memes on the Inter-
net, which are the focus of our research.
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1. Meme Collection
® Manually collect pun memes from the Chinese internet.
® Deconstruct pun memes into two types of non-pun memes.

4 both captions can be interpreted as “making trouble after eating too much” N

3. Chat Generation
® Create virtual chat based on the given pun meme and topic.
® Retrieve incorrect options for meme response in chat.
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2. Human Annotation
® |dentify the punchlines and sentiments in pun memes.
® Write natural language explanations for all memes.
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have. Some characters are really nerfed hard, especially the one I often use.)
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Figure 2: Construction pipeline of the PUNMEMECN benchmark. The punchlines and deeper meanings of the meme
options in the chat example are as follows: A) "IZE&(1f1) T 21", which implies someone is causing unnecessary
trouble; B) "METE S G ANBEFTIHF NS ", which suggests someone is bad at gaming but still wants to play; C) "J&
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Meme Detection and Analysis As an emerging
cultural symbol, memes have become a popular
research subject in communities (Hosseinmardi
et al., 2016; Sharma et al., 2020; Tanaka et al.,
2022). A mainstream area of research is harmful
meme detection, where numerous researchers con-
tribute datasets (Kiela et al., 2020; Pramanick et al.,
2021) and models (Sharma et al., 2022; Ji et al.,
2023) to identify different types of harmful memes.
Some recent studies even use knowledge distilled
from LLMs to further enhance the detector’s per-
formance (Lin et al., 2024; Lu et al., 2024). Be-
yond harmful meme detection, meme research also
includes but is not limited to, sentiment and emo-
tion analysis (Mishra et al., 2023), visual metaphor
interpretation (Hwang and Shwartz, 2023), and
identification of persuasion techniques (Dimitrov
et al., 2024). Our paper attempts to study the phe-
nomenon of puns in memes, which other works
have not systematically explored yet.

3 Overview of PUNMEMECN

PUNMEMECN is a comprehensive multimodal
benchmark designed to systematically assess
VLMs’ capabilities in recognizing, analyzing, and
applying Chinese pun memes. It comprises 653
groups of Chinese memes, with each group con-
taining one pun meme and two corresponding non-

(£2)", which complains about being unlucky; D) "H{ (%) T ", which means giving up on something.

pun memes. All memes undergo meticulous man-
ual annotation, including identification of potential
punchlines, sentiment analysis, and detailed ex-
planations. Additionally, PUNMEMECN incorpo-
rates a semi-automatically constructed multi-turn
chat dataset, where each chat concludes with a pun
meme response. Figure 2 illustrates the overall
construction and components of the benchmark.

3.1 Dataset Construction

Meme Collection We collect Chinese pun
memes from major social media platforms includ-
ing WeChat, Weibo, Tieba, and RedNote.? To
maintain quality, we filter out duplicate memes and
those with visible watermarks. Since pun memes
derive their double meanings from both images
and captions, we pair each pun meme with two
related non-pun memes: one sharing similar vi-
sual elements and another with comparable cap-
tion content. These non-pun memes are obtained
through keyword searches and image matching fea-
tures provided by the aforementioned platforms.
All collected memes are standardized by padding
them into squares and adjusting to a uniform 448
X 448 resolution, ensuring all embedded captions
remain clearly visible.

’The introduction to these Chinese social media plat-

forms and methods for finding pun memes are placed in Ap-
pendix A.1.



Chat Dataset Perplexity| BERTScorel Distinct-11 Distinct-27

DuConv 15.815 0.787 0.022 0.152
NaturalConv 18.397 0.839 0.015 0.183
Our 4.577 0.868 0.066 0.397

Table 1: Comparison of chat datasets on several indi-
cators, including /) Perplexity, which reflects sentence
fluency; 2) BERTScore, which estimates the relevance
between adjacent chat turns; 3) Distinct-1 & Distinct-2,
which measure the diversity of the chat content. The
best results are bolded. Details of these indicators can
be found in Appendix A.3.

Human Annotation We engage three annota-
tors to perform comprehensive meme annotation.>
Their annotation process consists of three primary
tasks: 1) Identifying potential punchlines in the
memes, with particular attention to homophone
wordplay; 2) Analyzing the sentiment conveyed by
each meme, categorizing both the sentiment target
(as self, both, or other) and sentiment type (as pos-
itive, neutral, or negative); 3) Composing natural
language explanations that include literal descrip-
tions of visual elements and interpretations of the
memes’ intended meanings. Each annotator inde-
pendently labels all memes in the dataset. The final
punchline and sentiment classifications are deter-
mined through majority voting, while we select the
most comprehensive explanation from among the
three provided. Our annotators demonstrate high
reliability, achieving agreement rates of 95.6% for
punchline identification and 74.2% for sentiment
annotation.*

Chat Generation Since memes are frequently
used in online conversations (Miltner, 2018), we
create a multi-turn chat dataset incorporating pun
memes. To avoid potential privacy concerns as-
sociated with collecting real-world chat data, we
instruct GPT-40 (OpenAl, 2024) to generate simu-
lated conversations between two individuals based
on the sentiment and explanation of each pun
meme. We specify that the final message in each
conversation must include the meme. To ensure
conversational diversity, we provide six distinct
chat topics: sports, entertainment, technology,
games, work, and daily life. GPT-4o is tasked with
crafting contextually appropriate conversations that

*More information about our annotators is available in
Appendix A.2.

*The "agreement" here refers to three annotators providing
completely identical annotations.

Sentiment Target Sentiment Type
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Figure 3: Statistical distributions within our dataset,
showing sentiment targets, sentiment types, chat turns,
and chat topics.

naturally culminate in the pun meme responses.’

We employ an over-generation approach to pro-
duce numerous candidate conversations, which are
subsequently reviewed and refined by our annota-
tors, resulting in 2,008 high-quality Chinese chat
entries. Table 1 compares our chat dataset with
existing Chinese multi-turn chat datasets such as
DuConv (Wu et al., 2019) and NaturalConv (Wang
et al., 2021), highlighting the quality of our gener-
ated chat conversations. In addition to the correct
meme responses, we also provide three incorrect
meme responses as distractors for each chat entry,
which is explained in detail in § 3.3.

PUNMEMECN Dataset Our complete dataset
contains 1,959 Chinese memes, comprising 653
pun memes and 1,306 non-pun memes. Each pun
meme includes detailed annotations of its punch-
line, sentiment, and explanation, as well as two to
five multi-turn chat conversations covering differ-
ent topics. Figure 3 illustrates the distribution of
sentiment targets, sentiment types, chat turns, and
chat topics across the dataset.

3.2 Task Design

We propose three progressive tasks to comprehen-
sively evaluate VLMSs’ capabilities in understand-
ing Chinese pun memes. These tasks assess mod-
els’ abilities in recognition, analysis, and applica-
tion of pun memes.

Task 1: Pun Meme Detection The fundamen-
tal step in understanding pun memes is their cor-
rect identification. Our first task therefore focuses
on pun meme detection, which requires determin-
ing whether a given meme contains a pun. We in-

To maintain topical coherence, we limit conversations
to 6 or fewer turns. The prompt used for generating chat
conversations is available in Appendix D.1.



put each meme individually into the VLMs, which
must classify it as either pun or non-pun.

Task 2: Pun Meme Sentiment Analysis In the
second task, we examine whether VLMs can iden-
tify the sentiment expressions embedded within
pun memes’ punchlines. This task involves compre-
hensive sentiment analysis of pun memes. VLMs
must determine both the sentiment target (self, both,
or other) and sentiment type (positive, neutral, or
negative) for each given pun meme.

Task 3: Chat-Driven Meme Response Consid-
ering the prevalent use of memes in online con-
versations, our final task evaluates models’ ability
to select appropriate pun meme responses in chat
contexts. Specifically, we provide VLMs with a
multi-turn chat conversation missing its final meme
response, along with four candidate pun memes.
The model must select the most contextually appro-
priate meme from these candidates. This represents
a significant challenge, requiring comprehensive
understanding of each pun meme’s meaning and
the ability to match it with the chat context.

3.3 Distractors for Meme Response in Chat

In Task 3, we encounter a problem: our chat dataset
contains only correct pun meme responses with-
out incorrect alternatives. To address this, we de-
velop two methods for generating incorrect meme
responses as distractors. The first method involves
randomly selecting three pun memes from the
dataset to serve as distractors. The second method
employs a more sophisticated approach, retriev-
ing three pun memes as distractors based on spe-
cific similarity criteria: 1) text similarity, where
the distractor meme’s literal description bears re-
semblance to the chat content; 2) image similarity,
where the distractor meme visually resembles the
correct meme; 3) sentiment similarity, where the
distractor meme expresses the same sentiment type
as the correct meme. The meme options presented
in the chat example in Figure 2 are selected using
these three similarity criteria.® We consider ran-
dom distractors to present less of a challenge than
similarity-based distractors, therefore designating
the former as the easy mode and the latter as the
hard mode.

®Meme options B, C, and D in the chat example corre-
spond to distractors based on text similarity, image similarity,
and sentiment similarity, respectively. More details on the
distractor construction process are available in Appendix A.4.

4 Experimental Setup

4.1 Models

To comprehensively evaluate existing models’ ca-
pabilities in understanding Chinese pun memes, we
select VLMs with diverse parameter scales and ca-
pabilities. These models can be categorized into
two groups: state-of-the-art closed-source models
(Claude-3.5-Sonnet (Anthropic, 2024) and GPT-
40 (OpenAl, 2024)) and various open-source mod-
els (MiniCPM-V-2.6 (Yao et al., 2024), LLaVA-
OneVision (Li et al., 2024), Qwen2.5-VL (Qwen-
Team, 2024), and InternVL-2.5 (Chen et al.,
2024b)).” All selected VLMs demonstrate strong
capabilities in Chinese language understanding and
image processing.

4.2 Evaluation Metrics

PUNMEMECN consists of classification and
multiple-choice tasks, enabling more precise and
efficient automated evaluation compared to genera-
tive tasks. We employ the following metrics to as-
sess VLM performance across three proposed tasks:
1) For pun meme detection, we evaluate models us-
ing three metrics: True Positive Rate (TPR), mea-
suring the proportion of correctly identified pun
memes; True Negative Rate (TNR), measuring the
proportion of correctly identified non-pun memes;
and F1-Score, providing an overall performance as-
sessment. 2) For pun meme sentiment analysis, we
measure accuracy across three aspects: sentiment
target prediction (AcCCtarget), Sentiment type pre-
diction (Accgype), and overall sentiment prediction
(Accgyeran)- 3) For chat-driven meme response, we
assess accuracy in two scenarios: responses to easy
distractors (AcCeasy) and hard distractors (AcChara)-

5 Experimental Results

We evaluate the selected VLMs on PUNMEMECN
from two perspectives. First, we conduct zero-
shot evaluation (§ 5.1) to assess models’ inherent
understanding of Chinese pun memes. Second,
we explore prompt engineering techniques (§ 5.2),
including few-shot learning (Brown et al., 2020),
Chain-of-Thought (CoT) (Wei et al., 2022), and
pinyin hint, to enhance model performance. The ex-
perimental prompts are provided in Appendix D.2.

"The sources and endpoints of the evaluated VLMs are
detailed in Appendix B.1.



Pun Meme

Pun Meme Chat-Driven

Model Detection Sentiment Analysis Meme Response
TPR TNR F1 AcCiarget  AcCCype  ACCoveral ACChard  ACCeasy
Only Input Meme Image (Embedded Optical Caption)
MiniCPM-V-2.6 0.998 0.001 0.499 0.424 0.541 0.254 0.291 0.282
LLaVA-OneVision-7B 0.643 0.309 0.425 0.367 0.506 0.188 0.271 0.254
LLaVA-OneVision-72B 0.948 0.053 0.493 0.381 0.489 0.179 0.296 0.378
Qwen2.5-VL-7B 0.997 0.002 0.499 0.472 0.568 0.302 0.274 0.371
Qwen2.5-VL-72B 0.960 0.517 0.656 0.538 0.587 0.344 0.362 0.481
InternVL-2.5-8B 0.969 0.068 0.506 0.447 0.507 0.226 0.306 0.390
InternVL-2.5-26B 0.965 0.244 0.555 0.492 0.511 0.265 0.338 0.436
InternVL-2.5-38B 0.969 0.308 0.578 0.507 0.495 0.238 0.346 0.464
InternVL-2.5-78B 0.853 0.739 0.718 0.493 0.507 0.253 0.370 0.472
Claude-3.5-Sonnet 0.739 0.720 0.643 0.489 0.555 0.307 0.320 0.430
GPT-40 0.986 0.357 0.603 0.522 0.590 0.347 0.383 0.483
Input Both Meme Image and Caption Text
MiniCPM-V-2.6 1.000 0.001 0.500 0.488 0.607 0.312 0.336 0.362
LLaVA-OneVision-7B 0.989 0.030 0.504 0.398 0.596 0.253 0.316 0.351
LLaVA-OneVision-72B 0.963 0.613 0.704 0.520 0.635 0.333 0.473 0.574
Qwen2.5-VL-7B 0.983 0.252 0.565 0.506 0.595 0.329 0.345 0.428
Qwen2.5-VL-72B 0.986 0.538 0.678 0.580 0.641 0.398 0.459 0.562
InternVL-2.5-8B 0.986 0.329 0.593 0.486 0.583 0.298 0.367 0.475
InternVL-2.5-26B 0.992 0.217 0.558 0.552 0.591 0.335 0.427 0.519
InternVL-2.5-38B 0.992 0.186 0.548 0.549 0.573 0.294 0.433 0.534
InternVL-2.5-78B 0.949 0.728 0.761 0.553 0.598 0.337 0.456 0.539
Claude-3.5-Sonnet 0.974 0.510 0.659 0.555 0.621 0.382 0.485 0.594
GPT-40 0.995 0.377 0.614 0.586 0.653 0.414 0.457 0.575

Table 2: Results of the zero-shot evaluation on PUNMEMECN. For each input setting, the top outcomes are bolded,

and the second best are underlined.

5.1 Zero-shot Evaluation

The selected VLMs demonstrate strong image OCR
capabilities.® This leads us to evaluate two in-
put settings: image-only (with embedded optical
caption) and image with additional caption text.
Table 2 reveals several key findings: /) VLMs
consistently perform better with additional caption
text compared to image-only input. This suggests
that while models can extract optical captions from
meme images, they struggle to fully analyze pun
meme punchlines and meanings based solely on
visual input. 2) Most VLMs show high TPR but
low TNR in pun meme detection. This indicates
a tendency to classify all memes as pun memes,
which is problematic. 3) VLMs demonstrate lim-
ited proficiency in analyzing sentiments in Chinese
pun memes. Their performance significantly lags
behind human annotators, who achieve average ac-
curacies of 93.9% for sentiment target, 92.9% for

80ur preliminary test of VLMs’ OCR capabilities on Chi-
nese memes shows that most models achieve up to 90% accu-
racy. Detailed results are available in Appendix B.2.

sentiment type, and 87.5% for overall sentiment.
4) VLMs face challenges in selecting appropriate
pun meme responses, even in easy mode with ran-
domly selected distractors. State-of-the-art models
like Claude-3.5-Sonnet and GPT-40 show notably
low accuracy. 5) Our similarity-based meme dis-
tractors effectively challenge the models, resulting
in significantly lower accuracy in hard mode com-
pared to easy mode. In summary, VLMs show
considerable room for improvement in under-
standing and applying Chinese pun memes un-
der zero-shot settings.

5.2 Prompt Engineering Exploration

This section investigates methods to enhance VLM
performance on PUNMEMECN through prompt
engineering. We explore three approaches: /) Few-
shot learning, providing three examples for tasks
1 and 2, and one example for task 3.° 2) CoT

°Task 3 includes only one example because each chat con-
tains four meme images. One-shot learning already processes
eight meme images, approaching the multi-image localization
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Figure 4: Results of the prompt engineering exploration on PUNMEMECN. We test the performance of four VLMs
across seven different prompts for various tasks. The IDs of these prompts correspond to those in Table 3.

Meme Meme Caption’s
Prompt Image Caption Pinyin Few-Shot  CoT Output
Prompt 1 v X X X X
Prompt 2 v v X X X
Prompt 3 v X X v X
Prompt 4 v v X v X
Prompt 5 v v v v X
Prompt 6 v v v v
Prompt 7 v v v v v

Table 3: All the prompts used in our evaluation on PUN-
MEMECN. We mark their inputs and prompt techniques
with v'and x.

output, requiring models to describe meme content
and analyze potential punchlines before concluding.
3) Pinyin hint, providing caption pinyin to assist
VLM:s in identifying homophone wordplay.'? We
create five enhanced prompts by applying these
methods individually or in combination. These
prompts, along with the two zero-shot prompts
from § 5.1, are listed in Table 3.

Figure 4 presents results from four VLMs across
all seven prompts, revealing that: /) Few-shot learn-
ing with image-only input shows limited effective-
ness across tasks, while few-shot learning with ad-
ditional caption text primarily benefits pun meme
detection. 2) The CoT technique significantly im-
proves advanced VLMs’ understanding of Chinese
pun memes. Models like GPT-40 can better an-
alyze pun memes’ sentiments and deeper mean-
ings through CoT reasoning. However, complex
homophone wordplay still challenges GPT-40, as
evidenced by incorrect punchline analyses. Sev-
eral illustrative cases are provided in Appendix C.
3) Pinyin hint generally fails to enhance VLM per-

capability limit of most VLM:s.
%We generate pinyin for Chinese captions using the
pypinyin Python package.

formance across tasks. Despite VLMs’ good pinyin
recognition (demonstrated in Appendix B.2), they
struggle to utilize pinyin as a pronunciation cue for
identifying homophone wordplay. In conclusion,
while stronger VLMs show better comprehen-
sion of Chinese pun memes through prompt en-
gineering, particularly with CoT output, homo-
phone wordplay remains a significant challenge
to their understanding.

6 Analysis and Discussion

6.1 Can Fine-tuning Resolve VLMs’ Bias in
Pun Meme Detection?

We observe that most VLLMs perform better at rec-
ognizing pun memes compared to non-pun memes
in zero-shot settings, as shown in Table 2. This
phenomenon aligns with findings by (Xu et al.,
2024), who observed similar patterns when LLMs
distinguish between text puns and non-puns. These
results suggest that large models exhibit a bias to-
ward pun detection, tending to classify inputs as
puns. We hypothesize that this bias originates from
open-source pun datasets such as Semeval-2017-
Task-7 (Miller et al., 2017) and ExPun (Sun et al.,
2022), which predominantly contain pun entries
with limited non-pun examples. This imbalance
may lead LLMs and VLMs to develop stronger
familiarity with puns while lacking sufficient expo-
sure to non-pun concepts. To investigate whether
increased exposure to labeled non-pun data can mit-
igate this bias, we conduct fine-tuning experiments
using our dataset, which contains more non-pun
memes than pun memes. !

" Additional details about the fine-tuning setup for pun
meme detection are provided in Appendix B.3.


https://pypi.org/project/pypinyin/

Our Dataset External

Model Meme Meme CoT

Image Caption Output TPR TNR TNR
Qwen2.5-VL-7B v X X 0.732  0.954 0.977
Qwen2.5-VL-7B v v x 0.824  0.948 0.990
Qwen2.5-VL-7B v v v 0.712  0.964 0.971
InternVL-2.5-8B v X X 0.248  0.987 0.993
InternVL-2.5-8B v v x 0.876  0.846 0.886
InternVL-2.5-8B v v v 0.810 0.843 0.824

Table 4: Results of fine-tuned VLMs on the pun meme
detection task. We test fine-tuned models’ performance
on our validation set and an external non-pun meme
dataset. The best results are in bold, and the second-
best are underlined.

Table 4 reveals three key findings: /) Fine-
tuning VLMs on a dataset with sufficient non-
pun memes effectively reduces the original bias
in pun meme detection, as evidenced by signifi-
cant improvements in the TNR indicator compared
to Table 2. 2) For 7B size VLMs, the optimal
prompt strategy involves inputting both the meme
image and caption text, requiring direct model re-
sponses. Despite our expectations that mod-
els would learn to identify homophone word-
play through CoT fine-tuning (with correct pun
meme explanations), the fine-tuned models still
struggle to analyze most homophone puns, re-
sulting in inferior performance. 3) Our non-pun
memes, constructed through pun disambiguation,
successfully enhance the non-pun recognition ca-
pabilities of fine-tuned models, demonstrating ef-
fective generalization to external non-pun memes.

6.2 Does Puns in Memes Challenge Harmful
Meme Detection?

Figure 3 indicates that approximately 25% of pun
memes in our dataset express an "other-negative"
sentiment. These memes often contain insults or
mockery, concealing harmful content within their
punchlines. This observation raises an important
question: Can current harmful meme detectors,
primarily trained on general harmful memes, ef-
fectively identify these harmful pun memes? To
investigate this, we evaluate four representative
harmful meme detectors on three categories: Tox-
iCN_MM (Lu et al., 2024) harmful memes, our
non-pun harmful memes, and our pun harmful
memes.'?> Our evaluation includes two state-of-
the-art VLMs (GPT-40 and Claude-3.5-Sonnet)
and two specialized models (CLIP-MKE (Lu
et al., 2024) and HateCLIPper-RGCL (Mei et al.,

ZFollowing the definition of Chinese harmful memes in
the ToxiCN_MM dataset, we selected 300 harmful non-pun
memes and 200 harmful pun memes from our dataset.

Our Pun
Harmful Meme

ToxiCN_MM
Harmful Meme

Our Non-pun

Model Harmful Meme

GPT-40 0.782 0.660 (-0.112) 0.380 (-0.402)
Claude-3.5-Sonnet 0.938 0.913 (-0.025) 0.655 (-0.283)
CLIP-MKE 0.659 0.643 (-0.016) 0.535 (-0.124)
HateCLIPper-RGCL 0.666 0.607 (-0.059) 0.435(-0.231)

Table 5: Results of harmful meme detectors on different
types of harmful memes. We use the accuracy metric to
measure the performance of the detectors. The decrease
in accuracy for non-pun and pun harmful memes com-
pared to ToxiCN_MM harmful memes are highlighted
in red font.

2024)).13

Table 5 presents two key findings: /) Most de-
tectors show comparable performance in identify-
ing ToxiCN_MM harmful memes and our non-pun
harmful memes, suggesting that potential distribu-
tion differences between the datasets have minimal
impact on detection accuracy. 2) All detectors ex-
hibit a significant performance decline when iden-
tifying harmful pun memes, demonstrating that
puns in harmful memes present a substantial
challenge to current harmful meme detectors.

7 Conclusion

In this paper, we introduce PUNMEMECN, a com-
prehensive benchmark designed to evaluate Vision-
Language Models’ (VLMs) capabilities in rec-
ognizing, analyzing, and applying Chinese pun
memes. Through extensive experimentation with
various VLMs under different prompt settings,
we identify significant biases in pun meme detec-
tion and reveal limitations in sentiment analysis
and meme response selection for online conver-
sations. Our findings demonstrate effective ap-
proaches to mitigate detection bias and highlight
homophone wordplay as the key challenge in un-
derstanding Chinese pun memes. We believe that
PUNMEMECN and our insights will significantly
advance research in multimodal pun understanding
and contribute to the development of more sophis-
ticated VLM capabilities.

Limitations

While this study provides valuable insights into
VLMs’ understanding of pun memes, several limi-
tations should be acknowledged. First, our bench-
mark primarily targets Chinese pun memes. This
focus could limit the applicability of some exper-

BThe prompts used for GPT-40 and Claude-3.5-Sonnet in
harmful meme detection are available in Appendix D.3.



imental results to pun memes in other languages,
given the variations in pun structures and meme
usage across different languages. Such a limitation
underscores the potential for future work to gener-
alize findings to pun memes in other languages.

Second, our dataset contains only short chats
with up to six chat turns, whereas real-world online
chats often have dozens of chat turns. This leaves
us unable to test VLMs’ ability to respond with
memes in lengthy chats. Additionally, we restrict
memes to the last turn of chats, which may not
be suitable for some memes, such as those used
for greetings or simply making jokes. We expect
future work to develop advanced chat generation
frameworks that can produce longer chats and ad-
just meme placement more flexibly.

Finally, although our annotators perform very
well, their annotations may still contain biases.
The sentiments and meanings conveyed by memes
largely depend on subjective judgment, meaning
there may not be a single correct interpretation for
some memes. Future studies can explore ways to
achieve more objective meme annotations.

Ethics Statement

We acknowledge that all authors of this work are
aware of and comply with the ACL Code of Ethics
and the Code of Conduct.

Use of Human Annotations Our institution re-
cruits annotators for the PUNMEMECN annota-
tions. We ensure that the privacy rights of the an-
notators are respected throughout the annotation
process. Annotators receive compensation exceed-
ing the local minimum wage and have consented to
the use of their annotations for research purposes.
Appendix A.2 provides further information on the
annotations.

Risks All memes in PUNMEMECN are sourced
from publicly available platforms such as WeChat,
Weibo, Tieba, and RedNote. However, we cannot
guarantee that they are free from socially harmful
or toxic language. In addition, the annotations of
Chinese pun memes rely on common sense, which
may differ among individuals from diverse back-
grounds. We use ChatGPT to correct grammatical
errors in this paper.
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A Details of Dataset Construction

A.1 Sources of Memes

We collect all the pun memes and non-pun memes
from the following Chinese social media platforms.

¢ WeChat (https://weixin.qq.com): China’s
largest messaging app with group chat and social
feed features. Users frequently exchange memes
in private and group chats, fostering a distinct
digital subculture.

e Weibo (https://weibo.com): A Twitter-like
platform for public discussions. Viral topics
and visual content (text/images/videos) make it a
common place for internet meme creation.

e Tieba (https://tieba.baidu.com): A classic
platform full of Topic-based forums (e.g., Gam-
ing Bar, Food Bar) where niche communities
develop inside jokes through persistent interac-
tions.

* RedNote (http://www.xiaohongshu.com): A
popular platform for youth-driven lifestyle con-
tent. While users primarily share daily life via
photos/short videos, playful meme interactions
commonly emerge in comment sections.

Most pun memes are directly obtained by search-
ing for "M /1% & 1 R 1F " (pun/homophone
meme) on the platforms mentioned above. We
review the top 200 search results from each plat-
form and filter out duplicates and low-quality pun
memes. Meanwhile, a small number of pun memes
are modified from funny images found on these
platforms. Non-pun memes are retrieved through a
similar method, but the search terms are keywords
or key elements from the caption or image.

A.2 Crowd-sourcing

We have recruited a team of three undergraduates
whose native language is Chinese. They are fully
informed about the annotation requirements and
details before starting their work. We pay each an-
notator $15 per hour, which is above the local min-
imum wage. Screenshots of the instructions and
annotation interface are shown in Figure 5 and 6.

A.3 Indicators for Measuring Chat Data

We use indicators such as Perplexity (Shannon,
1951), BERTScore (Zhang et al., 2020), Distinct-
1&2 (Li et al., 2015) to measure the quality of
multi-turn chat data from different perspectives.
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Perplexity Perplexity is commonly used to mea-
sure a language model’s ability to predict the next
token. A lower perplexity on a fixed dataset indi-
cates a better language modeling capability. Here,
we use the fixed model, BERT-base-Chinese'?, to
calculate the perplexity of sentences in different
chat datasets, which can somewhat reflect the flu-
ency of the chat sentences.

BERTScore BERTScore calculates the normal-
ized inner product of two texts’ embeddings, which
reflects their semantic similarity. Here, we com-
pute the BERTScore between adjacent turns in a
multi-turn chat to estimate the relevance of the texts
in adjacent turns. We also use BERT-base-Chinese
for the calculations. A higher BERTScore indicates
that the chat has greater coherence.

Distinct-1&2  Distinct-n calculates the ratio of
unique n-grams to total n-grams in a text dataset
to assess its diversity. Here, we compute distinct-1
and distinct-2 to show the diversity of vocabulary
and phrase usage in the chat dataset.

A4

As mentioned in § 3.3, we construct two types of
meme distractors for chat-driven meme responses.
Easy distractors randomly select three incorrect
pun memes from the dataset, and hard distractors
retrieve incorrect pun memes based on three sim-
ilarity criteria: text, image, and sentiment simi-
larities. The process of obtaining hard distractors
involves the following steps: /) Use dense text
embedding of BGE-M3 (Chen et al., 2024a) to cal-
culate the similarity between all pun memes’ literal
descriptions and the given chat text, retaining the
candidate memes of top k£ with the highest text
similarity. 2) Use image embeddings of SigLIP-
S0400M (Zhai et al., 2023) to compute the similar-
ity between other pun memes and the correct pun
meme, retaining the candidate memes of the top
k with the highest image similarity. 3) Randomly
choose k pun memes that match the sentiment type
of the correct pun meme as sentiment-similar can-
didates. 4) Randomly select one meme from each
set of candidate memes for examination. If the
selected meme conveys a different meaning than
the correct meme, it is kept as the final distractor;
otherwise, another selection is made. The exami-
nation work is conducted by GPT-4o, as it excels
at determining whether two memes share the same

Meme Distractors for Chat Response

14https://huggingface.co/google—bert/
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Model

MiniCPM-V-2.6
LLaVA-OneVision-7B
LLaVA-OneVision-72B
Qwen2.5-VL-7B
Qwen2.5-VL-72B
InternVL-2.5-8B
InternVL-2.5-26B
InternVL-2.5-38B
InternVL-2.5-78B
Claude-3.5-Sonnet
GPT-40

Source Endpoint

openbmb/MiniCPM-V-2_6
Imms-lab/llava-onevision-qwen2-7b-ov
Imms-lab/llava-onevision-qwen2-72b-ov-chat
Qwen/Qwen2.5-VL-7B-Instruct
Qwen/Qwen2.5-VL-72B-Instruct
OpenGVLab/InternVL2_5-8B
OpenGVLab/InternVL2_5-26B
OpenGVLab/InternVL2_5-38B
OpenGVLab/InternVL2_5-78B
claude-3-5-sonnet-20241022
gpt-40-2024-08-06

Huggingface
Huggingface
Huggingface
Huggingface
Huggingface
Huggingface
Huggingface
Huggingface
Huggingface
Anthropic API
OpenAlI API

Table 6: Sources and endpoints of all VLMs in our
experiments

meaning after their explanations are provided. In
practice, we set the parameter & to 10.

B Experimental Supplements

B.1 Sources of Models

We list the sources and endpoints of all VLMs in-
volved in the experiments in Table 6. These models
can be easily accessed or downloaded to replicate
our results.

B.2 Image OCR and Pinyin Transfer

We randomly select 200 pun memes from the
dataset to assess the ability of VLMs to extract
image captions and convert Chinese captions into
pinyin. The results in Table 7 illustrate that VLMs
(except for the LLaVA-OneVision series) have
strong image OCR capabilities and can accurately
match Chinese characters with their pinyin. We pro-
vide the corresponding prompts in Table 14 and 15.

B.3 Fine-tuning Setup

Our PUNMEMECN contains 653 groups of Chi-
nese memes (each group includes one pun meme
and two relevant non-pun memes). For the fine-
tuning experiments, we randomly select 500 groups
as the training set and the remaining 153 as the val-
idation set. We also collect approximately 1000
non-pun memes from ChineseBQB' as the ex-
ternal test set. We choose Qwen2.5-VL-7B and
InternVL-2.5-8B for fine-tuning because both of
them exhibit a clear bias in the pun meme detection
task. We apply LoRA fine-tuning (Hu et al., 2022)
to these two VLMs for 3 epochs with a learning
rate of 1 x 1076, which ensures their performance
essentially converges on the training set.

C Case Study

We select three cases of GPT-40’s incorrect analy-
sis of pun memes containing homophone wordplay

BShttps://github.com/zhaoolee/ChineseBQB
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Model Image OCR  Pinyin Transfer

MiniCPM-V-2.6 0.927 0.900
LLaVA-OneVision-7B 0.456 0.848
LLaVA-OneVision-72B 0.579 0.975
Qwen2.5-VL-7B 0.954 0.925
Qwen2.5-VL-72B 0.964 0.989
InternVL-2.5-8B 0.899 0.823
InternVL-2.5-26B 0.952 0.973
InternVL-2.5-38B 0.951 0.980
InternVL-2.5-78B 0.946 0.982
Claude-3.5-Sonnet 0.892 0.986
GPT-40 0.884 0.990

Table 7: Results of image OCR and pinyin transfer. We
compute the average substring match rate between the
model’s output of captions and pinyin with the standard
answers. The best results appear in bold, and the second
best are underlined.

during the CoT process, and present them in Ta-
ble 8. Clearly, GPT-40’s main error is its inability
to identify the correct homophone words behind
the punchline.

D Details of Prompts

D.1 Prompt for Chat Generation

The prompt for multi-turn chat generation is shown
in Table 9. During the chat generation process,
we find that providing only text explanations and
sentiments for memes yields a chat quality similar
to also providing meme images. To save tokens and
reduce costs, we decide not to input meme images.
The temperature parameter is set to 1.0 to obtain
diverse chat content.

D.2 Prompts for Tasks in PUNMEMECN

We craft seven types of prompts for each task in
PunMemeCN, including two zero-shot prompts
that use only meme images or provide additional
caption texts, along with five enhanced prompts
that utilize few-shot learning, CoT technique, and
pinyin hints to improve model performance. Dis-
playing all of them would be extremely space-
consuming, so we only retain the zero-shot prompts
that use both meme images and captions for three
tasks, shown in Tables 10, 11, and 12. Other
prompts are available in the code which will be
released upon publication.

We primarily use Chinese prompts for the exper-
iments since our memes are all in Chinese. How-
ever, one can also use the English prompts we pro-
vide, as we find that the language of the prompts
does not significantly affect the results.


https://github.com/zhaoolee/ChineseBQB

GPT-40’s Incorrect Analysis of Pun Memes

EHEDo3?

Case 3

/* Meme in the Case 1 */

GPT-40’s Analysis: This meme shows a steamer with
a fish inside and a teardrop beside it. The caption reads
"#X L " (steamed fish), which is a homophone for "+
<R (fighting over fish). The meme uses this wordplay
to humorously depict a competitive situation, possibly
conveying sentiments about the intense competition for
certain resources.

Human Explanation: The Meme shows a steamer basket
containing a steamed fish. The steamer has a smiling
face with a large blue sweat drop. Below the image is
the Chinese caption "#% % " (steamed fish), which is
a homophone for "¥LZ 4X" (truly unnecessary). This
meme uses the above wordplay to express that something
is unnecessary or redundant, mocking actions or situations
that seem pointless.

/* Meme in the Case 2 */

GPT-40’s Analysis: This meme shows a brick wall with
a cartoon character pointing at it, with the caption "{R &
BEME? " (Do you hit the wall?). It plays on the double
meaning of the Chinese phrase "f#E£", which literally
refers to physically hitting a wall, but also metaphorically
means encountering difficulties or obstacles. The meme
humorously asks whether someone is facing challenges or
setbacks, and is typically used to express concern about
someone’s situation.

Human Explanation: The meme features a cartoon char-
acter pointing at a brick wall, with the caption saying "{ft
FEREND? " (Do you hit the wall?). This caption sounds
similar to "/RFEENG? " (Are you showing off?). There-
fore, the meme is used to tease or question someone’s
behavior, implying they are bragging or pretending to
have abilities they don’t possess.

[* Meme in the Case 3 */

GPT-40’s Analysis: The Meme shows a blue cartoon
character inside a rocket or missile-shaped object, with
the caption "iX#% BIZ? " (Is this nuclear?). The word
"#%" (nuclear) in the caption serves a dual purpose - it
references the character being inside what appears to be
a nuclear bomb, while also sounding similar to "X E
(here). This creates a humorous way to ask if someone is
in a particular place or situation.

Human Explanation: In this meme, a blue creature
trapped inside a nuclear bomb appears terrified, with the
caption "iX4% B2 " (Is this nuclear?). This caption is a
homophone for "iX & FEIG? " (Is this reasonable?). The
meme uses wordplay to express dissatisfaction or ques-
tioning of a situation, emphasizing its unreasonableness
or absurdity.

Table 8: Cases of GPT-40’s incorrect analysis of pun
memes involving homophone wordplay compared to
the correct explanation by humans. We mark GPT-40’s
incorrect analyses in red, with the corresponding correct
analyses in the human explanation marked in blue.

We set the temperature parameter to O for pun
meme detection and text-driven meme response to

minimize the randomness of the model predictions.

For pun meme sentiment analysis, we increase the
temperature to 0.7. This is because we oversample
memes with a sentiment target of "both" (as they
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are rare in the dataset) to ensure the reliability and
statistical validity of the evaluation results.

Prompt for Chat Generation

1 AR #/

PUR 2 —3Kgm 5 1 (img) FIRTEE, ARG IR
FBERTEENE R -

FEEHRS: {img)

FKIEEMFE: {meme_explanation}
FEOIERIEMNTS: sentiment_target)
FIEFIBREIH]: (sentiment_type}

IRTEE R « W A Z B — IR 48 R
LR EN: RENAHMAREE—REBAE,
BIRE T HINELFREFEE BRREE, &
1B BRSSO RIE E1({img))” - BRI L
TESRA AR 2

1 RIEFREFELIENRE— KA T, RIEH®
RPN, AT FZRE A RN 7, WA
EAFAERAREEM I RELS -

2. IR ROZ R & B B i 5 IR IBE A T,
A 46507 45 A o LR 6 7 A
B TTE -

3. RIG ARG RN 5 & 5 AEE IR 48
?@%E@%Eﬁmﬁﬁﬁé\ IR (15 A 1] L 5 %
;.Eiﬁi . .

4. WR ERL IS {topic) 5%, AT LU — & R IE
i, (EF@EAREAENDE, WA EEENE

iR .
s MIRMBEEUN (BEEMOEN) FTFE
F6IK
friEs

/* Task Description */

Below is a meme with the identifier {img}, where the text
explanation for the meme replaces the actual image.
Meme Identifier: {img}

Meme Explanation: {meme_explanation}

Meme Sentiment Target: {sentiment_target}

Meme Sentiment Type: {sentiment_type}

Now, please simulate an online chat between person A and
person B. The format "Speaker: Content of the speech”
counts as one complete utterance. Each utterance must
be either plain text or a single meme. The usage format
for memes is "![meme]({img})". Please generate chat
content according to the following requirements:

1. The provided meme must be used as the last utterance.
Depending on its sentiment target and connotation, it
can be used to respond to the other person or serve as a
supplementary response after plain text.

2. The chat should smoothly and logically lead to the final
meme utterance. No captions or visual elements from the
meme are allowed in the preceding plain text utterances.
3. The connotation and sentiment of the meme should
align with the attitude or viewpoint that the speaker
wishes to express throughout the chat. The emotional
tendency of the chat should match that of the meme.

4. The chat must relate to the {topic}. It can have some
extension but should not change midway or repetitively
echo similar content.

5. The total number of utterances in the chat (including
the meme) should be less than or equal to 6.

Your response:

Table 9: Chinese prompt and its English translation for
chat generation.

D.3 Other Prompts

Tables 13, 14, and 15 contain the prompts for harm-
ful meme detection, image OCR, and pinyin trans-
fer, respectively. We adopt the prompt for harmful
meme detection from Lu et al. (2024), with minor
modifications.



Prompt for Pun Meme Detection

e R BB
{meme image}

* 58 3L */

XTTHHM%%D%%%@HEEE’J%’%T%@, IR FIE AT R
FIFH—Z L E 2 LT EREaER
MERZZE N, AR PHEHP—-EEVETERER
HEETTE, WRZEEa A WREEL, T
WA ERRIEE

1 ARG HA

IR *Ei‘}?su_tmx HWr A EREOE R 2SN
WRFEE - ZRIEEH T 5N “(caption)” - 1R
R%@%“ﬂﬂ%”&“%ﬂ%” E G E—T@W%‘
PRER[ENE

/* Input of Meme Image */

{meme_image}

I* Definition */

For memes consisting of images and captions, if the cap-
tion intentionally uses polysemy or homophony to create
two or more meanings, with at least one meaning based
on the visual elements of the image, the meme is called a
"pun meme". Otherwise, it is called a "non-pun meme".
I* Task Description */

Based on the above definition, determine whether the
given meme is a pun meme or not. The caption within
the meme is "{caption}". You only need to respond with
"pun" or "non-pun". Do not output any other content.
Your response:

Table 10: Chinese and English prompt for pun meme
detection.

Prompt for Pun Meme Sentiment Analysis

1+ REBEIGREA */
{meme image}
/% 58 S/
XT?EEM%%D%%@)&E’J%T RRIECT R

*ﬂéiszﬁa“ﬁ%XEﬁﬁTﬁE@i@%@ﬁ—ﬁ
W\TE&%@E%‘X, BEADHP—BEEVETREM
MEEITTE, WRZREE A WREEL, BTN
%/’R?U“ﬂi?l?éi%’%@” .

i

25 RE IR TE BB A 2 R P E SRR RIE A
R #'Jtﬁﬁi%ha FA T 28 B0 R I 38 0K ) %
REEREmNZ (B0 W7~ ) TR
FA (A EPTGE ) o ZERBENNFRE
H“{caption}” . R AT EEEERBEALMERZR, H

ESLNISONRER: (IS FIAT ", "XXX", "
B XXX}, B A

PREIEIE

/* Input of Meme Image */

{meme_image}

I* Definition */

For memes consisting of images and captions, if the cap-
tion intentionally uses polysemy or homophony to create
two or more meanings, with at least one meaning based
on the visual elements of the image, the meme is called a
"pun meme". Otherwise, it is called a "non-pun meme".

I* Task Description */

The given meme image is a pun meme that meets the
above definition. Please determine the sentiment con-
veyed by the meme when used in online chat, including
the sentiment target (self, both, other) and the sentiment
type (positive, neutral, negative). The caption in this
meme is {caption}. You only need to respond with the
meme sentiment in the JSON format {"Sentiment Target":
"XXX", "Sentiment Type": "XXX"}. Do not output any
other content.

Your response:

Prompt for Chat-Driven Meme Response

1x FEEE G
{meme_image_1} {meme_image_2} {meme_image_3}
{meme_image_4}

1% E N #/
STHEGMFREARAREE, WRREEFH
FFH—1A 22 L E & %Xﬂﬁﬁﬁﬁaﬁ% HEEE

MENZZ& N, BEPEF—EEYETREL
FIE TR, MRIZRIEERNVRRFE”, B
*/J\jj“ﬂlfﬂﬂ‘éi%‘%@” o

AL */
é@%ﬂ‘]@?ﬁi@‘%@ﬁ%ﬁ%?ﬁ;@uiﬁiﬁ(ﬂ@ﬂ%
FAEAL, PRHX IUIKRIF GBI 5 AL hEE— -
ZN = UskREE, B
B—IKRHER N FH N caption_1}”;
B ARRIFE N F-HE N ( caption_2}”;
F=RBE RN R { caption_3}7;
B IUBK R 6L N -5 {caption_4}7 -
IR~ ZWAR—IRMEWIRICT, 67 &
ERRBARE . iﬁTﬁTE?Eﬂyﬂj?Wﬁz IN/ES i

B, NIHARENS 6% i aEr — MEA
%% R BRI T 5 (A- D) ANE
Py

WIRIESR: (chat_history}
JET: {choices)
NibjEE=

/* Input of Meme Images */

{meme_image_1} {meme_image_2} {meme_image_3}
{meme_image_4}

/* Definition */

For memes consisting of images and captions, if the cap-
tion intentionally uses polysemy or homophony to create
two or more meanings, with at least one meaning based
on the visual elements of the image, the meme is called a
"pun meme". Otherwise, it is called a "non-pun meme".
/* Task Description */

The four given meme images are pun memes that meet
the above definition. Here we label these four memes in
order as the first, second, third, and fourth meme. From
these memes, we can know that:

The caption within the first meme is "{caption_1}";

The caption within the second meme is "{caption_2}";
The caption within the third meme is "{caption_3}";
The caption within the fourth meme is "{caption_4}".
Below is an online chat record between two people, A
and B, which lacks a final meme reply. Please choose the
most suitable meme from the four as a reply based on the
chat content, character relationship, and emotional tone.
Simply respond with the letter (A-D) representing your
choice. Do not output any other content.

Chat Record: {chat_history}

Options: {choices}

Your response:

Table 12: Chinese and English prompt for chat-driven
meme response.

Table 11: Chinese and English prompt for pun meme
sentiment analysis.
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Prompt for Harmful Meme Detection Prompt for Image OCR
1* RIFGEEGEIA */ 1= FIGREIGREA */
{meme_image} {meme image}
1% 5 S/ 1* ARSRER */

HXHERE amﬂﬂﬂ%%ﬂ@%ﬁﬂ%%fﬂﬁm’]%ﬁ‘%
S, BENDA @A R e RE RS
FRATE HITE T o I:MEE_&EJUFD?E%TEPIEH%H
Lﬁfﬂ@ﬁﬁﬁﬁ@u%ﬂimuf o
* TSGR */

uim~'§ﬁﬂ%ﬁﬂﬂiﬁlﬂ’]¢ﬁﬁf
B {caption}” - THIRIE SR E R E
HEaRNWEERTE - */\LATE1"J~/\$T{EE’J%
HEARAENEE

1. #E ai%it?%ﬂ%%ﬁ‘kﬁﬁ%ﬁﬁiﬁﬁﬁc% ~ 1
TLELZIBREN 5

%_i%fi/?’?/\Tlﬂiﬁﬂi#ﬂ%E’m@ HERENE
R o
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/* Input of Meme Image */

{meme_image}

/* Definition */

Chinese harmful memes are multimodal units consisting
of an image and inline caption that have the potential to
cause harm to individuals, organizations, communities, or
social groups. They often reflect and reinforce underly-
ing negative values and cultural attitudes on the Chinese
Internet.

/* Task Description */

The image above is a Chinese meme used in online chat.
The caption in the meme is "{caption}". Based on the
definition of Chinese harmful memes, please classify it
as harmful or harmless. A meme will be deemed harmful
if it meets any of the following criteria:

1. The meme expresses disgust, prejudice, or stereotypes
towards specific individuals or social groups.

2. The meme contains sarcastic or rude content without a
specific target.

3. The meme implies sexual intent to arouse sexual im-
pulses.

4. The meme integrates decadent and desperate emotions
or conveys a self-negative attitude.

Evaluation Steps:

1. Analyze the meaning of the meme by considering both
the image and the caption.

2. Compare the meme against the criteria to check for any
matches;

3. Return the conclusion as "harmful" or "harmless".
The output must be in JSON format for the three evalu-
ation steps, structured as {"Meme_Meaning": "XXXX",
"Criteria_Matching": "XXXX", "Conclusion": "harm-
ful/harmless"}.

PLESE—SR IR B SCR B, BRI %
FREATHEZE TR ANZHEHEBNE
ERETH TR

/* Input of Meme Image */

{meme_image}

/* Task Description */

Here is a Chinese meme used in online chat. Please
extract the main caption/subtitle from the meme. Do not
output any other content.

Meme caption/subtitle:

Table 14: Chinese prompt and its English translation for
image OCR.

Prompt for Pinyin Transfer

[F ARSI #/

PrE R — PN IRE W TR . 158 LU 3L
AEE AR R B PR - N H A
7.
HRSCU

/* Task Description */

Pinyin is a tool that aids in the pronunciation of Chinese
characters. Please convert the following Chinese text into
corresponding pinyin with tones. Do not output any other
content.

Chinese text: {caption} -> Pinyin:

{caption} -> Ff &

Table 15: Chinese prompt and its English translation for
pinyin transfer.

Table 13: Chinese prompt and its English translation for
harmful meme detection.
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Figure 5: The screenshot of the original meme annotation interface.
Thank you for participating in our project! Please take some time to get familiar with the following instructions and examples so that you can complete the task better.
For memes consisting of images and captions, if the caption ir uses poly: to create two or more meanings, with at least one meaning based on the visual elements of the image,

the meme is called a “pun meme". Otherwise, it s called a ‘non-pun meme"
Your task is to annotate the meme on the right side (the meme on the left side serves as an example], including the caption in the meme, any potential puns, the sentiment conveyed, and an explanation of the
merme. The specific requirements are as follows:

Ifthe mene is a pun meme, identify the pun word and the homophone wordplay in it

The meme's sentiment includes the sentiment target (self, both, other) and the sentiment type (positive, neutral, negative). Please select from the provided categories.

The explanation should first describe the visual elements and caption of the meme, and then analyze any potential puns and the deeper meaning

Example Meme 2 Meme to Annotate

IZE€ 7889

Caption: It TIRH

Caption
Is it a pun meme? Yes
Pun word: Pun word is "&",

Homophone word: " is a homophone for “1". Is ita pun meme?

Sentiment Target: other No ves
Sentiment Type: negative B
Explanation: This meme depicts a multi-layered burger with a drap of sweat on its face. The caption

below reads “I5E T8 (eat burger and feel stuffed)’, which directly relates to the image. Besides, “@" is

a homophone for “8” in Chinese, so the caption can also be interpreted as “¥M T8 (make trouble

after eating too much)”, which often implies someone is causing unnecessary trouble. Homophone word

Sentiment Target

self both other

Sentiment Type

positive neutral negative

Explanation

Submit Answers

Figure 6: The screenshot of the translated meme annotation interface.
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